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LOAD BALANCING AMONG ACLUSTER OF 
FIREWALL SECURITY DEVICES 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation-in-part of U.S. 
patent application Ser. No. 13/356.399, filed on Jan. 23, 2012, 
which claims the benefit of U.S. Provisional Application No. 
61/443,410, filed on Feb. 16, 2011 and U.S. Provisional 
Application No. 61/542,120, filed on Sep. 30, 2011, all of 
which are hereby incorporated by reference in their entirety 
for all purposes. 

COPYRIGHT NOTICE 

0002 Contained herein is material that is subject to copy 
right protection. The copyright owner has no objection to the 
facsimile reproduction of the patent disclosure by any person 
as it appears in the Patent and Trademark Office patent files or 
records, but otherwise reserves all rights to the copyright 
whatsoever. Copyright (C2011-2013, Fortinet, Inc. 

BACKGROUND 

0003 1. Field 
0004 Embodiments of the present invention generally 
relate to the field of load balancing in a computer network. In 
particular, various embodiments relate to a method and sys 
tem for balancing load among a plurality of firewall security 
devices arranged in one or more clusters. 
0005 2. Description of the Related Art 
0006. The Internet is a medium that provides access to 
various information, applications, services, and provides 
ability to publish information, in revolutionary ways. Today, 
the Internet has significantly changed the way we access and 
use information. Millions of computers, from low processing 
end personal computers to high processing-end Super com 
puters are coupled to the Internet. Internet Banking, E-com 
merce, and E-learning are some of the high-end services that 
we access in our day-to-day life. In order to access Such 
services, a user shares his personal information, Such as, 
name, contact details, highly confidential information Such as 
usernames, passwords, bank account number, credit card 
details, and the like with the service providers. Similarly, 
confidential information of companies such as, trade secrets, 
financial details, employee details, company strategies, and 
the like is also stored on servers that are connected to the 
Internet. There is a threat to such confidential data by mal 
ware, viruses, spyware, key loggers, and unauthorized access 
to information and so forth. This poses great danger to unwary 
computer users. 
0007. In order to avoid such threats, there are various 
Solutions, such as firewalls and antivirus Software that is 
available in the market. A firewall provides a barrier against 
most of these types of threats. The firewall installed at a 
private network prevents any unauthorized access to and from 
the private network. Firewalls can be implemented in both 
hardware and software, or a combination of both. Generally, 
the firewalls are employed to restrict unauthorized Internet 
users from accessing the private networks connected to the 
Internet, such as intranets. All messages that enter or leave the 
private network have to pass through the firewall; the firewall 
examines each message and blocks those that do not meet the 
specified security criteria. 
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0008. However, the firewall can be a single point of failure. 
If it fails, there will be no restrictions on the viruses, spyware, 
key loggers, and unauthorized access and the services may 
get hampered badly. In order to overcome Such problems, 
various solutions are available that provide high availability 
(HA) clusters of firewalls. As there are multiple firewall sys 
tems in a cluster, how the data traffic load is balanced among 
the multiple firewall systems becomes extremely important. 
There are various network switches that are available in the 
market, which can balance load among the multiple firewall 
systems. However, there is a limitation with respect to the 
number of firewall systems that a single network Switch can 
handle in a cluster. Further, due to highly varying and growing 
traffic requirements of today's networks, which are increas 
ingly shifting towards core, cloud, and datacenter based solu 
tions, the processing capability of the presently used firewall 
systems and the load balancing arrangement is not sufficient. 
0009. Additionally, in the presently available HA cluster 
based load balancing systems, it is very difficult to manage 
asymmetric traffic flows and achieve extreme levels of ses 
sion based performance. Furthermore, due to limited process 
ing capabilities of the present load balancing systems it is 
very difficult to balance load among geographically distrib 
uted firewall systems. 
0010. In light of the foregoing discussion, there is a need 
for a method, system, and apparatus that can overcome the 
limitations of presently available HA cluster based load bal 
ancing systems. The method, system, and apparatus should 
provide effective load balancing for the increased data traffic 
requirements and should be capable of handling asymmetric 
traffic flows. Further, the method, system and apparatus for 
load balancing should be capable of adaptively distributing 
the data traffic among the significantly large number of fire 
wall systems. Still further, the method, system, and apparatus 
should provide load balancing among geographically distrib 
uted firewall systems. 

SUMMARY 

0011 Methods and systems are described for balancing 
load among firewall security devices in a network. According 
to an embodiment of the present invention, firewall security 
devices are arranged in one or more load balancing clusters. 
The switching device is configured with the one or more 
firewall security devices for distributing traffic among them. 
In order to configure the switching device with the firewall 
security devices, one or more control messages are sent by the 
Switching device to the firewall security devices. In response 
to the received control messages, the firewall security devices 
send heartbeat signals to the Switching device. After the Suc 
cessful reception of the heartbeat signals, the firewall security 
devices are included in a load balancing table maintained by 
the switching device. When a data packet is received by the 
switching device, it is forwarded to a firewall security device 
based on a load balancing function. 
0012. According to an embodiment of the present inven 
tion, after configuration, the Switching device may keep a 
firewall security device in a standby mode, which can be 
brought into use when any firewall device in a cluster fails. 
Further, a load balancing function is configured in order to 
enable the load balancing of the received data traffic by the 
Switching device. According to an embodiment of the present 
invention, the load balancing function enables the Switching 
device to manage more than eight firewall security devices in 
a cluster. 
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0013. According to an embodiment of the present inven 
tion, the load balancing function includes a hash function. 
Configuration of the load balancing function includes setting 
a hash bit value. Further, one or more rules are configured for 
generating one or more outcomes. Furthermore, one or more 
ports are specified corresponding to the one or more out 
comes for distributing the data traffic. 
0014. According to an embodiment of the present inven 

tion, the load balancing function operates on the address 
information contained in the data packet. Based on the hash of 
one or more bits in the address field, the switching device 
decides, on which port to redirect the data packet. Hence, a 
firewall security device that is configured on the port to which 
the data packet is redirected, attends the data traffic. 
00.15 Methods and systems, according to various embodi 
ments of the present invention, provide high availability (HA) 
clusters of firewall security devices having enhanced reliabil 
ity and increased performance, the two key requirements of 
critical enterprise networking. Load balancing in HA is 
implemented by configuring a plurality of firewall security 
devices in an HA cluster. In the network, HA clusters process 
network traffic and provide normal security services such as 
firewalling, virtual private network (VPN), virus scanning, 
web filtering, and spam filtering services. 
0016. According to an embodiment of the present inven 

tion, if a firewall security device in a cluster fails, another 
firewall security device in the cluster automatically takes over 
the work that the failed firewall security was performing. 
Thus, the cluster continues to process network traffic and 
provide normal security services with virtually no interrup 
tion. Further, according to various embodiments of the 
present invention, methods and systems for load balancing 
among the plurality of firewall security devices is capable of 
achieving extreme levels of session-based performance. Fur 
thermore, the various embodiments of the present invention 
offer the advantage of geographically distributed load-bal 
ancing, since the invention can be used to overcome a number 
of firewall deployment limitations, including handling asyn 
chronous traffic. 

0017. Other features of embodiments of the present inven 
tion will be apparent from the accompanying drawings and 
from the detailed description that follows. 

BRIEF DESCRIPTION OF THE DRAWINGS 

00.18 Embodiments of the present invention are illus 
trated by way of example, and not by way of limitation, in the 
figures of the accompanying drawings and in which like ref 
erence numerals refer to similar elements and in which: 

0019 FIG. 1 is a block diagram conceptually illustrating a 
simplified network architecture in which embodiments of the 
present invention may be employed. 
0020 FIG. 2 is a block diagram conceptually illustrating a 
Switching device connected to firewall security devices 
arranged in clusters in accordance with an embodiment of the 
present invention. 
0021 FIG. 3 is a block diagram conceptually illustrating 
interaction among various functional units of a Switching 
device in accordance with an embodiment of the present 
invention. 

0022 FIG. 4 conceptually illustrates a load balancing 
table maintained by a Switching device in accordance with an 
exemplary embodiment of the present invention. 
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(0023 FIGS. 5A and 5B conceptually illustrate a front 
panel of a Switching device in accordance with exemplary 
embodiments of the present invention. 
0024 FIG. 6A, 6B, and 6C conceptually illustrate a front 
panel of a firewall security device in accordance with exem 
plary embodiments of the present invention. 
0025 FIG. 7 conceptually illustrates connection of fire 
wall security devices with a Switching device through rear 
transition modules (RTM) in accordance with an exemplary 
embodiment of the present invention. 
0026 FIGS. 8A and 8B conceptually illustrate connection 
of firewall security devices installed on a chassis with a 
Switching device in accordance with exemplary embodi 
ments of the present invention. 
0027 FIG. 9 conceptually illustrates connection of fire 
wall security devices with two Switching devices in accor 
dance with an embodiment of the present invention. 
0028 FIG. 10 conceptually illustrates connection of fire 
wall security devices with two Switching devices in accor 
dance with an exemplary embodiment of the present inven 
tion. 
0029 FIG. 11 is a block diagram conceptually illustrating 
a simplified network architecture for handling asymmetric 
network data traffic in accordance with an embodiment of the 
present invention. 
0030 FIG. 12 is a flow diagram illustrating a method for 
balancing load among one or more firewall security devices in 
accordance with an embodiment of the present invention. 
0031 FIG. 13 is a flow diagram illustrating a method for 
configuring a Switching device in accordance with an 
embodiment of the present invention. 
0032 FIG. 14 is a flow diagram illustrating a method for 
configuring a load balancing function in accordance with an 
embodiment of the present invention. 
0033 FIG. 15 is a flow diagram illustrating a method for 
forwarding a data packet to a firewall security device inaccor 
dance with an embodiment of the present invention. 
0034 FIG. 16 is a flow diagram illustrating a method for 
balancing load among one or more firewall security devices in 
accordance with an embodiment of the present invention. 

DETAILED DESCRIPTION 

0035 Methods and systems are described for balancing 
load among firewall security devices in a network. According 
to an embodiment of the present invention, firewall security 
devices and/or virtual systems within firewall security 
devices are arranged in one or more load balancing clusters. A 
Switching device is configured to distribute traffic among the 
cluster members. One or more control messages are sent by 
the switching device to the cluster members (e.g., the firewall 
security devices and/or virtual systems within the firewall 
security devices). In response to the received control mes 
sages, the cluster members send heartbeat signals to the 
switching device. After the successful reception of the heart 
beat signals, the cluster members are included in a load bal 
ancing table maintained by the Switching device. When a data 
packet is Subsequently received by the Switching device, it is 
forwarded to a cluster member based on a load balancing 
function. 
0036. In the following description, numerous specific 
details are set forth in order to provide a thorough understand 
ing of embodiments of the present invention. It will be appar 
ent, however, to one skilled in the art that embodiments of the 
present invention may be practiced without some of these 
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specific details. In other instances, well-known structures and 
devices are shown in block diagram form. 
0037 Embodiments of the present invention include vari 
ous steps, which will be described below. The steps may be 
performed by hardware components or may be embodied in 
machine-executable instructions, which may be used to cause 
a general-purpose or special-purpose processor programmed 
with the instructions to perform the steps. Alternatively, the 
steps may be performed by a combination of hardware, soft 
ware, firmware and/or by human operators. 
0038 Embodiments of the present invention may be pro 
Vided as a computer program product, which may include a 
machine-readable storage medium tangibly embodying 
thereon instructions, which may be used to program a com 
puter (or other electronic devices) to perform a process. The 
machine-readable medium may include, but is not limited to, 
fixed (hard) drives, magnetic tape, floppy diskettes, optical 
disks, compact disc read-only memories (CD-ROMs), and 
magneto-optical disks, semiconductor memories, such as 
ROMs, PROMs, random access memories (RAMs), pro 
grammable read-only memories (PROMs), erasable PROMs 
(EPROMs), electrically erasable PROMs (EEPROMs), flash 
memory, magnetic or optical cards, or other type of media/ 
machine-readable medium suitable for storing electronic 
instructions (e.g., computer programming code, such as soft 
ware or firmware). Moreover, embodiments of the present 
invention may also be downloaded as one or more computer 
program products, wherein the program may be transferred 
from a remote computer to a requesting computer by way of 
data signals embodied in a carrier wave or other propagation 
medium via a communication link (e.g., a modem or network 
connection). 
0039. In various embodiments, the article(s) of manufac 
ture (e.g., the computer program products) containing the 
computer programming code may be used by executing the 
code directly from the machine-readable storage medium or 
by copying the code from the machine-readable storage 
medium into another machine-readable storage medium 
(e.g., a hard disk, RAM, etc.) or by transmitting the code on a 
network for remote execution. Various methods described 
herein may be practiced by combining one or more machine 
readable storage media containing the code according to the 
present invention with appropriate standard computer hard 
ware to execute the code contained therein. An apparatus for 
practicing various embodiments of the present invention may 
involve one or more computers (or one or more processors 
within a single computer) and storage systems containing or 
having network access to computer program(s) coded in 
accordance with various methods described herein, and the 
method steps of the invention could be accomplished by 
modules, routines, subroutines, or subparts of a computer 
program product. 
0040. While for sake of illustration embodiments of the 
present invention are described with reference to switching 
devices and firewall security devices available from the 
assignee of the present invention, it is to be understood that 
the methods and systems of the present invention are equally 
applicable to switching devices and firewall security devices 
that are manufactured by others, including, but not limited to, 
Barracuda Networks, Brocade Communications Systems, 
Inc., CheckPoint Software Technologies Ltd., Cisco Systems, 
Inc., Citrix Systems, Inc., Imperva Inc., Juniper Networks, 
Inc., Nokia, Palo Alto Networks, SonicWall, Inc. and Synten 
sia AB. 
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0041. Similarly, for sake of illustration, various embodi 
ments of the present invention are described with reference to, 
physical firewall security devices being members of load 
balancing clusters, it is to be understood that the methods and 
Systems of the present invention are equally applicable to 
environments in which the firewall security devices are 
implemented as virtual systems in which case a physical 
device could have virtual systems belonging to multiple clus 
ters. 

Terminology 
0042 Brief definitions of terms used throughout this 
application are given below. 
10043. The term "client” generally refers to an application, 
program, process or device in a client/server relationship that 
requests information or services from another program, pro 
cess or device (a server) on a network. Importantly, the terms 
"client” and "server” are relative since an application may be 
a client to one application but a server to another. The term 
‘client' also encompasses software that makes the connec 
tion between a requesting application, program, process or 
device to a server possible, such as an FTP client. 
0044) The terms "connected” or "coupled” and related 
terms are used in an operational sense and are not necessarily 
limited to a direct connection or coupling. Thus, for example, 
two devices may be coupled directly, or via one or more 
intermediary media or devices. As another example, devices 
may be coupled in such a way that information can be passed 
there between, while not sharing any physical connection 
with one another. Based on the disclosure provided herein, 
one of ordinary skill in the art will appreciate a variety of ways 
in which connection or coupling exists in accordance with the 
aforementioned definition. 
0045. The phrases "in one embodiment,” “according to 
one embodiment.” "and the like generally mean the particu 
lar feature, structure, or characteristic following the phrase is 
included in at least one embodiment of the present invention, 
and may be included in more than one embodiment of the 
present invention. Importantly, such phrases do not necessar 
ily refer to the same embodiment. 
0046) If the specification states a component or feature 
“may”, “can”, “could', or “might' be included or have a 
characteristic, that particular component or feature is not 
required to be included or have the characteristic. 
0047. The term "server generally refers to an application, 
program, process or device in a client/server relationship that 
responds to requests for information or services by another 
program, process or device (a server) on a network. The term 
'server also encompasses software that makes the act of 
serving information or providing services possible. 
0048. The term "cluster generally refers to a group of 
firewall security devices that act as a single virtual firewall 
security device to maintain connectivity even if one of the 
firewall security devices in the cluster fails. 
I0049. The term "cluster unit' generally refers to a firewall 
Security device operating in a firewall security device High 
Availability (HA) cluster. 
0050. The term “failover generally refers to a firewall 
Security device taking over processing network traffic in place 
of another unit in the cluster that suffered a device failure or 
a link failure. 
0051. The term “failure' generally refers to a hardware or 
software problem that causes a firewall security device to stop 
processing network traffic. 

99 
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0052. The term “heartbeat is also called HA heartbeat. 
The heartbeat constantly communicates HA status and Syn 
chronization information to make Sure that the cluster is oper 
ating properly. 
0053. The term “heartbeat failover generally refers to a 
mechanism in which if an interface functioning as the heart 
beat device fails, the heartbeat is transferred to another inter 
face also configured as an HA heartbeat device. 
0054) The term “High Availability” generally refers to an 
ability that a cluster has to maintain a connection when there 
is a device or link failure by having another unit in the cluster 
take over the connection, without any loss of connectivity. To 
achieve high availability, all firewall security devices in the 
cluster share session and configuration information. 
0055. The term “firewall security device” generally refers 
to a logical or physical device that provides firewall security 
functionality by implementing various firewall policies; how 
ever, a firewall security device is not limited to performing 
firewall security functionality and may perform other content 
processing functions, including, but not limited to Scanning/ 
processing of web (HTTP), file transfer (FTP), and email 
(SMTP POP3, and IMAP), antivirus processing, intrusion 
prevention and hardware acceleration. In some embodiments, 
the firewall security devices are specialized processing blades 
installed within a chassis that also includes a load balancing 
hub blade, such as a sophisticated Ethernet switching device. 
In some embodiments, a physical device (e.g., a processing 
blade) may include multiple virtual systems that operate as 
firewall security devices. 
0056. The term “switching device’ generally refers to a 
multi-port bridge. For example, a Switching device may bean 
active element working on layer 2 of the Open Systems Inter 
connection (OSI) model. Switching devices may use filter 
ing/switching techniques that redirect data flow to a particular 
firewall security device, based on certain elements or infor 
mation found in network traffic data packets. In one embodi 
ment, a switching device distributes network traffic data 
packets among its ports (and associated firewall security 
devices) depending upon the content, elements or informa 
tion associated with the packet and/or packet header, includ 
ing, but not limited to a source ordestination address, a source 
or destination port and the like. According to one embodi 
ment, a predetermined or configurable n-bit hash value can be 
emulated based on a selection of n bits from one or more of the 
packet type, the Source ordestination port (e.g., TCP port), the 
Source or destination address (e.g., IP address), or arbitrary 
bits associated with or in the packet and/or the packet header. 
0057 The term “load balancing table' generally refers to 
a data structure that contains a mapping between a hash value 
or emulated “hash” (e.g., one or more bits of the address 
contained in the data packet) and one or more ports on the 
Switching device. The Switching device uses the load balanc 
ing table for balancing data traffic load among various fire 
wall security devices. 
0058 FIG. 1 is a block diagram conceptually illustrating a 
simplified network architecture 100 in which embodiments of 
the present invention may be employed. Network 100 
includes a private or public network, Such as a local area 
network (LAN), wide area network (WAN) or the Internet 
102, a router 104, a switching device 106, a firewall security 
system 108, an internal switching device 110, an internal 
network 112, and one or more external client devices, such as, 
a client devices 118a-c., a client device 118b, and a client 
device 118C, and so forth. Further, internal network 112 
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includes one or more computer systems, such as, computer 
systems 114a-c, hereinafter referred to as the one or more 
computer systems 114. 
0059 Switching device 106 is connected to Internet 102 
through router 104. According to one embodiment, Switching 
device 106 is configured to perform sophisticated load bal 
ancing. For example, Switching device 106 may implement a 
load balancing methodology that enables it to distribute net 
work traffic among multiple firewall security devices (not 
shown) that have highly varying processing capabilities. In 
this manner, different traffic types and/or different logical or 
physical interface groups of the switching device 106 may be 
load balanced. 
0060 Firewall security system 108 is connected to switch 
ing device 106. Internal network 112 is connected to firewall 
security system 108 through internal switching device 110. 
Switching device 106 connects internal network 112 to Inter 
net 102 through firewall security system 108 and internal 
switching device 110. Further, the one or more external client 
devices, such as, client device 118a-c, client device 118b, and 
client device 118b, hereinafter referred to as the one or more 
client devices 118, are connected to Internet 102. 
0061. One or more computer systems 114 are connected in 
a local area network (LAN). In another embodiment of the 
present invention, one or more computer systems 114 are 
connected in a wireless LAN (WLAN). It will be apparent to 
a person ordinarily skilled in the art that one or more com 
puter systems 114 may also be connected in other network 
configurations without deviating from the scope of the 
present invention. 
0062. In an exemplary embodiment of the present inven 
tion, one or more computer systems 114 may form a part of an 
office or enterprise network. In another embodiment of the 
present invention, one or more computer systems 114 may 
form a part of a home network. 
0063. According to various embodiments of the present 
invention, one or more computer systems 114 are configured 
to function as client devices. In another embodiment of the 
present invention one or more computer systems 114 are 
configured to function as server computers. In yet another 
embodiment of the present invention, one or more computer 
systems 114 may comprise a combination of the client 
devices and server computers. Further, the server computers 
may be located at a datacenter, in which the datacenter is a 
facility where multiple computer systems and associated Sup 
porting systems, such as, telecommunications and storage 
systems are hosted. Further, the datacenter may include vari 
ous backup power Supplies, several data communication con 
nectors, security systems and environmental controls, such 
as, air conditioning and fire Suppression. The datacenter may 
occupy one room of a building, one or more floors, or may be 
an entire building. The one or more servers may be mounted 
in one or more rack cabinets. 

0064. In an embodiment of the present invention, firewall 
security system 108 includes a single firewall security device 
(not shown). In yet another embodiment of the present inven 
tion, firewall security system 108 includes more than one 
firewall security device, in which some subset are redundant 
firewall security devices. According to various embodiments 
of the present invention, the one or more firewall security 
devices in firewall security system 108 are grouped into 
arranged in one or more clusters (not shown). In some imple 
mentations, the firewall security devices comprise processing 
blades and one or more spare processing blades are installed 
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in the system but not assigned to any particular cluster. In 
Some embodiments, firewall security devices may be reas 
signed from one cluster to another cluster responsive to a 
change in load. 
0065 According to various embodiments of the present 
invention, firewall security system 108 implements firewall 
policies. The firewall policies are configured to protect the 
resources or applications hosted by one or more computer 
systems 114 from outsiders and to control what users of one 
or more client devices 118 have access to by enforcing Secu 
rity policies. Firewall security system 108 may filter or dis 
allow unauthorized or potentially dangerous material or con 
tent from reaching one or more computer systems 114. 
Further, firewall security system 108 may limit data commu 
nication between one or more computer systems 114 and 
Internet 102 in accordance with local security policy estab 
lished and maintained by an administrator. 
0066. In an embodiment of the present invention, firewall 
security system 108 may implement various techniques to 
control data flow. Following are the examples of such tech 
niques: 
0067 Packet filter: firewall security system 108 may look 
at each packet entering or leaving the network and accept or 
reject it based on user-defined rules. Packet filtering is fairly 
effective and transparent to users, however, it is difficult to 
configure. In addition, it is susceptible to Internet Protocol 
(IP) spoofing. 
0068 Application gateway: firewall security system 108 
may apply security mechanisms to specific applications, such 
as file transfer protocol (FTP) and Telnet servers. This is very 
effective, however, can impose performance degradation. 
0069 Circuit-level gateway: firewall security system 108 
may apply security mechanisms when a transmission control 
protocol (TCP) or User Datagram Protocol (UDP) connection 
is established. 
0070 Proxy server: firewall security system 108 may 
intercept all messages entering and leaving the network. The 
proxy server effectively hides the true network addresses. 
0071 Firewall policies are instructions that firewall secu 

rity system 108 uses to decide what to do with a connection 
request. When firewall security system 108 receives a con 
nection request in the form of a packet, it analyzes the packet 
to extract its source address, destination address, and service 
(for example, by port number). Firewall security system 108 
allows a packet to be connected when the source address, the 
destination address, and the service of the packet is consistent 
with a firewall policy (for example, when they match that of 
the firewall policy). The policy directs the firewall action on 
the packet. The action can be to allow the connection, deny 
the connection, and require authentication before the connec 
tion is allowed, or process the packet as an IPSec VPN packet. 
0072. In an exemplary embodiment of the present inven 

tion, firewall security system 108, uses one or more antivirus 
firewall devices, such as a FORTIGATE antivirus firewall 
solution provided by Fortinet, Inc. of Sunnyvale, Calif. 
(FORTIGATE is a trademark or registered trademark of Forti 
net, Inc.). 
0073 Preferably, the antivirus firewall devices are dedi 
cated easily managed security devices that deliver a full Suite 
of capabilities that include: application-level services, such as 
virus protection and content filtering, network-level services 
such as firewall, intrusion detection, VPN, and traffic shaping. 
The above mentioned applications and services are further 
explained in the following description. 
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0074 Antivirus protection: According to one embodi 
ment, antivirus protection scans web (HTTP), file transfer 
(FTP), and email (SMTP, POP3, and IMAP) content as it 
passes through the antivirus firewall device. The antivirus 
protection may use pattern matching and/or heuristics to find 
viruses. If a virus is found, in one embodiment, the antivirus 
protection removes the file containing the virus from the 
content stream and forwards a replacement message to the 
intended recipient. For extra protection, one can configure 
antivirus protection to block specified file types from passing 
through the antivirus firewall device. This feature can be used 
to stop files that might contain new viruses. 
(0075 Web content filtering: Web content filtering func 
tionality may be configured to scan all or some Subset of 
HTTP content protocol streams for URLs, URL patterns, 
and/or web page content. If there is a match between a URL 
on the URL block list, or a web page contains a word or phrase 
that is in the content block list, the antivirus firewall device 
may be configured to block the web page. 
0076 Spam filtering: Spam filtering functionality may be 
configured to scan all or some subset of POP3, SMTP, and 
IMAP email content for spam. Spam filtering can be config 
ured to filter mail according to IP address, email address, 
mime headers, and content. Mail messages can be identified 
as spam or clear. 
0077. After basic installation of the antivirus firewall 
device, it allows users on the protected network to access the 
Internet while blocking Internet access to internal networks. 
0078 Switching device 106 connects internal network 
112 to Internet 102 through firewall security system 108. In an 
exemplary embodiment of the present invention, Switching 
device 106 may be a network switch. The network switch may 
comprise a multi-port bridge. That is, the Switching device 
106 may be an active element working on layer 2 of the Open 
Systems Interconnection (OSI) model. The network switch 
uses filtering/switching techniques that redirect data flow to a 
particular firewall security device in firewall security system 
108, based on certain elements found in network traffic data 
packets. The network switch distributes the network traffic 
data packets among its ports depending upon the information, 
e.g., a source and a destination address contained in the net 
work traffic data packets. The network switch is capable of 
determining the destination of each individual traffic data 
packet and selectively forwarding traffic data packet to the 
one security device at which the data packet is required to be 
sent. Once the network Switch knows a destination port, it 
only sends the message to the right port, and the other ports 
are then free for other transmissions that may be taking place 
at the same time. Subsequently, each data exchange can run at 
the nominal transfer rate leading to more bandwidth sharing, 
without collisions, with the end result being a very significant 
increase in the network's bandwidth. 

0079. One or more client devices 118 are connected to 
switching device 106 over Internet 102. Examples of one or 
more client devices 118 include a desktop computer, a laptop, 
a notebook computer, a handheld device. Such as, a mobile 
phone, a Smartphone, a palm-top computer, Personal Digital 
Assistant (PDA), a navigational unit, and so forth without 
deviating from the scope of the invention. Further, FIG. 1 
illustrates only three client devices; however, it will be appar 
ent to a person ordinarily skilled in the art that there can be any 
number of client devices connected to Internet 102. One or 
more client devices 118 may run various applications, such 
as, a web browser, multiplicity of Software applications, 
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email applications, online chat applications, and so forth. 
Further, one or more client devices 118 may run other appli 
cations that may use Internet 102. 
0080. The applications running on one or more client 
devices 118, as explained above, may require accessing vari 
ous services being hosted by one or more computer systems 
114. In an exemplary embodiment of the present invention, a 
user operating client device 118a runs a search query using 
the web browser application. The search query is intended to 
identify several images that satisfy search criteria as men 
tioned in the search query by the user. Router 104 connected 
to Internet 102 checks whether the query data packet is 
intended for internal network 112 by checking a destination 
contained in the query data packet and accordingly forwards 
the query data packet to Switching device 106. As discussed 
above, switching device 106, upon receipt of such data 
packet, analyzes the data packet and forwards the data packet 
to one of the firewall security devices in firewall security 
system 108. Firewall security system 108 analyzes the con 
tent of the data packet to check for any harmful data. Firewall 
security system 108 may then forward the data packet to a 
computer system, such as, computer system 114a in internal 
network 112, accordingly. 
0081. In response to the data packet received, computer 
system 114a, Supplies the required image data to client 118a 
through internal switching device 110, firewall security sys 
tem 108, and switching device 106. In this case, computer 
114a may function as a server computer system. In an exem 
plary embodiment of the present invention, internal Switching 
device 110 may be a network switch. 
0082 FIG. 2 is a block diagram conceptually illustrating a 
Switching device connected to firewall security devices 
arranged in clusters in accordance with an embodiment of the 
present invention. Firewall security system 108 includes one 
or more firewall security devices such as firewall security 
devices 208a-n, hereinafter referred to as the one or more 
firewall security devices 208. 
0083. In an embodiment of the present invention, one or 
more firewall security devices 208 are connected to switching 
device 106. Firewall security system 108 includes load bal 
ancing clusters 210a and 210b. Cluster 210a includes firewall 
security devices 208a-c. Further, cluster 210b includes fire 
wall security devices 208d-n. It will be apparent to a person 
ordinarily skilled in the art that there can be any number of 
firewall security devices in one cluster. In an exemplary 
embodiment of the present invention, firewall security 
devices 208a-c in cluster 210a are employed for addressing/ 
providing firewall security for email data traffic. Similarly, 
firewall security devices 208d-in incluster 210b are employed 
for addressing/providing firewall security for HTTP/web data 
traffic. 

0084. In an embodiment of the present invention, one or 
more firewall security devices 208 are located at a datacenter. 
As discussed in conjunction with FIG. 1, the datacenter may 
be a facility where multiple computer systems and associated 
Supporting systems such as telecommunications and storage 
systems are hosted. One or more firewall security devices 208 
may be installed in one or more specialized racks such as 
chassis. A rack provides slots for mounting one or more 
firewall security devices 208. In an exemplary embodiment of 
the present invention, the rack may contain twelve slots for 
mounting one or more firewall security devices 208. In an 
embodiment of the present invention, switching device 106 
may be mounted on the rack. Further, it will be apparent to a 
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person ordinarily skilled in the art that switching device 106 
may be mounted separately from one or more firewall Secu 
rity devices 208. In an exemplary embodiment of the present 
invention, the rack is a FORTIGATE-5 140 chassis. In yet 
another exemplary embodiment of the present invention, the 
rack is a FORTIGATE-5050 chassis. In an exemplary 
embodiment of the present invention, firewall security device 
208a is a FORTIGATE-5001A. In another exemplary 
embodiment of the present invention, firewall security device 
208 is a FORTIGATE-5000. In an exemplary embodiment of 
the present invention, switching device 106 is a FOR 
TISWITCH-5003A (FORTISWITCH is a trademark or reg 
istered trademark of Fortinet, Inc. of Sunnyvale, Calif.). In 
another exemplary embodiment of the present invention, 
switching device 106 is a FORTISWITCH-5003. 
I0085 Switching device 106 may be configured to deter 
mine which slots on the rack will be part of which cluster. For 
example, the one or more firewall security devices mounted in 
the first six slots of the twelve slots may form cluster 210a, 
and the remaining firewall security devices can be mounted in 
remaining slots to form cluster 210b. While only two clusters 
have been shown in FIG. 2, it will be apparent to a person 
having ordinary skill in the art that there can be more than two 
clusters without deviating from the scope of the invention. 
Additionally, the number of firewall security devices present 
in the one or more clusters, such as, cluster 210a and cluster 
210b, can vary and may be more or less than three. 
I0086. In an embodiment of the present invention, firewall 
security devices 208a and 208b are initially present in cluster 
210a, and firewall security device 208c is added later to 
cluster 210a. According to one embodiment, when a new 
firewall security device, such as, firewall security device 208c 
is mounted in a slot which is a part of cluster 210a, Switching 
device 106 sends one or more control messages to firewall 
security device 208c. The control messages are intended for 
configuring firewall security device 208c to enter into a load 
balancing mode. 
I0087. In response to the reception of such control mes 
sages, firewall security device 208c synchronizes its opera 
tion with other cluster members, such as, firewall security 
device 208a and firewall security device 208b. In an embodi 
ment of the present invention, firewall security device 208c 
exchanges multiple synchronization messages with firewall 
security device 208a and firewall security device 208b. 
I0088. After synchronizing the operation with other cluster 
members, firewall security device 208c creates a virtual local 
area network (VLAN) device. This VLAN device is intended 
to represent a port on Switching device 106. According to an 
embodiment of the present invention, firewall security device 
208c creates two VLAN devices. In an embodiment of the 
present invention, these two interfaces may formalinkaggre 
gation group (LAG). In another embodiment of the present 
invention, more than two VLAN interfaces are created by 
firewall security device 208c. Further, these VLAN interfaces 
may form the LAG. LAG is defined under the link aggrega 
tion control protocol (LACP)—IEEE standard 802.3ad, 
which is hereby incorporated by reference in its entirety for 
all purposes. 
I0089 Firewall security device 208c then sends heartbeat 
signals to Switching device 106. The heartbeat signal con 
stantly communicates status and synchronization informa 
tion from firewall security device 208c in order to ensure 
proper functioning. The heartbeat signal may comprise hello 
packets that are sent at regular intervals on a heartbeat inter 
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face of firewall security device 208c. These hello packets 
describe the state offirewall security device 208c and are also 
used by other cluster units to keep all cluster units synchro 
nized. 
0090 According to an embodiment of the present inven 

tion, after the Successful reception of heartbeat signals, 
switching device 106 includes the data corresponding to the 
newly added firewall security device 208c in a load balancing 
table (not shown). In another embodiment of the present 
invention, switching device 106 may keep firewall security 
device 208c in a standby mode and brings it in use when any 
firewall security device in cluster 210a fails. An exemplary 
load balancing table is further described in conjunction with 
FIG. 3 and FIG. 4. 
0091 Switching device 106 implements a load balancing 
function for balancing data traffic load between one or more 
firewall security devices 208. Depending upon the particular 
implementation and the particular networking environment, 
the load balancing function may be configured to address 
issues relating to highly varying processing capabilities in the 
firewall device systems and/or the differences in processing 
required for various forms of network traffic (e.g., depending 
upon the complexity and type). Further details of the load 
balancing function, in accordance with an embodiment of the 
present invention, are explained in detail in conjunction with 
FIG.3. In brief, switching device 106 analyzes the data traffic 
received from one or more client devices 118, in order to 
distribute the data traffic to one or more firewall security 
devices 208. In an embodiment of the present invention, the 
load balancing function operates on the address information 
contained in the data packets received from one or more client 
devices 118. Based on the hash of one or more bits of the 
address field, switching device 106 decides on which port to 
redirect the data traffic. Thus, the firewall security device 
configured on the port to which the data traffic is redirected 
attends to and processes the data traffic. 
0092. In an embodiment of the present invention, the data 
packet returning from internal network 112 to one or more 
client devices 118 may not need to be load balanced. The data 
packet is sent to a port on switching device 106 whose VLAN 
address matches with a VLAN tag contained in the data 
packet. 
0093. In an embodiment of the present invention, targeted 
session synchronization is performed among one or more 
firewall security devices 208. One or more Firewall security 
devices 208 are capable of remembering the load balancing 
function as well as results of the load balancing function for 
which the data traffic was redirected to it. If a need arises for 
redirecting the transfer of the data traffic which was originally 
handled by firewall security device 208a to firewall security 
device 208c, both firewall security devices, firewall security 
device 208a and firewall security device 208c, will synchro 
nize all sessions for that specific load balancing function’s 
result. Thus, firewall security device 208c would presumably 
have the sessions ready for accepting the new data traffic, 
causing minimal session loss. 
0094. In an embodiment of the present invention, graceful 
start-up of a new firewall security device in a cluster may be 
implemented based on the targeted session synchronization 
functionality as discussed above. According to one embodi 
ment, when a new firewall security device, such as firewall 
security device 208c, is ready to be apart of cluster 210a, after 
completing configuration, Switching device 106 determines 
which firewall security device's data traffic load will be 

May 22, 2014 

handled by the new firewall security device 208c. For 
example, if it is determined by switching device 106 that 
firewall security device 208c will take a data traffic load being 
handled by firewall security device 208a, then, as discussed 
above, targeted session synchronization is performed 
between firewall security device 208c and firewall security 
device 208a. As a result of Such targeted session synchroni 
zation, sessions handled by both firewall security device 208a 
and firewall security device 208c get synchronized. Hence, 
new firewall security device 208c can be added to cluster 
210a causing minimal session loss. In this manner, a mecha 
nism is provided which allows real-time traffic redistribution 
as a result of an in service addition of one or more processing 
blades, for example, with minimal disruption. 
0095. In another embodiment of the present invention, 
graceful shutdown of an existing firewall security device in a 
cluster may be implemented based on the targeted session 
synchronization functionality as discussed above. When a 
firewall security device, such as, firewall security device 
208a, is about to shutdown, it indicates that to switching 
device 106. For example, firewall security device 208a sends 
a shutdown indication message to Switching device 106 
before shutdown. Switching device 106 then determines a 
firewall security device that can take the data traffic being 
handled by firewall security device 208a. For example, 
switching device 106 determines that firewall security device 
208c can take the data traffic being handled by firewall secu 
rity device 208a, then, as discussed above, the targeted ses 
sion synchronization is performed between them. As a result 
of such targeted session synchronization, sessions handled by 
both firewall security device 208a and firewall security device 
208c get synchronized and the load balancing table will be 
updated accordingly. Subsequently, firewall security device 
208a can shutdown without causing significant traffic loss. 
0096 Various embodiments of the present invention pro 
vide high availability (HA) clusters of firewall security 
devices for load balancing in a network. An HA cluster pro 
vides enhanced reliability and increased performance, the 
two key requirements of critical enterprise networking. Load 
balancing in HA is implemented by configuring a plurality of 
firewall security devices in an HA cluster. In the network, HA 
clusters process network traffic and provide normal security 
services such as firewalling, VPN, IPS, virus scanning, web 
filtering, and spam filtering services. 
0097. Further, if one cluster unit fails, such as firewall 
security device 208a, another unit, such as firewall security 
device 208c in cluster 210a, automatically replaces firewall 
security device 208a, taking over the work that firewall secu 
rity device 208a was performing. After the failure, the cluster 
continues to process network traffic and provide normal fire 
wall security services with virtually no interruption. 
0098. One or more firewall security devices 208 can oper 
ate in active-passive HA or active-active HA mode. Active 
passive HA mode provides failover protection. Active-active 
HA mode provides load balancing as well as failover protec 
tion. These are further explained in the following description. 
0099. In an embodiment of the present invention, cluster 
210a may function in active-passive HA mode. The active 
passive HA cluster provides hot standby failover protection. 
The active-passive HA cluster 210a consists of a primary unit 
that processes traffic and one or more subordinate units that 
do not process traffic. In an embodiment of the present inven 
tion, firewall security device 208a may function as the pri 
mary unit and firewall security device 208b and firewall secu 
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rity device 208c may function as subordinate units. The 
Subordinate units run in a standby state. In the standby State, 
the subordinate units receive cluster state information from 
the primary unit. Cluster state information includes a list of all 
communication sessions being processed by the primary unit. 
The Subordinate units use this information to resume process 
ing network traffic if the primary unit fails. Active-passive 
HA can be used for a more resilient session failover environ 
ment than active-active HA. In active-passive HA, session 
failover occurs for all traffic except for virus scanned sessions 
that are in progress. 
0100. In an embodiment of the present invention, cluster 
210a may function in active-active HA mode. In this mode, 
network traffic is load balanced among all cluster units. Such 
as firewall security device 208a, firewall security device 
208b, and firewall security device 208c. The active-active HA 
cluster 210a consists of a primary unit that processes traffic 
and one or more subordinate units that also process traffic. In 
an embodiment of the present invention, firewall security 
device 208a may act as the primary unit and firewall security 
device 208b and firewall security device 208c may function as 
Subordinate units. 
0101. In an embodiment of the present invention, the pri 
mary unit receives all network traffic. All user datagram pro 
tocol (UDP), Internet control message protocol (ICMP), mul 
ticast, and broadcast traffic is processed by the primary unit. 
The primary unit load balances virus scanning traffic, or 
optionally all TCP traffic and virus scanning traffic, among all 
cluster units. By distributing TCP and virus scanning among 
multiple cluster units, an active-active cluster may have 
higher throughput than a standalone firewall security device 
208a or than an active-passive cluster. In addition to load 
balancing, active-active HA also provides device and link 
failover protection similar to an active-passive cluster. If the 
primary unit fails, a Subordinate unit becomes the primary 
unit and redistributes TCP communication sessions among 
all remaining cluster units. UDP, ICMP multicast and broad 
cast sessions and virus Scanned sessions that are in progress 
are not failed over and must be restarted. Since, UDP, ICMP. 
multicast, and broadcast traffic are not failed over, active 
active HA is a less robust failover solution than active-passive 
HA. If a subordinate unit fails, the primary unit redistributes 
all TCP communication sessions among the remaining clus 
ter units. Virus Scanned sessions that are in progress on the 
subordinate unit are not failed over and must be restarted. 
UDP, ICMP multicast, and broadcast sessions being pro 
cessed by the primary unit are not affected. 
0102) According to one embodiment, to facilitate seam 
less failover, cluster members may buffer data transfers to 
external storage (e.g., shared RAM or external disk) that can 
be accessed by all the cluster members. 
0103) In one embodiment, the load balancer (e.g., switch 
ing device 106) could have load balancing sessions. Incoming 
traffic may be checked against these sessions, and if the traffic 
matches a session it is forwarded to the port in the session, and 
potentially VLAN tagged. If there is a session match, the load 
balancing hashing function need not be reached/used. If there 
was no session match, the traffic can be handled by the load 
balancing hash function as described further below. 
0104 Such load balancing sessions can be created/de 
stroyed/updated in several ways, including, but not limited to: 

0105 inspection of the header data of traffic by the load 
balancing device, creating/deleting sessions based on 
traffic exiting the cluster of firewall security systems, so 
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that return traffic will be directed to the switch that is 
processing the original traffic. 

0106 explicitly creating/deleting/updating the sessions 
based on creation/deletion/update commands sent from 
the firewall security systems, or other load balancing 
devices, to the load balancing device. 

0.107 synchronization of the sessions from another load 
balancing device. 

0108. According to one embodiment, using the load bal 
ancing sessions feature, the graceful shutdown, and startup of 
blades can be enhanced, by changing the hashing function 
immediately but keeping the existing sessions in place. In this 
manner, new traffic will be sent to the new "owner of the 
hash result, but existing sessions will still go to the old 
“owner. To further enhance graceful shutdown, the load 
balancing Switch could prevent the blade shutting down from 
completing shutdown until all of the sessions related to it have 
be destroyed or expired. The adaptive load balancing would 
work similarly to graceful startup/shutdown. With the hash 
results being Swapped immediately, but existing sessions 
would remain. 
0109. In one embodiment, using the session based system 

traffic that arrives on a firewall blade that cannot be handled 
by that blade can be redirected to a blade (or cluster), that can 
handle the traffic, and the firewallblade can send a command 
to the load balancing Switch to create a session redirecting all 
traffic to the blade (or cluster), that can handle the traffic. For 
example, assuming two clusters, a load balanced cluster and 
a cluster offirewallblades in HA that are being used to handle 
IPSec tunnels. If an IPSec packet is erroneous sent to the load 
balanced cluster, the load balanced cluster could encapsulate 
the traffic in a VLAN (or other protocol) and redirect it to the 
IPSec cluster, while also commanding the load balancing 
switch to install a session redirecting that particular IPSec 
session to the IPSec cluster. 
0110. In one embodiment, the load balancing switch can 
be used a management gateway to the firewall blades. For 
example, the base channel network may be used as the man 
agement network, and the Switch provides direct access to the 
network, as well as Network Address Translated (NAT'ed) 
access to the network via a shared IP address on switch's 
management interfaces. 
0111. In one embodiment, the router 104 (or other network 
hardware) before the switching device 106 can mark (e.g., set 
a bit pattern in the header of) certain traffic, so that the switch 
ing device can use that mark to redirect packets to different 
hashing algorithms or different clusters or firewall units. 
0112 FIG. 3 is a block diagram conceptually illustrating 
interaction among various functional units of a Switching 
device 106 in accordance with an embodiment of the present 
invention. Switching device 106 includes a control message 
communication module 302, a heartbeat signal management 
module 304, a data packet buffer 306, an address extraction 
module 308, a load balancing module 310, one or more ports 
320, a VLAN tagging module 322, and a traffic management 
module 324. Load balancing module 310 further includes a 
hash bit configuration module 312, a rule assignment module 
314, an action assignment module 316, and a load balancing 
table 318. One or more ports 320 include ports, such as, port 
320a, port 320b, port 320c, port 320d, and port 320n. 
0113. According to one embodiment, control message 
communication module 302 initiates the load balancing con 
figuration of a newly installed firewall security device such 
as, firewall security device 208c when it is mounted on a rack 
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(chassis). Control message communication module 302 
sends one or more control messages to firewall security 
device 208c in order to configure firewall security device 
208c for load balancing in a cluster, such as cluster 210a. 
Further, as discussed with reference to FIG. 2, after synchro 
nizing the operation with other cluster members, firewall 
security device 208c creates a VLAN device that corresponds 
to a port, such as port 320c of the one or more ports 320. 
Further, in another embodiment of the present invention, two 
VLAN devices may be created by firewall security device 
208c, which may represent a pair of ports from the one or 
more ports 320. In an embodiment of the present invention, 
these two interfaces may form a link aggregation group 
(LAG). In another embodiment of the present invention, more 
than two VLAN interfaces are created by firewall security 
device 208c. Further, these VLAN interfaces may form the 
LAG. After the creation of VLAN devices by firewall security 
device 208c, VLAN tagging module 322 assigns correspond 
ing VLAN identifiers (IDs) to one or more ports 320. 
0114. Further, as discussed in conjunction with FIG. 2, 
after creation of the VLAN devices, heartbeat signal manage 
ment module 304 receives heartbeat signals from firewall 
security device 208c. Thus, based on such successful recep 
tion of the heartbeat signals from firewall security device 
208c, load balancing table 318 gets updated by including 
information of newly configured firewall security device 
208C. 
0115 Load balancing module 310 configures a load bal 
ancing function, in order to distribute data packets received 
by data packet buffer 306. In an embodiment of the present 
invention, the load balancing function is a hash function oran 
emulated hash. 
0116. Hash bit configuration module 312 enables an 
administrator of the network to configure the hash bit value 
(e.g., the number of bits of information from or otherwise 
associated with a packet and/or a packet header to be used in 
connection with the “hash'). In an embodiment of the present 
invention, the hash bit value is five. In an embodiment of the 
present invention, hash bit configuration module 312 also 
allows the administrator to choose one or more bits of an 
address field for hashing. In another embodiment of the 
present invention, hash bit configuration module 312 also 
allows the administrator to choose at least one of a source 
address or destination address for hashing. In yet another 
embodiment of the present invention, hash bit configuration 
module 312 allows the administrator to choose one or more 
arbitrary bits from the data packet for hashing. 
0117 Rule assignment module 314 enables the adminis 

trator of the network to configure a rule for generating one or 
more outcomes. In an exemplary embodiment of the present 
invention, the rule is 

0118 Where N=value of hash bit. 
0119. It will be apparent to the person ordinarily skilled in 
the art that rule assignment module 314 enables the adminis 
trator of the network to configure different types of rules 
without deviating from the scope of the invention. 
0120 In an exemplary embodiment of the present inven 

tion, a predetermined number, N, of bits of the destination 
address (D, D1, D2, . . . , D-x) are selected by the 
administrator for the purpose of emulating a hash. Based on 
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the N bits, 2^ outcomes can be obtained and a rule can be 
assigned to each to determine whether to perform a particular 
action, e.g., redirecting the traffic to a particular port of the 
Switching device. According to one embodiment, a 32-value 
hash may be emulated by picking the initial five bits from the 
destination address (D, D, D, D, Do). Notably, the bits 
need not be adjacent or consecutive. Further, it will be appar 
ent to a person ordinarily skilled in the art that any combina 
tion of bits can be selected by the administrator without 
limiting the scope of the invention and without deviating from 
the scope of the invention. For example, the hash could be 
based on other values associated with or in the packet or 
combinations of values associated with or in the packet and/or 
packet header, including, but not limited to the packet type, 
the Source or destination port (e.g., TCP port), the source or 
destination address (e.g., IP address), the protocol, the type of 
service or arbitrary bits in the packet. 
I0121 According to one embodiment, the hash function is 
dynamically adjusted to match the actual traffic. A feedback 
loop may be provided based on observed traffic load of each 
cluster member. For example, the switching device 106 (e.g., 
an external Switching device or a management blade of a 
chassis-based system) may monitor the traffic load of each 
cluster member and compare it to an ideal distribution and the 
hash function may be dynamically adjusted to improve over 
all system performance. 
0.122 Notably, in an environment in which a physical 
device may have multiple virtual firewall security devices, the 
feedback mechanism described would take into consideration 
that a physical device could have a virtual system belonging 
to multiple clusters, and a Switch employing a balancing 
algorithm would consider the load on the system as a whole. 
0123 Action assignment module 316 assigns an action to 
each of the generated outcomes. In an embodiment of the 
present invention, the action specifies a port of one or more 
ports 320 for each outcome. In an embodiment of the present 
invention, each outcome is assigned a port from one or more 
ports 320. Also, action assignment module 316 updates load 
balancing table 318 after the allocation of ports for all out 
comes. Thus, load balancing table 318 includes information 
corresponding to mapping between one or more ports 320 on 
switching device 106 and one or more bits of addresses con 
tained in the data packet received from one or more client 
devices 118. Further, one or more ports 320 are connected to 
corresponding firewall security devices 208. Load balancing 
table 318 is further described conjunction with FIG. 4. 
0.124 Data packet buffer 306 receives a data packet being 
sent by one or more client devices such as one or more client 
devices 118. The data packet may represent a request for 
accessing information from one or more computer systems, 
Such as one or more computer systems 114 form an internal 
network, for example internal network 112. Further, data 
packet buffer 306 forwards the received data packet to 
address extraction module 308. Various examples of the data 
packet type are IPv4, IPv6, non-IP (e.g., media access control 
(MAC) for layer 2 (L2) traffic) and so forth. It will be apparent 
to a person ordinarily skilled in the art that the invention is not 
limited with respect to the type of data packet, and that other 
types of data packets may be received by data packet buffer 
306 without deviating from the scope of the invention. 
0.125 For example, the table below illustrates the format 
of a data packet of an IPv4 type. 
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0126 Following is the description of each field in the IPv4 
data packet. 

I0127. Version (always set to the value 4 in the current 
version of IP) 

I0128 IP Header Length (number of 32-bit words form 
ing the header, usually five) 

I0129. Type of Service (ToS), now known as Differenti 
ated Services Code Point (DSCP) (usually set to 0, but 
may indicate particular Quality of Service needs from 
the network, the DSCP defines the way routers should 
queue packets while they are waiting to be forwarded). 

0.130 Size of Datagram (in bytes, this is the combined 
length of the header and the data) 

I0131) Identification (16-bit number which together 
with the Source address uniquely identifies this packet— 
used during reassembly of fragmented datagrams) 

I0132 Flags (a sequence of three flags (one of the 4 bits 
is unused) used to control whether routers are allowed to 
fragment a packet (i.e. the Don't Fragment, DF, flag), 
and to indicate the parts of a packet to the receiver) 

0.133 Fragmentation Offset (a byte count from the start 
of the original sent packet, set by any router which 
performs IP router fragmentation) 

I0134) Time To Live (Number of hops/links which the 
packet may be routed over, decremented by most rout 
ers—used to prevent accidental routing loops) 

I0135 Protocol (Service Access Point (SAP) which 
indicates the type of transport packet being carried (e.g. 
1=ICMP; 2=IGMP; 6=TCP; 17=UDP). 

0.136 Header Checksum (A 1's complement checksum 
inserted by the sender and updated whenever the packet 
header is modified by a router Used to detect process 
ing errors introduced into the packet inside a router or 
bridge where the packet is not protected by a link layer 
cyclic redundancy check. Packets with an invalid check 
sum are discarded by all nodes in an IP network) 

0.137 Source Address (the IP address of the original 
sender of the packet) 

0.138. Destination Address (the IP address of the final 
destination of the packet) 

0.139. Options (not normally used, but, when used, the 
IP header length will be greater than five 32-bit words to 
indicate the size of the options field) 

0140. Address extraction module 308 works in conjunc 
tion with load balancing module 310. Address extraction 
module 308 extracts address information based on the con 
figuration setting done by the administrator as discussed 
above. For example, if the administrator has configured a 
hash bit value as five and elected to perform load balancing 
based on the destination address, such as the destination 
address as shown in the IPv4 data packet, then address extrac 
tion module 308 extracts five bits from the destination 
address. In an embodiment of the present invention, address 
extraction module 308 extracts from the data packet the con 
figured hash bits whether they are part of a source or destina 
tion address or otherwise as chosen by the administrator. The 
extracted information is then forwarded to load balancing 
module 310. 
0141 Load balancing module 310 uses the extracted hash 

bits (e.g., the five bits of the destination address) to lookup the 
corresponding port information in load balancing table 318. 
The data packet is then redirected to the corresponding port of 
one or more ports 320. Subsequently, the data packet is 
handled for data security check by an associated firewall 
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security device. According to one embodiment, the loadbal 
ancing table 318 is implemented as a content addressable 
memory (CAM). For example, load balancing table 318 may 
comprise one or more a ternary CAMs (TCAMs). Those 
skilled in the art will recognize various other possible imple 
mentations for the load balancing table 318. For example, in 
alternative embodiments, the load balancing table 318 may be 
a data structure in volatile or non-volatile storage, including, 
but not limited to, RAM or flash memory associated with or 
otherwise accessible to load balancing module 310. 
0142. In an embodiment of the present invention, traffic 
management module 324, monitors the amount of data traffic 
load being handled by each of one or more firewall security 
devices 208. Further, traffic management module 324 
receives the information about the data traffic load on each of 
one or more firewall security devices 208 from each of one or 
more firewall security devices 208. According to one embodi 
ment, the traffic distribution function may be changed on the 
fly to allow real-time traffic redistribution responsive to 
observed data traffic loads as described further below. 

0.143 According to one embodiment, traffic management 
module 324 updates load balancing table 318 based on the 
data traffic load being handled by each of one or more firewall 
security devices 208. Hence, traffic management module 324 
enables adaptive load balancing among one or more firewall 
security devices 208. For example, based on the targeted 
session synchronization functionality, as discussed in con 
junction with FIG. 2, the data traffic load can be balanced on 
the fly. Hence, for each outcome, on each port, traffic man 
agement module 324 calculates the amount of data traffic 
being handled. If it is identified by traffic management mod 
ule 324 that firewall security device 208a is overloaded com 
pared to firewall security device 208c it would look for a 
cluster member with a hash result with less data traffic load 
that could be swapped with the hash result that is overloading 
firewall security device 208a. Ideally, the swapping of these 
two hash results would make the amount of load experienced 
by firewall security device 208a and firewall security device 
208c relatively equal. In some cases, multiple hash results can 
be swapped. For example, a hash result from one firewall 
security device can be moved and added to another without 
swapping back to the overloaded firewall security device. 
Once it is determined which hash results will be swapped 
among the firewall security devices, targeted session synchro 
nization can be established for each hash result to be 
Swapped. Once the synchronization is established, the data 
traffic load could be re-balanced without major data traffic 
interruptions. 
0144. In an embodiment of the present invention, traffic 
management module 324 handles graceful start-up for a new 
firewall security device, such as firewall security device 208c, 
which is ready to be a part of cluster 210a. After completing 
the configuration, traffic management module 324 deter 
mines which firewall security device's load will be handled 
by the new firewall security device. For example, if it is 
determined by traffic management module 324 that firewall 
security device 208c will take all or a portion of the data traffic 
load being handled by firewall security device 208a, the tar 
geted session synchronization is performed between them. As 
a result of Such targeted session synchronization, appropriate 
sessions handled by both firewall security device 208a and 
firewall security device 208c get synchronized. Hence, the 
new firewall security device 208c can be added to cluster 
210a causing minimal session loss. 
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0145. In an embodiment of the present invention, traffic 
management module 324 handles graceful shutdown of a 
firewall security device, such as firewall security device 208a. 
Traffic management module 324 receives a shutdown indica 
tion message from firewall security device 208a when fire 
wall security device 208a is about to shutdown. Traffic man 
agement module 324 then determines a firewall security 
device that can take the data traffic being handled by firewall 
security device 208a. For example, if traffic management 
module 324 determines that firewall security device 208b can 
take all or some portion of the data traffic being handled by 
firewall security device 208a, then the targeted session syn 
chronization is performed between firewall security devices 
208b and 208a (and others as necessary). As a result of such 
targeted session synchronization, the relevant sessions 
handled by both firewall security devices 208a and 208b get 
synchronized and load balancing table 318 will be updated by 
traffic management module 324 accordingly. Subsequently, 
firewall security device 208a can shutdown without causing 
significant traffic loss. 
0146 In one embodiment of the present invention, the 
functionality of one or more of the above-referenced func 
tional units may be merged in various combinations. For 
example, data buffer 306 may be incorporated within address 
extraction module 308 or control message communication 
module 302 may be incorporated within heartbeat manage 
ment module 304. Moreover, the functional units can be 
communicatively coupled using any Suitable communication 
method (e.g., message passing, parameter passing, and/or 
signals through one or more communication paths etc.). 
Additionally, the functional units can be physically connected 
according to any suitable interconnection architecture (e.g., 
fully connected, hypercube, etc.). In an exemplary embodi 
ment of the present, one or more of the above-referenced 
functional units may be implemented in a content aware 
processor, which may comprise a content addressable 
memory (CAM), such as a ternary CAM (TCAM). 
0147 According to various embodiments of the present 
invention, the functional modules can be any suitable type of 
logic (e.g., digital logic) for executing the operations 
described herein. Any of the functional modules used in con 
junction with embodiments of the present invention can 
include machine-readable media including instructions for 
performing operations described herein. Machine-readable 
media include any mechanism that provides (i.e., stores and/ 
or transmits) information in a form readable by a machine 
(e.g., a computer). For example, a machine-readable medium 
includes read only memory (ROM), random access memory 
(RAM), magnetic disk storage media, optical storage media, 
flash memory devices, electrical, optical, acoustical or other 
forms of propagated signals (e.g., carrier waves, infrared 
signals, digital signals, etc.), etc. 
0148 FIG. 4 conceptually illustrates a load balancing 
table 400 maintained by a switching device in accordance 
with an exemplary embodiment of the present invention. 
0149 Load balancing table 400 includes information cor 
responding to mapping between one or more ports, such as 
one or more ports 320 on switching device 106 and one or 
more bits of addresses contained in a data packet received 
from one or more client devices 118. Further, one or more 
ports 320 are connected to corresponding firewall security 
devices 208. 

0150. In an exemplary embodiment of the present inven 
tion, column 402 represents four bits from the address con 
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tained in the data packet received from a client device, such as 
client device 118a. As discussed in conjunction with FIG. 3, 
the hash bits may be predetermined and/or configurable (e.g., 
selected by the administrator). In an embodiment of the 
present invention, column 402 represents a plurality of bits 
from the destination address contained in the data packet. In 
another embodiment of the present invention, column 402 
represents a plurality of bits from the source address con 
tained in the data packet. In yet another embodiment of the 
present invention, column 402 represents a plurality of bits 
from the combination of the destination address and the 
Source address contained in the data packet. Other combina 
tions of bits are contemplated as indicated above. 
0151 Column 404 represents an outcome of the hash 
function in accordance with an exemplary embodiment of the 
present invention as discussed in detail in conjunction with 
FIG. 3. The following rule has been applied on four bits 
selected from the destination address to calculate the out 
CO 

0152. Where N=value of hash bit. 
0153. In this case N=4, hence for example, for the address 
bit combination of (D, D, D, Do)=1101, the corresponding 
outcome would be 13. Following is the calculation: 

f(4) = 1 + 2 + 1 + 2 + 0 + 2 + 1 + 2' 
= 13: 

0154 Column 406 depicts the port assignment configured 
by an administrator, for example, in accordance with an 
exemplary embodiment. For example, for the address bit 
combination of 1101 a port 14 is assigned and all the data 
traffic containing 1101 bit combination in the respective bits 
of destination address are redirected to port 14. 
(O155 FIGS. 5A and 5B conceptually illustrate a front 
panel 500 of a switching device in accordance with exem 
plary embodiments of the present invention. As discussed in 
conjunction with FIG. 2, an example of a Switching device as 
used in an embodiment of the present invention could be a 
FORTISWITCH-5OO3A or a FORTISWITCH-5003 with 
Some modifications as discussed in conjunction with FIG. 3. 
0156 FIG. 5A depicts a pictorial view of a FOR 
TISWITCH-5OO3A board. The FORTISWITCH-5OO3A 
board provides 10/1-gigabit fabric backplane channel layer-2 
Switching and 1-gigabit base backplane channel layer-2 
switching in a dual star architecture for the FORTIGATE 
5140 and FORTIGATE-5050 chassis. The FORTISWITCH 
5003A board provides a total capacity of 200 Gigabits per 
second (Gbps) throughput. 
0157. The FORTIGATE-5140 chassis is a 14-slot 
advanced telecommunications computing architecture 
(ATCA) chassis and the FORTIGATE-5050chassis is a 5-slot 
ATCA chassis. In both chassis the FORTISWITCH-5003A 
board is installed in the first and second hub? switch fabric 
slots. A FORTISWITCH-5003A board can be used for fabric 
and base backplane layer-2 switching for FORTIGATE 
5000A boards installed in slots 3 and up in FORTIGATE 
5140 and FORTIGATE-5050 chassis. Similarly, a FOR 
TISWITCH-5003 Aboard can also be used for fabric and base 
backplane layer-2 switching for FORTIGATE-5000 boards 
installed in slots 3 and up in FORTIGATE-5140 and FORTI 
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GATE-5050 chassis. Usually, the base channel is used for 
management traffic (for example, the heartbeat signal com 
munication) and the fabric channel for data traffic. FOR 
TISWITCH-5003A boards can be used for fabric and base 
backplane layer-2 Switching within a single chassis and 
between multiple chassis. The FORTISWITCH-5003A 
board in hub/switch fabric slot 1 provides communications on 
fabric channel 1 and base channel 1. A FORTISWITCH 
5003A board in hub/switch fabric slot 2 provides communi 
cations on fabric channel 2 and base channel 2. If the chassis 
includes one FORTISWITCH-5003A board one can install it 
in hub/switch fabric slot 1 or 2 and configure the FORTI 
GATE-5000A boards installed in the chassis to use the correct 
fabric and basebackplane interfaces. Similarly, if the chassis 
includes one FORTISWITCH-5003A board one can install it 
in hub/switch fabric slot 1 or 2 and configure the FORTI 
GATE-5000 boards installed in the chassis to use the correct 
fabric and base backplane interfaces. For a complete 10-gi 
gabit fabric backplane solution FORTIGATE-5000 hardware 
can be installed to Support 10-gigabit connections. For 
example, a FORTIGATE-5001A board combined with a 
FORTIGATE-RTM-XB2 module provides two 10-gigabit 
fabric interfaces. In particular, one can install FORTIGATE 
5001A boards in chassis slots 3 and up and FORTIGATE 
RTM-XB2 modules in the corresponding RTM slots on the 
back of the chassis. The FORTISWITCH-5003A board 
includes the following features: 

0158. One 1-gigabit basebackplane channel for layer-2 
base backplane switching between FORTIGATE-5000 
boards installed in the same chassis as the FOR 
TISWITCH-5OO3A 

0159. One 10/1-gigabit fabric backplane channel for 
layer-2 fabric backplane switching between FORTI 
GATE-5000 boards installed in the same chassis as the 
FORTISWITCH-5OO3A 

0160 Two front panel basebackplane one-gigabit cop 
per gigabit interfaces (B1 and B2) that connect to the 
base backplane channel. 

(0161 FIG. 5b depicts a pictorial view of a FOR 
TISWITCH-5003 board. The FORTISWITCH-5003 board 
provides base backplane interface switching for the FORTI 
GATE-5 140 chassis and the FORTIGATE-5050 chassis. One 
can use this switching for data communication or HA heart 
beat communication between the base backplane interfaces 
of FORTIGATE-5000 series boards installed in slots 3 and up 
in these chassis. FORTISWITCH-5003 boards can be used 
for base backplane communication in a single chassis or 
between multiple chassis. FORTISWITCH-5003 boards may 
be installed in chassis slots 1 and 2. A FORTISWITCH-5003 
board in slot 1 provides communications on base backplane 
interface 1. A FORTISWITCH-5003 board in slot 2 provides 
communications on base backplane interface 2. In case of a 
configuration that includes only one FORTISWITCH-5003 
board, it can be installed in slot 1 or slot 2 and the FORTI 
GATE-5000 boards installed in the chassis can be configured 
to use the correct base backplane interface. 
(0162. The FORTISWITCH-5003 board includes the fol 
lowing features: 

(0163 A total of 1610/100/1000Base-T gigabit Ethernet 
interfaces: 

(0164. 13 backplane 10/100/1000Base-T gigabit inter 
faces for base backplane 
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(0165 switching between FORTIGATE-5000 series 
boards installed in the same chassis as the FOR 
TISWITCH-5003 

(0166 Three front panel 10/100/1000Base-T gigabit 
interfaces (ZRE0, ZRE1, ZRE2) for base backplane 
switching between two or more FORTIGATE-5000 
series chassis 

0.167 One 100Base-TX out of band management Eth 
ernet interface (ETHO) 

(0168 RJ-45 RS-232 serial console connection (CON 
SOLE) 

0.169 Mounting hardware 
(0170 LED status indicators 

(0171 FIGS. 6A, 6B, and 6C conceptually illustrates a 
front panel of a firewall security device in accordance with 
exemplary embodiments of the present invention. 
(0172. The FORTIGATE-5001A security system is a high 
performance ACTA compliant FORTIGATE security system 
that can be installed in any ACTA chassis including the FOR 
TIGATE-5140, FORTIGATE-5050, or FORTIGATE-5020 
chassis. Further, the FORTIGATE-5001A security system 
contains two front panel 1-gigabit Ethernet interfaces, two 
basebackplanel-gigabit interfaces, and two fabric backplane 
1-gigabit interfaces. The front panel interfaces are used for 
connections to networks and the backplane interfaces for 
communication across the ACTA chassis backplane. 
(0173 If one installs a FORTIGATE-RTM-XB2 module 
for each FORTIGATE-5001A board, the FORTIGATE 
5001A fabric interfaces can operate at 10Gbps. The FORTI 
GATE-RTM-XB2 also provides NP2-accelerated network 
processing for eligible traffic passing through the FORTI 
GATE-RTM-XB2 interfaces. 
(0174 FIG. 6A depicts a pictorial view of a FORTIGATE 
5001A-DW board. The FORTIGATE-5001A-DW (double 
width) board includes a double-width Advanced Mezzanine 
Card (AMC) opening. One can install a supported FORTI 
GATE ADM module Such as the FORTIGATE-ADM-XB2 or 
the FORTIGATE-ADM-FB8 in the AMC opening. The FOR 
TIGATE-ADM-XB2 adds two accelerated 10-gigabit inter 
faces to the FORTIGATE-5001A board and the FORTI 
GATE-ADM-FB8 adds 8 accelerated 1-gigabit interfaces. 
(0175 FIG. 6B depicts a pictorial view of a FORTIGATE 
5001A-SW board. The FORTIGATE-5001A-SW (single 
width) includes a single-width AMC opening. One can install 
a supported FORTIGATE ASM module such as the FORTI 
GATE-ASM-FB4 or the FORTIGATE-ASM-SO8 in the 
AMC opening. The FORTIGATE-ASM-FB4 adds four 
accelerated 1-gigabit interfaces to the FORTIGATE-5001A 
board and the FORTIGATE-ADM-S08 adds a removable 
hard disk that one can use to store log files and content 
archives. 
0176) Other than the double-width and single-width AMC 
openings, the FORTIGATE-5001A-DW and SW models 
have the same functionality and performance. 
(0177 FIG. 6C depicts a pictorial view of a FORTIGATE 
5001 SX board. The FORTIGATE-5001 SX security system is 
an independent high performance FORTIGATE security sys 
tem with eight gigabit Ethernet interfaces. Further, the FOR 
TIGATE-5001 SX security system is a high-performance 
FORTIGATE security system with a total of 8 front panel 
gigabit Ethernet interfaces and two basebackplane interfaces. 
The front panel interfaces are used for connections to net 
works and the backplane interfaces for communication 
between FORTIGATE-5000 series boards over the FORTI 
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GATE-5000 chassis backplane. Two or more FORTIGATE 
5001 SX boards can also be configured to create a high avail 
ability (HA) cluster using the basebackplane interfaces for 
HA heartbeat communication through chassis backplane, 
leaving all eight front panel gigabit interfaces available for 
network connections. 

0.178 FIG. 7 conceptually illustrates connection of fire 
wall security devices with a Switching device through rear 
transition modules (RTM) in accordance with an exemplary 
embodiment of the present invention. 
0179. In this configuration, traffic from the two 10-Gigabit 
Ethernet links is distributed by FORTISWITCH-5003A 702 
to one of the four FORTIGATE-5001A security blades 
selected from FORTIGATE-5001A 704a, FORTIGATE 
5001A 704b, FORTIGATE-5001A 704c, and FORTIGATE 
5001A 704d through an RTM-XB2 module 706a, an RTM 
XB2 module 706b, an RTM-XB2 module 706C, and an RTM 
XB2 module 706d, hereinafter referred to as RTM-XB2 
modules 706, respectively. The FORTISWITCH-5003A 702 
can balance traffic load automatically. Further, the FOR 
TISWITCH-5003 A can direct the traffic flows to one of the 
FORTIGATE blades for security inspection. The traffic flow 
is routed to the FORTIGATE 5001A security blade via the 
10-Gigabit Fabric channel link of RTM-XB2 module. It will 
be apparent to a person ordinarily skilled in the art that many 
combinations of FORTIGATE-5000 Series components are 
possible due to the modular nature of the system. The FOR 
TIGATE-RTM-XB2 system provides two 10-gigabit fabric 
backplane interfaces for FORTIGATE-5001A boards 
installed in FORTIGATE-5 140 and FORTIGATE-5050 chas 
S1S. 

0180 FIGS. 8A and 8B conceptually illustrate connection 
of firewall security devices installed on a chassis with a 
Switching device in accordance with exemplary embodi 
ments of the present invention. 
0181 FIG. 8A conceptually illustrates connection of fire 
wall security devices with a Switching device in accordance 
with an exemplary embodiment of the present invention. 
Installing a single FORTISWITCH-5003 module 802a in a 
FORTIGATE-5 140 chassis 800a provides a single backplane 
HA heartbeat communication link 804 for up to 12 FORTI 
GATE-5001 FA2 series modules 806a installed in chassis 
slots 3 to 14, as illustrated in FIG. 8A. In an embodiment of 
the present invention, a single FORTISWITCH-5003 module 
802a is installed in slot 2 of the FORTIGATE-5 140 chassis 
800a. However, installation of FORTISWITCH-5003 mod 
ule 802a is not limited to slot 2. In another embodiment of the 
present invention, a FORTISWITCH-5003 module 802a can 
also be installed in slot 1. Further, port 9 and port10 may be 
default HA heartbeat communication links for FORTIGATE 
5001 FA2 series modules 806.a. Various HA heartbeat com 
munication links 804 between FORTIGATE-5001 FA2 mod 
ules 806a and FORTISWITCH-5003 module 802a are just 
for the purpose of illustration only. A FORTISWITCH-5003 
module 802a installed in slot 2 means an HA cluster of 
FORTIGATE-5001 FA2 series modules 806a use port10 for 
HA heartbeat communication. Therefore, no change to the 
FORTIGATE-5001 FA2 Series module 806 a default HA 
heartbeat configuration is required. It will be apparent to a 
person ordinarily skilled in the art that one or more ports 
selected from port2 to port8 of FORTISWITCH-5003 mod 
ule 802a can be set as HA heartbeat interfaces so that HA 
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heartbeat communication failover to one of these interfaces 
can be performed if backplane communication fails or is 
interrupted. 
0182 FIG. 8B conceptually illustrates connection of fire 
wall security devices with a Switching device in accordance 
with another exemplary embodiment of the present invention. 
FIG. 8B depicts a FORTIGATE-5050 chassis 800b with a 
FORTISWITCH-5003A module 802b in Slot 1 and two FOR 
TIGATE-5001A modules 806b in slots 3 and 4. In this con 
figuration, FORTIGATE-5001A modules 806b are using 
base channel 1808 for HA heartbeat communication. FOR 
TIGATE-5001A module 806b uses base channel 1808 as the 
HA heartbeat interface. Various HA heartbeat communica 
tion links 808 between FORTIGATE-5001A modules 806 
and FORTISWITCH-5003A module 802b are just for the 
purpose of illustration only. 
0183 FIG. 9 conceptually illustrates connection of fire 
wall security devices with two Switching devices in accor 
dance with an embodiment of the present invention. 
0184. According to an embodiment of the present inven 
tion, active-passive HA configuration can include two Switch 
ing devices such as switching devices 106a and 106b. Further, 
one or more firewall security devices such as firewall security 
devices 902a, 902b, 902c, and 902d, hereinafter referred to as 
one or more firewall security devices 902, are connected to 
switching devices 106a and 106b. One or more firewall secu 
rity devices 902 form an HA cluster. 
0185. The heartbeat signals communication between one 
or more firewall security devices 902 and switching device 
106a is performed over a heartbeat communication channel 
904. Similarly, the heartbeat signals communication between 
one or more firewall security devices 902 and switching 
device 106b is performed over a heartbeat communication 
channel 906. In an embodiment of the present invention, 
heartbeat communication channel 904 includes heartbeat sig 
nal-carrying wire conductors from each of one or more fire 
wall security devices 902 to switching device 106a. Similarly, 
heartbeat communication channel 906 includes heartbeat sig 
nal-carrying wire conductors, other than those used for heart 
beat communication channel 904, from each of one or more 
firewall security devices 902 to switching device 106b. 
0186 The data communication between one or more fire 
wall security devices 902 and switching device 106a is per 
formed over a data communication channel 908. The data 
communication between one or more firewall security 
devices 902 and switching device 106b is performed over a 
data communication channel 910. In an embodiment of the 
present invention, the data communication channel includes 
an Ethernet connector from each of one or more firewall 
security devices 902 connected to corresponding port on 
switching device 106a and switching device 106b. 
0187. In an embodiment of the present invention, switch 
ing device 106a load balances the data traffic among one or 
more firewall security devices 902, while switching device 
106b remains idle. In another embodiment of the present 
invention, switching device 106b load balances the data traf 
fic among one or more firewall security devices 902, while 
switching device 106a remains idle. Thus, this configuration 
provides redundant HA heartbeat communication for one or 
more security devices 902. In case switching device 106a 
fails, switching device 106b takes charge of load balancing 
without interrupting the HA heartbeat and data traffic com 
munication. 
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0188 In an embodiment of the present invention, an addi 
tional redundant HA heartbeat communication channel is 
provided between one or more firewall security devices 902 
and switching device 106a. Similarly, another additional 
redundant HA heartbeat communication channel is provided 
between one or more firewall security devices 902 and 
switching device 106b. Thus, for example, if one HA heart 
beat link between firewall security device 902a and switching 
device 106.a fails, another HA heartbeat link starts commu 
nicating the heartbeat signals without interrupting the data 
traffic flow. Hence, this configuration provides improved reli 
ability in load balancing. 
0189 FIG. 10 conceptually illustrates connection of fire 
wall security devices with two Switching devices in accor 
dance with an exemplary embodiment of the present inven 
tion. FORTISWITCH-5003 modules 1002a and 1002b 
installed in slots 2 and 1 respectively provide HA heartbeat 
communication on port10 and port 9 of FORTIGATE 
5001 FA2 modules 1006 installed in slots 3 to 14 in FORTI 
GATE-5 140 chassis 1000. For example, FORTISWITCH 
5003 module 1002a is connected on port 10 of each 
FORTIGATE-5001 FA2 modules 1006 for HA heartbeat 
communication. Various HA heartbeat communication links 
1004a between FORTIGATE-5001 FA2 modules 1006 and 
FORTISWITCH-5003 module 1002a are just for the purpose 
of illustration only. FORTISWITCH-5003 module 1002b is 
connected on port9 of each FORTIGATE-5001 FA2 modules 
1006 for HA communication. Various HA heartbeat commu 
nication links 1004b between FORTIGATE-5001 FA2 mod 
ules 1006 and FORTISWITCH-5003 module 1002b are just 
for the purpose of illustration only. Thus, FORTISWITCH 
5003 module 1002b connected on port 9 of each FORTI 
GATE-5001 FA2 modules 1006 provides redundant HA 
heartbeat communication. If port10 fails or becomes discon 
nected, HA heartbeat communication switches to port9. 
0.190 FIG. 11 is a block diagram conceptually illustrating 
a simplified network architecture for handling asymmetric 
network data traffic in accordance with an embodiment of the 
present invention. 
0191 The network includes chassis 1102 including a 
switching device 1106a, such as switching device 106, and 
one or more firewall security devices 1108a, 1108b, and 
1108c, such one or more firewall security device 208 as 
discussed in conjunction with FIG. 2. In addition, chassis 
1104 includes a switching device 1106b, such as switching 
device 106, and one or more firewall security devices 1108d, 
1108e, and 1108f such as one or more firewall security device 
208 as discussed in conjunction with FIG. 2. Further, switch 
ing device 1106a and switching device 1106b each has a 
unique IP address. 
0.192 In an embodiment of the present invention, chassis 
1102 and chassis 1104 are connected over a network 1100. In 
an embodiment of the present invention, the network 1100 is 
an intranet. In an exemplary embodiment of the present 
invention, the intranet may be a multiprotocol label Switching 
(MPLS) cloud. In another embodiment of the present inven 
tion, the network 1100 is the Internet. In yet another embodi 
ment of the present invention, chassis 1102 and chassis 1104 
may be located at different geographic locations. For 
example, chassis 1102 may be located at a New York based 
office and chassis 1104 may be located at a San Francisco 
based office. In an exemplary embodiment of the present 
invention, load balancing among geographically distributed 
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firewall security devices is a function of calendaring mecha 
nism. The calendaring mechanism is further explained in the 
following description. 
0193 Normally, Internet data traffic on a given link is 
approximately symmetric. For example, both directions of a 
data flow is across the same physical link. However, in some 
situations return data traffic may not follow the same physical 
link. Sometimes it becomes difficult to handle such asymmet 
ric data traffic flow. For example, consider a situation where a 
reply data packet, for a data packet originating from the San 
Francisco based switching device 1106b, is received at the 
New York based switching device 1106a. 
0.194. An address extraction module, such as address 
extraction 308, in addition to the extraction of the source 
address and the destination address (as discussed in conjunc 
tion with FIG. 3), checks certain bits of the destination 
address contained in the received data packet in order to 
identify if the data packet is intended for another switching 
device connected over the network 1100. In this case one or 
more additional bits of the destination address are checked to 
see if the data packets are intended for Switching device 
1106b mounted on chassis 1104 which is located at the San 
Francisco based office. Further, the various other functions of 
address extraction module 308 have been explained in con 
junction with FIG.3. It will be apparent to a person ordinarily 
skilled in the art that the invention is not limited to the extrac 
tion of certain bits only from the source address and destina 
tion address, however, any other bit(s) from the received data 
packet may be extracted and checked to determine if the data 
packet is intended for another Switching device, without lim 
iting the scope of the invention and without deviating from the 
Scope of the invention. 
(0195 If it is determined by switching device 1106a that 
the data packets are intended to be received by the device 
1106b, then the data packet is redirected to switching device 
1106b over network 1100. Switching device 1106b then for 
wards the data packet to a corresponding firewall security 
device on chassis 1104 for analyzing the data packet for 
security check. This configuration provides an active-active 
HA between the two chassis located at different geographic 
locations, hence enables multi-tier load balancing and solves 
the problem of handling asymmetric data traffic. 
0196. Embodiments of the present invention include vari 
ous steps, which will be described in more detail below. A 
variety of these steps may be performed by hardware compo 
nents or may be tangibly embodied on a computer-readable 
storage medium in the form of machine-executable instruc 
tions, which may be used to cause a general-purpose or spe 
cial-purpose processor programmed with instructions to per 
form these steps. Alternatively, the steps may be performed 
by a combination of hardware, software, and/or firmware. 
0.197 FIG. 12 is a flow diagram illustrating a method for 
balancing load among one or more firewall security devices in 
accordance with an embodiment of the present invention. 
Depending upon the particular implementation, the various 
process and decision blocks described below may be per 
formed by hardware components, embodied in machine-ex 
ecutable instructions, which may be used to cause a general 
purpose or special-purpose processor programmed with the 
instructions to perform the steps, or the steps may be per 
formed by a combination of hardware, software, firmware 
and/or involvement of human participation/interaction. 
0198 At block 1204, a switching device, such as switch 
ing device 106, is configured with one or more firewall secu 
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rity devices. Such as one or more firewall security devices 
208. Configuration is performed in order to enable the switch 
ing device for balancing data traffic load among the one or 
more firewall security devices. Further, the configuration of 
the switching device is explained in conjunction with FIG. 13. 
0199. At block 1206, a load balancing function is config 
ured in order to distribute the data packets among the one or 
more ports. As a result of the configuration of the load bal 
ancing function, the load balancing table is updated. As dis 
cussed in conjunction with FIG. 4, the load balancing func 
tion includes the mapping between the one or more firewall 
security devices in the cluster, the one or more ports and the 
address of the incoming data packet. Further, the configura 
tion of the load balancing function has been discussed in 
detail in conjunction with FIG. 14. 
0200. At block 1208, a data packet is received at the 
switching device that needs to be forwarded to one of the 
firewall security device in the cluster. The data packet may 
represent a request for accessing information from one or 
more computer systems, such as, one or more computer sys 
tems 114 form an internal network, such as, network 112. 
Various examples of the data packet type are IPv4, IPv6. 
non-IP and so forth. It will be apparent to the person ordi 
narily skilled in the art that the invention is not limited with 
respect to the type of data packet. Further, an exemplary IPv4 
data packet is explained in an exemplary embodiment of the 
present invention, in conjunction with FIG. 3. 
0201 Further, after the reception of the data packet, one or 
more bits from at least one of the source address and the 
destination address are extracted. For example if the admin 
istrator has configured hash bit value as Five and elected to 
perform load balancing based on the destination address, then 
Five bits from the destination address are extracted. 
0202 At block 1210, the data packet is forwarded to one of 
the firewall security devices based on the extracted address, 
the load balancing function and load balancing table. 
0203 FIG. 13 is a flow diagram illustrating a method for 
configuring a Switching device in accordance with an 
embodiment of the present invention. 
0204 At block 1304, one or more control messages are 
sent to the one or more firewall security devices by a switch 
ing device. This is a very basic step to configure any newly 
mounted (installed) security device in load balancing mode. 
In response to the reception of Such control messages the 
firewall security device synchronizes its operation with other 
firewall security devices in a cluster. In an embodiment of the 
present invention, multiple synchronization messages are 
exchanged between the firewall security device and other 
firewall security devices in a cluster. 
0205 Further, as discussed in conjunction with FIG. 2, 
after synchronizing the operation with other cluster members, 
a VLAN device is created by the firewall security device that 
corresponds to a port on the Switching device. In an embodi 
ment of present the invention, two VLAN devices may be 
created by the firewall security device, which may representa 
pair of ports on the switching device. After the creation of 
VLAN devices by the firewall security device, corresponding 
VLAN identifiers (IDs) are assigned to ports by the switching 
device. 
0206. At block 1306, heartbeat signals are received from 
the firewall security device. As discussed in conjunction with 
FIG. 2, the heartbeat signals consists of hello packets that are 
sent by the firewall security device at regular intervals to the 
switching device. These hello packets describe the state of the 
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firewall security device and are also used by other cluster 
units to keep all cluster units synchronized. 
0207. After the successful configuration of the firewall 
security device, at block 1308, the configured firewall secu 
rity device is included in a load balancing table, such as the 
load balancing table 318, as discussed in conjunction with 
FIG. 3 and FIG. 4. 

0208 FIG. 14 is flow diagram illustrating a method for 
configuring a load balancing function in accordance with an 
embodiment of the present invention. Depending upon the 
particular implementation, the various process and decision 
blocks described below may be performed by hardware com 
ponents, embodied in machine-executable instructions, 
which may be used to cause a general-purpose or special 
purpose processor programmed with the instructions to per 
form the steps, or the steps may be performed by a combina 
tion of hardware, software, firmware and/or involvement of 
human participation/interaction. 
0209. At block 1404, the number of bits to be hashed 
and/or the input size of the hash are configured by an admin 
istrator of the network. In an embodiment of the present 
invention, the number of bits to be hashed is five. In an 
embodiment of the present invention, various bits from the 
source address and/or the destination are also selected by the 
administrator for hashing. In another embodiment of the 
present invention, the administrator can also able to select at 
least one of a source address or destination address for hash 
ing. 
0210. At block 1406, one or more rules are configured by 
the administrator for generating one or more outcomes based 
on the selected hash bit value. In an embodiment the rule is 

0211 Where N=value of hash bit. 
0212. It will be apparent to a person ordinarily skilled in 
the art that different types of rules may be configured by the 
administrator without deviating from the scope of the inven 
tion. 

0213. In an exemplary embodiment of the present inven 
tion, an initial five bits of the destination address (D, D, D, 
D. Do) are selected by the administrator for the purpose of 
hashing. Thus, a maximum 32 (Thirty Two) outcomes can be 
obtained. Further, it is apparent to a person ordinarily skilled 
in the art that any combination of bits can be selected by the 
administrator without limiting the scope of the invention. 
0214. At block 1408, an action is assigned to each of the 
generated outcomes. In an embodiment of the present inven 
tion, the action specifies a port of the one or more ports for 
each outcome. Also, the load balancing table is updated after 
the allocation of ports for each of the outcomes. As discussed 
earlier, the load balancing table includes a mapping of the 
ports to corresponding address values of the received data 
packets. 
0215 FIG. 15 is a flow diagram illustrating a method for 
forwarding a data packet to a firewall security device inaccor 
dance with an embodiment of the present invention. 
0216. After the reception of a data packet by the switching 
device, at block 1504, one or more bits from at least one of a 
Source address and a destination address contained in the data 
packet are extracted. For example if the administrator has 
configured the hash bit value as five and elected to perform 
load balancing based on the destination address, then five bits 
from the destination address are extracted. 
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0217. At block 1506, a port on which a data packet is 
transmitted is determined. The determination is based on the 
value of outcome calculated based on the configured rule and 
the load balancing table. Further, the load balancing table and 
the generation of the one or more outcomes based on the 
configured rule are explained in conjunction with FIG. 3, 
FIG. 12, and FIG. 14. 
0218. At block 1508, a VLAN tag is assigned to the data 
packet. In an embodiment of the present invention, the data 
packet, when received at the Switching device, is already 
VLAN tagged. A second VLAN tag is assigned at the Switch 
ing device. 
0219. At block 1510, the data packet is directed to the port 
determined at step 1506 based on the address contained in the 
data packet and the load balancing table. 
0220 FIG. 16 is a flow diagram illustrating a method for 
balancing load among one or more firewall security devices in 
accordance with an embodiment of the present invention. 
0221 Blocks 1604, 1606, and 1608 illustrate the steps of 
configuring a Switching device. Such as Switching device 106. 
with one or more firewall security devices, such as one or 
more firewall security devices 208. 
0222. At block 1604, one or more control messages are 
sent to the one or more firewall security devices by a switch 
ing device. In response to the reception of such control mes 
sages the firewall security device synchronizes its operation 
with other firewall security devices in a cluster. In an embodi 
ment of the present invention, multiple synchronization mes 
sages are exchanged between the firewall security device and 
other firewall security devices in a cluster. 
0223) At block 1606, heartbeat signals are received from 
the firewall security device. As discussed in conjunction with 
FIG. 2 and FIG. 13, the heartbeat signals consists of hello 
packets that are sent by the firewall security device at regular 
intervals to the switching device. These hello packets 
describe the state of the firewall security device and are also 
used by other cluster units to keep all cluster units synchro 
nized. 
0224. After the successful configuration of the firewall 
security device, at block 1608, the configured firewall secu 
rity device is included in a load balancing table, such as the 
load balancing table 318, as discussed in conjunction with 
FIG. 3 and FIG. 4. 
0225. At block 1610, a load balancing function is config 
ured in order to distribute the data packets among the one or 
more ports. As a result of the configuration of the load bal 
ancing function, the load balancing table is updated. Further, 
the configuration of the load balancing function has been 
discussed in detail in conjunction with FIG. 14. 
0226. At block 1612, a data packet is received at the 
switching device that needs to be forwarded to one of the 
firewall security device in the cluster. The data packet may 
represent a request for accessing information from one or 
more computer systems, such as, one or more computer sys 
tems 114 form an internal network, such as, network 112 
Various examples of the data packet type are IPv4, IPv6. 
non-IP and so forth. It will be apparent to the person ordi 
narily skilled in the art that the invention is not limited with 
respect to the type of data packet. Further, an exemplary IPv4 
data packet is explained in an exemplary embodiment of the 
present invention, in conjunction with FIG. 3. 
0227 Further, after the reception of the data packet, one or 
more bits from at least one of the source address and the 
destination address are extracted. For example if the admin 
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istrator has configured hash bit value as Five and elected to 
perform load balancing based on the destination address, then 
Five bits from the destination address are extracted. Notably, 
the bits need not be adjacent or consecutive. Further, it will be 
apparent to a person ordinarily skilled in the art that any 
combination of bits can be selected by the administrator with 
out limiting the scope of the invention and without deviating 
from the scope of the invention. 
0228. At block 1614, the data packet is forwarded to one of 
the firewall security devices based on the extracted address, 
the load balancing function and load balancing table. 
0229 Methods and systems, according to various embodi 
ments of the present invention, provide high availability (HA) 
clusters of firewall security devices for load balancing in a 
network. An HA cluster provides enhanced reliability and 
increased performance, the two key requirements of critical 
enterprise networking Load balancing in HA is implemented 
by configuring a plurality of firewall security devices in HA 
cluster. In the network, HA clusters process network traffic 
and provide normal security services such as firewalling, 
virtual private network (VPN), virus scanning, web filtering, 
and spam filtering services. 
0230. In an embodiment of the present invention, the 
Switching device implements direct control of spanning-tree 
state of interfaces as a rapid HA mechanism. For example, 
depending upon the characteristics of the particular Switch, 
the spanning-tree protocol (STP) hardware built into the 
switch may be used as a means of blocking ports as the STP 
block is a very low level disabling of traffic forwarding on the 
port, but does not affect the physical behavior of the link. 
Those of ordinary skill in the art will appreciate other port 
blocking approaches may be utilized. 
0231. According to an embodiment of the present inven 
tion, if a firewall security device in a cluster fails, the other 
firewall security device in the cluster automatically takes over 
the work that the failed firewall security was performing. 
Thus, the cluster continues to process network traffic and 
provide normal security services with virtually no interrup 
tion. Further, according to various embodiments of the 
present invention, methods and systems for load balancing 
among the plurality of firewall security devices is capable of 
achieving extreme levels of session-based performance. Fur 
thermore, the various embodiments of the present invention 
offer the advantage of geographically distributed load-bal 
ancing, since the invention can be used to overcome a number 
of firewall deployment limitations, including handling asyn 
chronous traffic. 
0232. While embodiments of the present invention have 
been illustrated and described, it will be clear that the inven 
tion is not limited to these embodiments only. Numerous 
modifications, changes, variations, Substitutions, and equiva 
lents will be apparent to those skilled in the art, without 
departing from the spirit and scope of the invention, as 
described in the claims. 
What is claimed is: 
1. A method for balancing load among firewall security 

devices in a network, the method comprising: 
causing, by a Switching device on the network, a plurality 

of firewall security devices arranged in one or more 
clusters on the network to enter into a load balancing 
mode by sending one or more control messages to the 
plurality of firewall security devices: 

receiving, by the Switching device, heartbeat signals from 
the plurality of firewall security devices; 
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including, by the Switching device, information regarding 
the plurality of firewall security devices into a load bal 
ancing table; 

configuring a load balancing function in the Switching 
device, wherein the load balancing function enables the 
Switching device to manage more than eight firewall 
security devices in a cluster; 

receiving, by the Switching device, a data packet from one 
or more client devices; and 

forwarding, by the Switching device, the data packet to a 
firewall security device of the plurality of firewall secu 
rity devices based on the load balancing function. 

2. The method of claim 1, wherein the load balancing 
function comprises a hash function. 

3. The method of claim 1, wherein configuring the load 
balancing function further comprises configuring a number of 
bits from data packets to be used by the load balancing func 
tion. 

4. The method of claim 3, further comprising configuring 
one or more rules to generate one or more outcomes, wherein 
the one or more outcomes are generated based on the number 
of bits. 

5. The method of claim 4, further comprising specifying 
one or more ports corresponding to the one or more outcomes 
on the Switching device. 

6. The method of claim 5, further comprising directing the 
data packet to the one or more ports. 

7. The method of claim 1, further comprising extracting 
one or more bits from one or both of a source address and a 
destination address of the data packet. 

8. The method of claim 7, further comprising determining 
a port of the switching device based on the one or more bits 
and the load balancing table. 

9. The method of claim 1, further comprising assigning a 
Virtual Local Area Network (VLAN) tag to the data packet. 

10. A non-transitory computer-readable storage medium 
readable by one or more processors of a Switching device, the 
computer-readable storage medium tangibly embodying a set 
of instructions executable by the one or more processors to 
perform a method for balancing load among firewall security 
devices, the method comprising: 

directing a plurality offirewall security devices arranged in 
one or more clusters on a network to enter into a load 
balancing mode by sending one or more control mes 
sages to the plurality of firewall security devices: 
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receiving heartbeat signals from the plurality of firewall 
security devices; 

including information regarding the plurality of firewall 
security devices into a load balancing table; 

configuring a load balancing function that enables the 
Switching device to manage more than eight firewall 
security devices in a cluster, 

receiving a data packet from one or more client devices; 
and 

forwarding the data packet to a firewall security device of 
the plurality of firewall security devices based on the 
load balancing function. 

11. The non-transitory computer-readable storage medium 
of claim 10, wherein the load balancing function comprises a 
hash function. 

12. The non-transitory computer-readable storage medium 
of claim 10, wherein configuring the load balancing function 
further comprises configuring a number of bits from data 
packets to be used by the load balancing function. 

13. The non-transitory computer-readable storage medium 
of claim 12, wherein the method further comprises configur 
ing one or more rules to generate one or more outcomes, 
wherein the one or more outcomes are generated based on the 
number of bits. 

14. The non-transitory computer-readable storage medium 
of claim 13, wherein the method further comprises specifying 
one or more ports corresponding to the one or more outcomes 
on the Switching device. 

15. The non-transitory computer-readable storage medium 
of claim 14, wherein the method further comprises directing 
the data packet to the one or more ports. 

16. The non-transitory computer-readable storage medium 
of claim 10, wherein the method further comprises extracting 
one or more bits from one or both of a source address and a 
destination address of the data packet. 

17. The non-transitory computer-readable storage medium 
of claim 16, wherein the method further comprises determin 
ing a port of the Switching device based on the one or more 
bits and the load balancing table. 

18. The non-transitory computer-readable storage medium 
of claim 10, wherein the method further comprises assigning 
a Virtual Local Area Network (VLAN) tag to the data packet. 
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