**Title:** MEMORY SHARING FOR WORKING DATA USING RDMA

**Abstract:** A server system may include a cluster of multiple computers that are networked for high-speed data communications. Each of the computers has a remote direct memory access (RDMA) network interface to allow high-speed memory sharing between computers. A relational database engine of each computer is configured to utilize a hierarchy of memory for temporary storage of working data, including in order of decreasing access speed: (a) local main memory, (b) remote memory accessed via RDMS, and (c) mass storage. The database engine uses the local main memory for working data, and additionally uses the RDMA accessible memory for working data when the local main memory becomes depleted. The server system may include a memory broker to which individual computers report their available or unused memory, and which leases shared memory to requesting computers.
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BACKGROUND
[0001] Large scale network service providers often utilize multiple server computers to respond to network requests from users and client devices. In many cases, the server computers administer and interact with databases using relational database management systems (RDBMSs). A typical Internet web site may be supported by hundreds or thousands of physical or virtual server computers and corresponding RDBMSs, which may be part of a server farm or data center in which the server computers are connected to each other using high-speed local-area networking (LAN) technologies.

[0002] Memory is an important resource for an RDBMS. When there is insufficient main memory, an RDBMS is forced to use relatively slow mass media storage devices such as hard disk drives (HDDs) or solid-state drives (SSDs), which can result in significant performance degradation.

SUMMARY
[0003] This disclosure describes systems and methods for utilizing otherwise unused memory of server computers. In a described embodiment, a server computer utilizes a hierarchy of memory types for temporary data such as for buffers and caches. The memory types include (a) local RAM of the server computer, which is referred to as the main memory of the server computer; (b) shared main memory of another server computer that is accessed using remote direct memory access (RDMA); and (c) non-volatile mass storage such as hard disk drives (HDDs) or solid-state drives (SSDs).

[0004] In certain embodiments, the server computer may run a relational database management system (RDBMS), which manages a database and processes database queries. The RDBMS is configured to use local main memory for temporary storage of data relating to database queries. When the local main memory becomes depleted, however, the RDBMS requests an allocation of main memory from a different computer and uses the allocated memory for temporary data storage. The allocated memory may be accessed using RDMA techniques, which may include the use of RDMA network interfaces.

[0005] In certain embodiments, a system may include a memory broker that keeps track of memory that has been made available by different computers and memory that has been assigned for use by various computers. An RDBMS or application running on a particular computer may contact the memory broker to request an allocation of memory from another computer.
This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key or essential features of the claimed subject matter, nor is it intended to be used as an aid in determining the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

The detailed description is described with reference to the accompanying figures. In the figures, the left-most digit(s) of a reference number identifies the figure in which the reference number first appears. The use of the same reference numbers in different figures indicates similar or identical components or features.

FIG. 1 is a block diagram of a server system in which local main memory can be shared among servers.

FIG. 2 is a flow diagram illustrating an example method of sharing local memory among servers.

FIG. 3 is a flow diagram illustrating an example method of offering available memory for sharing among servers.

FIG. 4 is a flow diagram illustrating an example method of allocating memory for sharing among servers.

FIG. 5 is a flow diagram illustrating an example method of using shared memory for secondary caching.

FIG. 6 is a flow diagram illustrating an example method of using shared memory for copying a buffer pool.

FIG. 7 is a block diagram illustrating high-level components of a server computer that may be used to implement servers of the system shown in FIG. 1.

OVERVIEW

Many websites and other online services are supported by backend databases. Databases such as these may be maintained and managed by multiple server computers, which may be part of a data center or server farm. One or more of the server computers may run a relational database management system (RDBMS) for management of a corresponding database. Each server computer may also run an application that utilizes the RDBMS to access the database and to provide functionality that is particular to the purpose of the service being provided.

The RDBMS running on a particular computer utilizes local, volatile main memory of the computer, such as randomly-accessible memory (RAM) of the computer, to
store temporary data such as caches, buffers, intermediate results, etc. However, local RAM is a limited resource. When local RAM is depleted, the RDBMS is instead forced to use non-volatile mass storage, such as hard disk drives (HDDs) or solid-state drives (SSDs), which are much slower than local RAM.

[0017] An embodiment of an RDBMS as described herein utilizes remote direct memory access (RDMA) to provide an intermediate type of storage for temporary data, wherein this intermediate type of storage has access speeds that are between those of local RAM and non-volatile mass storage. When available local RAM becomes limited, the RDBMS obtains an allowance of remote RAM and uses the remote RAM for storage of certain types of temporary data. This enhances performance of the RDBMS because the RDBMS is not as frequently forced to use non-volatile mass storage devices for storage of temporary data.

RDMA MEMORY SHARING

[0018] FIG. 1 shows high-level components of a database system 100 in which the described techniques may be used. The database system 100 may, as an example, support a large-scale Internet web site. During its operation, the database system 100 may analyze queries in order to respond to requests received from web site clients such as Internet browsers.

[0019] The database system 100 comprises multiple database servers 102, each of which may comprise a physical computer or a virtualized computer. Although only two servers 102(a) and 102(b) are shown in FIG. 1, the servers 102 may be part of a datacenter or server farm that houses many server computers. Such a datacenter may provide high-speed local-area networking between the servers 102, allowing the servers 102 to communicate with each other at relatively high speeds. As will be described in more detail, the local-area networking may be implemented so as to allow remote direct memory access (RDMA) between the servers 102.

[0020] In the illustrated example, one or more of the servers 102 has a relational database management system (RDBMS) 104, which may also be referred to as a relational database engine. One or more of the servers 102 also has an application 106 that utilizes the RDBMS 104 to provide services that are specific to the purpose of the system 100. The application 106 and the RDBMS 104 within a server 102 communicate with each other using function calls and/or application programming interfaces (APIs).

[0021] The application 106 uses the RDBMS 104 to manage and access a relational database 108. The relational database 108 contains tables, queries, and/or other data that is
defined and provided by the application 106. In order to provide data to requesting clients, the application 106 submits queries to the RDBMS 104. The RDBMS 104 accesses the database 108 to evaluate the queries and returns the resulting data to the application 106.

In some embodiments, the same application 106 may be executed by each of the servers 102. Similarly, the databases 108 of each server 102 may be the same. For example, the databases 108 may have the same logical structure and organization, and may be synchronized using network communications so that they represent the same data. In other embodiments, the applications 106 and RDBMSs 104 of the different servers 102 may access a common database that is stored on one of the servers 102 or on one or more other servers that are dedicated to database storage. In yet other embodiments, each of the servers 102 may run a unique application 106 and may utilize a respectively corresponding database 108. That is, each server 102 may be responsible for a different application, and each application may use a uniquely corresponding database. Generally, the database may be on the same server as its application or may be on a different device.

In FIG. 1, both of the illustrated servers 102 are shown as having a corresponding RDBMS 104, application 106, and database 108. However, the described techniques may be used in situations in which one or more servers 102 have RDBMSs while others do not. That is, non-database servers that do not have RDBMSs may share their available memory with RDBMSs of database servers, and an RDBMS may utilize memory that is shared by any other computer, regardless of whether the other computer is a database server, runs an RDBMS, has an application 106, or has a database 108.

Furthermore, although various techniques are explained herein with reference to a relational database system, it is to be understood that various aspects of the described techniques may be utilized in different environments, including in conjunction with non-relational database systems and other types of systems that may or may not include relation databases or other databases.

Each server 102 main memory 110 that is local to the server itself and that is sometimes referred to as "main" memory. The main memory 110 typically comprises volatile memory such as electronic, high-speed, randomly-addressable memory (RAM).

Each server also has or is able to access mass storage 112. The mass storage 112 typically comprises non-volatile memory such as one or more hard disk drives (HDDs), solid state drives (SSDs), or various forms of magnetic, optical, or rotating storage media that have slower access speeds than the main memory 110. The mass storage 112 may be organized using a file-oriented structure, as opposed to the random-access memory
organization of the main memory 110. The mass storage 112 may be local to a particular server 102 or may comprise storage that is hosted by another network-accessible server or device, and may include what is often referred to as network-attached storage (NAS). The database 108 typically resides in the mass storage 112.

5  The RDBMS 104 of a particular server is designed to utilize both the main memory 110 and the mass storage 112 of the server to temporarily store working data such as various types of buffers, caches, intermediate results, and other data, where the working data comprises data that is dynamically created and destroyed during operation of the application 106 and the RDBMS 104. When possible, the main memory 110 is used for such data because of the higher speed performance of the main memory 110 in comparison to the mass storage 112. The main memory 110 is a limited resource, however, and may become depleted. In this case, the RDBMS 104 has mechanisms for instead using the slower mass storage 112 for temporary storage of working data. Responsiveness of the RDBMS 104 is typically degraded significantly when it is forced to use the mass storage 112 instead of the main memory 110.

10 Each of the servers 102 has a remote direct memory access (RDMA) network interface 114, often referred to as a network interface card (NIC), so that each server 102 can share its main memory 110 with other servers and can also access the main memory 110 of the other servers 102. Data transfers using RDMA utilize the high-speed networking that is available in many data centers to perform zero-copy transfers, i.e., transfers that do not involve the CPU of the servers, at relatively high data transfer speeds. RDMA enables efficient, low-latency, and high-throughput reads and writes of remote memory, bypassing the operating system kernel at both the source and destination. Since the CPUs of the servers are not involved in data transfers, RDMA avoids context switches and processor cache pollution, and therefore incurs negligible performance impact on either the local or the remote servers. Accordingly, accessing the main memory of another server using RDMA, while slower than accessing local main memory, is faster than accessing non-volatile mass storage.

15 For purposes of discussion, the main memory 110 of a first server or computer will be referred to as being "local" to the first server or computer. For example, the first server 102(a) has local main memory 110(a). The second server 102(b) has local main memory 110(b). Main memory of a second server or computer, which is accessed by the first server or computer using RDMA, will be referred to as "remote" memory with respect to the first server or computer.
A given server 102 may utilize three types of memory: (a) local main memory; (b) remote memory that is accessible using RDMA; and (c) non-volatile mass storage. The local main memory can be accessed at higher access speeds than the remote memory. The remote memory, while slower than the local main memory, can be accessed at higher access speeds than the mass storage.

In FIG. 1, it is assumed that the second server 102(b) has a memory region 116, of its local main memory 110(b), that is not currently being utilized by the RDBMS 104(b) of the second server 102(b) and that is not being otherwise used by the second server 102(b). The first server 102(a) is shown as having access to this region 116, which is referred to as remote memory 116 from the perspective of the first server 102(a). The first server 102(a) accesses the remote memory 116 through its RDMA network interface 114(a) and through the RDMA network interface 114(b) of the second server 102(b).

Note that although the system 100 has been described in terms of servers that each have relational database capabilities, in some embodiments the second server 102(b) (or other servers that share their local memory) may not have such database capabilities and rather may perform other functions. The second server 102(b) may nevertheless be configured to share its local memory in the manner described herein, and the shared memory may be accessible to and be used by the RDBMS 104(a) of the first server 102(a).

The first server 102(a) may use the remote memory 116 to temporarily store various types of working data, such as caches, tables, table variables, cursors, buffer pools, indexes, materialized views, intermediate results, and so forth. In general, each RDBMS 104 is configured to utilize its local main memory 110 for such temporary data when such local main memory 110 is available. When there is insufficient local main memory 110, however, the RDBMS 104 is configured to obtain usage of remote memory from another server and to use such remote memory for supplemental, temporary, volatile storage of working data.

Several specific examples of using remote RDMA memory are described herein. These examples include (a) extending RDBMS caches; (b) spilling temporary data; (c) supporting a semantic cache; and (d) leveraging fast memory-to-memory transfer to prime and warm-up a buffer pool of a database that has been newly elected as a primary server. The first three examples leverage remote memory as an additional level in a memory hierarchy of the RDBMS, where the performance of the remote memory lies between that of local main memory and that of mass storage. Specifically, such a memory hierarchy
comprises, in order of speed from highest to lowest, (a) local main memory, (b) remote memory accessed through RDMA, and (c) mass storage.

In some embodiments, the system 100 may also include a memory broker 118 to coordinate memory sharing among different servers. The memory broker 118 may maintain a memory inventory listing 120 and a memory lease listing 122. These components will be discussed in a subsequent part of this description.

FIG. 2 illustrates an example method 200 of utilizing remote memory. In the context of the system 100 of FIG. 1, the method 200 may be performed or used by the RDBMS 104(a) of the first server 102(a).

The RDBMS 104(a) may be configured to utilize three types of memory for temporary storage of working data, wherein the three types of memory comprise (a) RAM or other local main memory of the first server 102(a); (b) remote RAM or other remote main memory of a second computer 102(b) that is accessible using RDMA communications; and (c) the non-volatile mass storage 112(a).

An action 202 comprises managing a database 108(a) that resides on one or more mass storage devices or other types of relatively slow mass storage 112(a) associated with the first server 102(a).

An action 204 comprises receiving and responding to database queries. For example, queries may be received from an application 106(a) that executes on the first server 102(a) and that communicates with the RDBMS 104(a).

An action 206 comprises temporarily storing first data related to the received database queries in the main memory 110(a) of the first server 102(a). The first data may comprise various types of buffers, caches, intermediate results, materialized views, and so forth. The action 206 may comprise obtaining local main memory allocations from the first server 102(a) as the need for temporary data storage varies. Obtaining local memory allocations may involve interacting with operating system components of the first server 102(a).

An action 208 comprises detecting a shortage or depletion of the main memory 110(a) of the first server 102(a), such as a situation in which performance of the RDBMS 104(a) would benefit from additional high-speed main memory that is not available from the first server 102(a).

If there is not a shortage of local main memory, execution returns to the action 204 of receiving and responding to database queries, and the action 206 of storing temporary working data in the main memory 110(a) of the first computer. If, there is a shortage of
local main memory, an action 210 is performed of requesting and receiving an allocation of remote memory 116, where the remote memory 116 is available from a second server 102(b) and is accessible using the RDMA interfaces 116(a) and 116(b) of the first server 102(a) and the second server 102(b), respectively. In some embodiments, the action 210 may comprise communicating with the memory broker 118 to request the allocation of the remote memory 116, where the memory broker 118 oversees sharing of memory among multiple networked computers.

After obtaining an allocation of remote memory in the action 210, an action 212 is performed of temporarily storing second working data in the remote memory 116 using RDMA communications and using the RDMA interfaces 116(a) and 116(b) of the first and second servers 102(a) and 102(b), respectively.

MEMORY BROKER

Returning now to FIG. 1, the variety and non-uniformity of workloads and resource demands at any point in time may cause memory usage within a particular server 102 to vary over time. Furthermore, main memory usage may vary significantly from one server to another. For example, one server may experience memory pressure, i.e., demand exceeds available main memory, while another server might have large amounts of unused main memory.

In order to facilitate and manage memory sharing among different servers, the system 100 may include a memory broker 118. The memory broker 118 may comprise a software component that executes on one of the servers 102 or that executes on a different, dedicated server. Each of the RDBMSs 104 communicates with the memory broker 118 using network communications and appropriate application programming interfaces (APIs) (not shown).

In use, the RDBMS 104 of each server 102 keeps track of used and unused main memory 110 and reports regions of unused memory to the memory broker 118. The memory broker 118 maintains a memory inventory listing 120 containing entries corresponding to respective regions of available main memory 110, which may be available from any of the servers 102 within the system 100. In an example implementation, for each available memory region, the corresponding entry indicates the network address of the server 102 from which the memory block is available. The entry may also indicate the local address of the memory region and/or other information that allows other servers 102 to access and use the memory region.
In the example of FIG. 1, it is assumed that the second RDBMS 104(b) has communicated with the memory broker 118 to report the availability of the region 116 that is within the local main memory 110(b) of the second server 102(b).

Note that in some embodiments the second server 102(b) may not be a database server and may not have an RDBMS 104, associated application 106, or database 108. Nevertheless, the second server 102(b) may run a process in place of the RDBMS 104(b) that tracks available main memory, registers the available memory with the memory broker 118, and performs other memory management functions as described below in order to share its available memory with the first server 102(a) through communications with the memory broker 118.

The RDBMS 104 of each server 102 also detects conditions under which the RDBMS 104 may benefit from having the use of remote memory, such as when there is a shortage of available local main memory 110 of the server 102. Upon detecting a need for additional temporary memory, a server 102 communicates with the memory broker 118 to request an allocation of remote memory. The request may, in some cases, indicate an amount or size of memory that is being requested.

In response to receiving a request for remote memory, the memory broker 118 examines its memory inventory listing 120 to determine if any other servers have indicated the availability of one or more sharable memory regions. Assuming that the memory inventory listing 120 indicates the availability of remote memory, the memory broker 118 allocates one or more memory regions to the requesting server. The memory broker 118 may maintain a memory lease listing 122 containing entries corresponding to memory blocks that have been leased to requesting servers. Alternatively, the memory inventory listing 120 may be annotated or flagged to indicate the allocations of memory regions.

In the example of FIG. 1, it is assumed that the first RDBMS 104(a) has communicated with the memory broker 118 to request remote memory, and that the memory broker has allocated or leased the memory region 116 to the requesting first RDBMS 104(a).

The memory broker 118 may have various mechanisms for monitoring available RDMA memory and for arbitrating memory allocations among multiple requesting servers 102. Furthermore, a first server whose memory has been allocated to a second server may subsequently indicate that the memory is no longer available, and may request that the memory broker 118 deallocate the memory so that the first server can again make full use of its own primary memory. Similarly, a server to which memory has been leased may
release its lease on a region of remote memory, so that the remote memory can subsequently
be leased to other servers.

[0053] FIG. 3 illustrates an example method 300 of making local memory available to
other servers as remote memory using a memory broker. In the context of the system shown
in FIG. 1, actions on the left side of FIG. 3 are performed by the second server 102(b) and/or
by the RDBMS 104(b) of the second server 102(b). Actions on the right side of FIG. 3 are
performed by the memory broker 118. For purposes of discussion, the second server 102(b),
which offers or grants its local memory region 116 for remote access by another server, will
be referred to as a granting server 102(b). In practice, any server may at times act as a
granting server. Note that the functions of the second server 102(b) may be performed by
any server having RDMA capabilities, regardless of whether the server functions as a
database server.

[0054] An action 302, performed by the granting server 102(b) and/or the RDBMS
104(b) of the granting server 102(b), comprises detecting that there is unused and available
local memory within the local main memory 110(b) of the granting server 102(b). For
example, the action 302 may comprise determining that the local memory region 116 is
unused and is available for use by other servers through RDMA.

[0055] An action 304, also performed by the granting server 102(b) and/or the RDBMS
104(b), comprises reporting unused main memory of the granting server 102(b) to the
memory broker 118 for allocation to other servers or computers. More specifically, the
action 304 may comprise communicating with the memory broker 118 and providing a
notification to the memory broker 118 regarding the availability of RDMA accessible
memory, such as the available memory region 116.

[0056] The RDBMS 104(b) and/or the granting server 102(b) may communicate with
the memory broker 118 using local-area networking and using network-accessible APIs of
the memory broker 118. The communication to the memory broker 118 may indicate
address information regarding the available memory region 116. The communication may
also indicate policies such as a time or duration that the memory region 116 will be available
and/or how many accesses per second are to be allowed on the memory region 116.

[0057] An action 306, performed by the memory broker 118, comprises receiving the
notification from the granting server 102(b) regarding the available memory region 116 of
the granting server 102(b). More generally, this action may comprise communicating with
one or more granting servers 102 and/or RDBMSs 104 to identify local memory of the
granting servers that is available for remote use through RDMA.
An action 308, performed by the memory broker 118 in response to receiving the notification from the granting server 102(b), comprises storing a corresponding entry in the memory inventory listing 120, indicating the availability of the memory region 116.

The example method 300 may be iterated many times, with different granting servers providing notifications regarding different regions of memory as the regions become available for use and sharing. Each granting server may also communicate with the memory broker 118 regarding previously available memory that is no longer available, and the memory broker 118 may respond by removing the corresponding entry from the memory inventory listing 120.

FIG. 4 illustrates an example method 400 of making local memory of different granting servers available to requesting servers using a memory broker. In the context of the system shown in FIG. 1, actions on the left side of FIG. 4 are performed by the first server 102(a) and/or the RDBMS 104(a) of the first server 102(a). Actions on the right side of FIG. 4 are performed by the memory broker 118. The first server 102(a) will be referred to as the requesting server 102(a).

An action 402, performed by the requesting server 102(a), comprises detecting a shortage or depletion of local main memory and/or detecting a need for high-speed memory that exceeds the amount of available local main memory.

An action 404, performed in response to detecting the depletion of local main memory, comprises sending a remote memory request to the memory broker 118. The remote memory request may indicate an amount of requested memory and may indicate other information. The remote memory request may indicate policies such as a length of time during which the memory is needed, in order to help the memory broker 118 determine which blocks to provide. Policies may also specify access patterns, such as whether the memory will be used for a buffer pool that involves short random accesses or for temporary working memory that involves scan-oriented high bandwidth accesses. If the granting server has corresponding policies, the memory broker 118 can match policies when identifying memory for sharing to the requesting server.

An action 406, performed by the memory broker 118, comprises receiving the remote memory request from the requesting server 102(a) and/or the RDBMS 104(a) of the requesting server 102(a).

An action 408 comprises allocating a region of remote local memory to the requesting server 102(a). The action 408 may comprise examining the memory inventory listing 120 to identify a suitable region of memory that has been indicated as being available
for RDMA sharing by a granting server. The action 408 may further comprise granting a lease to the requesting server 102(a) of a memory region that is available from the granting server 102(b). The action 408 may also comprise recording the grant of the allocated region of remote memory in the memory lease listing 122.

An action 410 comprises notifying the requesting server 102(a) of the newly granted remote memory. The notification may indicate a granting server address and other information that may be needed by the requesting server 102(a) to access the remote memory. The notification may indicate whether policies were satisfied and if not, which policies were not satisfied.

An action 412, performed by the requesting server 102(a), comprises receiving the notification from the memory broker 118.

An action 414 comprises accessing and using the granted remote memory using the RDMA interfaces 114 of the requesting server 102(a) and the granting server 102(b). The action 414 may include storing various types of temporary data for use by the RDBMS 104(a). As will be described in more detail below, the action 414 may comprise storing one or more of the following types of temporary data in the remote memory 116: buffer pools, caches, secondary caches, semantic caches, tables, table variables, indexes, materialized views, cursors, intermediate results, etc.

As one example of utilizing remote RDMA accessible memory, the RDBMS 104 may be configured to use the remote memory 116 for various types of caches. Caches may include, for example, buffer pool caches and procedure caches. Buffer pool caches temporarily store table and index data. Procedure caches store optimized query plans and partial execution results.

A cache may be maintained in the local main memory 110 of the server 102(a). When the size of a cache becomes so large that it comes near to exceeding the remaining available local main memory 110(a), the RDBMS 104 evicts entries from the cache in order to accommodate new entries. Instead of discarding an evicted entry, the entry can be secondarily cached in the remote memory 116, which is much faster for both sequential and random accesses compared to reading the entry from the mass storage 112.

FIG. 5 illustrates an example method 500 of using a primary cache 502 and an associated secondary cache 504. In the context of FIG. 1, the server 102(a) maintains the primary cache 502 in the local main memory 110(a). The server 102(a) maintains the secondary cache 504 in the allocated remote memory 116. Each of the primary cache 502
and the secondary cache 104 can have multiple entries. The example method 500 may be
performed by the RDBMS 104(a).

[0071] An action 506 comprises receiving a data request. An action 508 comprises
checking the primary cache 502 to determine if the primary cache 502 has an entry that can
be used to fulfill the data request. If the primary cache 502 has the entry, which is referred
to as a cache hit, an action 510 is performed of returning the data, in this case from the
primary cache 502. If a primary cache miss is detected, corresponding to the situation in
which the primary cache 502 does not have the entry, an action 512 is performed. The
action 512 comprises checking the secondary cache 504 to determine if the secondary cache
504 has an entry corresponding to the requested data. If the secondary cache 504 has the
data, the action 510 is performed of returning the data, in this case from the secondary cache
504. If the secondary cache 504 does not have the entry, an action 514 is performed of
evicting a stale entry from the primary cache 502 to make room for a new entry, and saving
the evicted entry in the secondary cache 504.

[0072] A subsequent or concurrent action 516 comprises obtaining or creating the
requested data and creating a corresponding new entry in the primary cache 502. The data
is then returned from the primary cache 502 in the action 510.

SPILLING DATA FOR MEMORY INTENSIVE OPERATIONS

[0073] As another example of utilizing remote memory through RDMA, the RDMS 104
may generate a significant amount of temporary data during the execution of complex
queries. Examples of such data include user-generated temporary objects such as tables,
table variables, or cursors. Data such as this may also include system-generated temporary
structures and data, including, for example, intermediate results from data-intensive
operations such as sorting and hashing. Depending on the workload, the size of such
temporary data needed during query execution can be significant. In the situation where
enough local main memory 110 is not available, the RDBMS 104 can spill the data to the
remote memory 116 rather than to mass storage 112, thereby providing faster access speeds
for the data than would otherwise be available.

SEMANTIC CACHES

[0074] As another example of using RDMA in a database environment, remote memory
shared through RDMA may be used for semantic caches, which are used to speed up query
execution. Semantic caches store the result of an SQL (Structure Query Language)
xpression, support a standard SQL interface, and when possible answer application queries
by using results from the cache. If the query cannot be answered from the cache, the query
is routed to the database engine for execution.

When the remote memory 116 is available, it is possible for the RDBMS 104 to
perform seamless semantic caching, without relying on the application 106 to create
application-specific semantic caches. Specifically, the RDBMS 104 can create specialized
redundant structures, keep them pinned in the remote memory 116, and access the structures
via RDMA when queries matching such structures are executing. Examples of data
structures that can be used as semantic caches include, but are not limited to, non-clustered
indexes, partial indexes, and materialized views. These types of structures can be lazily
built and maintained since they are redundant. Structures like this can be built
opportunistically when remote memory is available.

Semantic caches can be updated based on policies specified by the application
106. The semantic caches can be updated in-sync with transactions, updated
asynchronously, maintained as snapshots, and/or invalidated with updates.

Remote memory failures can be dealt with in various ways. One approach is to
invalidate the cache upon failure of the remote memory. An alternative is to leverage the
RDBMS transaction log and to use redo logic to recover the structures by replaying the log
on another server with available memory.

BUFFER POOL PRIMING

As yet another example of using RDMA in the context of database management,
there may arise situations in which a replicated database server is newly designated as a
primary replicated server. When this happens, the buffer pools of the newly designated
primary server are "cold", and performance of the database can be impaired until such time
as the buffer pools are filled with relevant data. When RDMA is available, however, RDMA
memory access may be used to prime the buffer pools of the newly designated primary
server by copying the existing contents of the buffer pools from the previous primary, and
now-secondary, replicated server using RDMA memory transfers.

FIG. 6 illustrates an example method 600 of using RDMA communications for
priming a buffer pool in this scenario. An action 602 comprises designating a new primary
replicated server. An action 604, performed in response to designating the new primary
server, comprises copying the content of one or more buffer pools from a previous primary
server using RDMA.
IMPLEMENTATION DETAILS

[0080] The described techniques may be implemented in a cluster of multiple servers that are able to utilize inter-server RDMA using high-speed local-area networking. Each server runs a memory brokering proxy process that determines available memory that is not committed to any local process. A server with available memory divides the available memory into configurable fixed-size memory regions (MRs). The server pins the available MRs, registers them to the local RDMA network interface, marks them unavailable from the perspective of the server's operating system, and registers the pinned MRs with the memory broker.

[0081] The memory broker tracks memory availability throughout the cluster. Conceptually, the memory broker controls the privilege to read from and write to the registered MRs, and can assign the privilege to any server with unmet memory demands.

[0082] Note that the granting server does not make available memory that is already committed to local processes. Furthermore, the local proxy process is configured to detect local memory pressure by receiving notifications from the server operating system. Upon detecting local memory pressure or depletion, the proxy process communicates with the memory broker to request deregistration of one or more MRs. Once the memory broker frees the lease on an MR, the MR is freed to the local OS, which can then allocate the memory to local processes.

[0083] A server with unmet memory demand can request from the memory broker a lease to a remote memory region. The lease provides the server with exclusive access to the region. The requesting server then communicates with the granting server using RDMA read/write commands. Because the memory broker is not in the data transfer path, the design can scale to thousands of servers.

[0084] A lease to a particular MR may have an expiration time, and the requesting server may need to renew the lease periodically. If the lease is successfully renewed, the server continues to use the MR. Otherwise, the requesting server is forced to release the MR. At this point, the server can request a lease on another MR or revert to mass storage. A server can also voluntarily release a lease on an MR if local main memory becomes available.

[0085] The system may utilize a light-weight application programming interface that exposes shared memory in a serialized fashion to emulate file-type data structures and accesses. For example, a requesting server that utilizes remote memory may have a serialization component that accesses the remote memory and that exposes a serialized, file-oriented API to the RDBMS of the requesting server. The serialization component may, as
an example, receive a file "create" request. In response, the serialization component requests a lease on MRs corresponding to the requested file size and maps the MRs to file offsets. Upon receiving a file "open" request, the serialization component initiates connections and sets up RDMA flows to the granting servers of the leased and mapped MRs.

Upon receiving a read or write request that specifies a file offset, the serialization component maps the file offset to the appropriate MR and to an offset within the MR. In the described embodiment, the lightweight API supports the following file-type operations: create, open, read, write, close, and delete.

COMPUTER DEVICE

FIG. 7 illustrates select components of an example server computer 102 configured to implement the memory sharing techniques described herein. The example computer 102 comprises one or more processors 702, an input/output interface 704, the RDMA network interface 114, and computer-readable media 706.

The processor 702 is configured to load and execute computer-executable instructions. The processor 702 can comprise, for example, a CPU-type processing unit, a GPU-type processing unit, a field-programmable gate array (FPGA), another class of digital signal processor (DSP), or other hardware logic components that may, in some instances, be driven by a CPU. For example, and without limitation, illustrative types of hardware logic components that can be used include Application-Specific Integrated Circuits (ASICs), Application-Specific Standard Products (ASSPs), System-on-a-chip systems (SOCs), Complex Programmable Logic Devices (CPLDs), etc.

The input/output interface 704 allows the computer 102 to communicate with input/output devices such as user input devices including peripheral input devices (e.g., a keyboard, a mouse, a pen, a game controller, a voice input device, a touch input device, a gestural input device, and the like) and/or output devices including peripheral output devices (e.g., a display, a printer, audio speakers, a haptic output, and the like).

The RDMA network interface 114 enables communications between the computer 102 and other networked devices such as other database servers. The RDMA network interface 114 can include, for example, one or more network interface controllers (NICs) or other types of transceiver devices to send and receive communications over a network. As described herein, the RDMA network interface 114 allows high-speed direct memory access between computers, without involving the processors 702 of the computers.

The computer-readable media 706 stores executable instructions that are loadable and executable by processors 702, wherein the instructions are designed to
implement the memory sharing techniques described herein. Alternatively, or in addition, the functionally described herein can be performed, at least in part, by one or more hardware logic components such as accelerators. For example, and without limitation, illustrative types of hardware logic components that can be used include Field-programmable Gate Arrays (FPGAs), Application-specific Integrated Circuits (ASICs), Application-specific Standard Products (ASSPs), System-on-a-chip systems (SOCs), Complex Programmable Logic Devices (CPLDs), etc.

[0091] The computer-readable media 706 can also store instructions executable by external processing units such as by an external CPU, an external GPU, and/or executable by an external accelerator, such as an FPGA type accelerator, a DSP type accelerator, or any other internal or external accelerator. In various examples at least one CPU, GPU, and/or accelerator is incorporated in the computer 102, while in some examples one or more of a CPU, GPU, and/or accelerator is external to the computer 102.

[0092] The executable instructions stored by the computer-readable media 706 may include, for example, an operating system 708, the application 106 as well as any number of other applications, the RDBMS 104, the memory broker 118, and the database 108. The computer-readable memory 706 may include both the main memory 110 and the mass storage 112.

[0093] As illustrated in FIG. 7, the executable instructions may include the memory broker 118. Generally, the memory broker 118 may be implemented on a server that also serves as a database server. However, the memory broker 118 may also be implemented on a different, dedicated server that does not also incorporate database functionality.

[0094] The executable instructions may comprise a broker proxy 710 with which the RDBMS communicates to report and obtain shareable or shared memory. The broker proxy 710 is configured to monitor available memory and to manage local memory that is to be offered for use by other computers. The broker proxy 710 communicates with the memory broker 118 to report unused and available memory, and to request memory on behalf of the RDBMS.

[0095] The executable instructions may also comprise a remote memory access API 712 that the RDBMS calls to use remote memory. The remote memory access API 712 exposes leased remote memory as serialized file-type structures to the RDBMS 104, and allows the RDBMS to interact with remote memory as if it were interacting with a secondary memory file system.
The computer-readable media 706 may include computer storage media and/or communication media. Computer storage media can include volatile memory, nonvolatile memory, and/or other persistent and/or auxiliary computer storage media, removable and non-removable computer storage media implemented in any method or technology for storage of information such as computer-readable instructions, data structures, program modules, or other data. The computer-readable media 706 may include tangible and/or physical forms of media included in a device and/or hardware component that is part of a device or external to a device, including but not limited to random-access memory (RAM), static random-access memory (SRAM), dynamic random-access memory (DRAM), phase change memory (PRAM), read-only memory (ROM), erasable programmable read-only memory (EPROM), electrically erasable programmable read-only memory (EEPROM), flash memory, compact disc read-only memory (CD-ROM), digital versatile disks (DVDs), optical cards or other optical storage media, magnetic cassettes, magnetic tape, magnetic disk storage, magnetic cards or other magnetic storage devices or media, solid-state memory devices, storage arrays, network attached storage, storage area networks, hosted computer storage or any other storage memory, storage device, and/or storage medium that can be used to store and maintain information for access by a computing device.

In contrast to computer storage media, communication media embodies computer-readable instructions, data structures, program modules, or other data in a modulated data signal, such as a carrier wave, or other transmission mechanism. As defined herein, computer storage media does not include communication media. That is, computer storage media does not include communications media consisting solely of a modulated data signal, a carrier wave, or a propagated signal, per se.

The server computer 102 may represent any of a variety of categories or classes of devices, such as client-type devices, server-type devices, desktop computer-type devices, mobile-type devices, special purpose-type devices, embedded-type devices, and/or wearable-type devices. Examples may include, for example, a tablet computer, a mobile phone/tablet hybrid, a personal data assistant, laptop computer, a personal computer, other mobile computers, wearable computers, implanted computing devices, desktop computers, terminals, work stations, or any other sort of computing device configured to implement RDMA memory sharing as described herein.

EXAMPLE CLAUSES

A: A method performed by a relational database engine of a first computer, the method comprising: detecting a depletion of memory of the first computer; communicating
with a memory broker to receive an allocation of remote memory, wherein the remote memory comprises memory of a second computer that is accessible to the relational database engine using a remote direct memory access (RDMA) network interface of the first computer; accessing the remote memory through the RDMA network interface; and

temporarily storing data in the remote memory for use by the relational database engine.

B: A method as Paragraph A recites, wherein detecting the depletion of memory comprises detecting depletion of randomly-accessible memory (RAM) of the first computer.

C: A method as Paragraph A or Paragraph B recites, further comprising maintaining a primary cache in the memory of the first computer, the primary cache having multiple entries; maintaining a secondary cache in the remote memory; evicting a first entry from the primary cache; writing the first entry to the secondary cache; detecting a primary cache miss for requested data; and in response to detecting the primary cache miss, checking the secondary cache for the requested data.

D: A method as any of Paragraphs A-C recite, the data comprising one or more of a table, a table variable, a cursor, a cache, a buffer pool, an index, a materialized view, or an intermediate result.

E: A method as any of Paragraphs A-C recite, the data comprising a semantic cache.

F: A method as any of Paragraphs A-E recite, further comprising, in response to being designated a primary replicated server, priming a buffer pool of the relational database engine by copying at least a portion of the buffer pool from remotely accessible memory through the RDMA network interface.

G: One or more computer-readable media comprising computer-executable instructions for performing the method as recited in any of Paragraphs A-F.

H: A system comprising: multiple servers; each of the servers having a respective remote direct memory access (RDMA) network interface; each of the servers having randomly-accessible memory (RAM) that is remotely accessible by others of the database servers through RDMA; a memory broker that performs actions comprising: (a) communicating with a first of the servers to identify a region of RAM of the first server that is unused; (b) receiving a remote memory request from a second of the servers; (c) in response to receiving the remote memory request, allocating the region of RAM of the first server for use by the database server; a relational database management system (RDBMS) that executes on the second server, the RDBMS utilizing at least three types of memory for temporary storage of data, the three types of memory comprising: (a) RAM of the second
database server; (b) the allocated region of RAM of the first server; and (c) non-volatile mass storage; and the RDBMS being configured to access the allocated region of RAM of the first server using RDMA through the RDMA interface of the first server and the RDMA interface of the second database server.

[0107] J: A system as Paragraph H recites, the RDBMS being further configured to perform actions comprising: detecting depletion of the RAM of the second database server; and sending the remote memory request to the memory broker in response to detecting the depletion of the RAM of the second database server.

[0108] K: A system as any of Paragraphs H-J recite, wherein the data comprises one or more of a table, a table variable, a cursor, or an intermediate result.

[0110] L: A system as any of Paragraphs H-K recite, the RDBMS being further configured to maintain a semantic cache in the allocated region of RAM of the first server.

[0111] M: A system as any of Paragraphs H-K recite, the RDBMS being further configured to maintain a semantic cache in the allocated region of RAM of the first server, wherein the semantic cache contains one or more of a non-clustered index, a partial index, or a materialized view.

[0112] N: A system as any of Paragraphs H-M recite, wherein the RDBMS is further configured to perform an action in response to being designated as a primary replicated server, the action comprising priming a buffer pool by copying at least a portion of the buffer pool from RAM of a secondary replicated server using RDMA.

[0113] O: A method comprising: managing a database that resides on one or more mass storage devices; receiving and responding to database queries; temporarily storing first data related to the database queries in local memory of the first computer; detecting depletion of the local memory of the first computer; in response to detecting the depletion of the local memory of the first computer, requesting an allocation of memory of a second computer; receiving the allocation of the memory of the second computer; and temporarily storing second data related to the database queries in the memory of the second computer.
P: A method as Paragraph O recites, further comprising accessing the memory of the second computer using remote direct memory access (RDMA) through an RDMA network interface of the first computer.

Q: A method as Paragraph O or Paragraph P recites, further comprising communicating with a memory broker to request the allocation of memory of the second computer.

R: A method as any of Paragraphs O-Q recite, further comprising reporting unused memory of the first computer to a memory broker for allocation to other computers.

S: A method as any of Paragraphs O-R recite, further comprising: maintaining a primary cache in the local memory of the first computer, the primary cache having multiple entries; maintaining a secondary cache in the memory of the second computer; evicting a first entry from the primary cache; writing the first entry to the secondary cache; detecting a primary cache miss for requested data; and in response to detecting the primary cache miss, checking the secondary cache for the requested data.

T: A method as any of Paragraphs O-S recite, the second data comprising one or more of a table, a table variable, a cursor, a cache, a buffer pool, an index, a materialized view, or an intermediate result.

U: A method as any of Paragraphs O-S recite, the second data comprising a semantic cache.

V: One or more computer-readable media comprising computer-executable instructions for performing the method as recited in any of Paragraphs O-U.

CONCLUSION

Although the techniques have been described in language specific to structural features and/or methodological acts, it is to be understood that the appended claims are not necessarily limited to the features or acts described. Rather, the features and acts are described as example implementations of such techniques.

The operations of the example methods are illustrated in individual blocks and summarized with reference to those blocks. The methods are illustrated as logical flows of blocks, each block of which can represent one or more operations that can be implemented in hardware, software, or a combination thereof. In the context of software, the operations represent computer-executable instructions stored on one or more computer-readable media that, when executed by one or more processors, enable the one or more processors to perform the recited operations. Generally, computer-executable instructions include routines, programs, objects, modules, components, data structures, and the like that perform
particular functions or implement particular abstract data types. The order in which the operations are described is not intended to be construed as a limitation, and any number of the described operations can be executed in any order, combined in any order, subdivided into multiple sub-operations, and/or executed in parallel to implement the described processes. The described processes can be performed by resources associated with one or more device(s), such as one or more internal or external CPUs or GPUs, and/or one or more pieces of hardware logic such as FPGAs, DSPs, or other types of accelerators.

All of the methods and processes described above may be embodied in, and fully automated via, software code modules executed by one or more general purpose computers or processors. The code modules may be stored in any type of computer-readable storage medium or other computer storage device. Some or all of the methods may alternatively be embodied in specialized computer hardware.

Conditional language such as, among others, "can," "could," "might" or "may," unless specifically stated otherwise, are understood within the context to present that certain examples include, while other examples do not include, certain features, elements and/or steps. The use or non-use of such conditional language is not intended to imply that certain features, elements and/or steps are in any way required for one or more examples or that one or more examples necessarily include logic for deciding, with or without user input or prompting, whether certain features, elements and/or steps are included or are to be performed in any particular example. Conjunctive language such as the phrase "at least one of X, Y or Z," unless specifically stated otherwise, is to be understood to mean that an item, term, etc. may be either X, Y, or Z, or a combination of any number of any of the elements X, Y, or Z.

Any routine descriptions, elements or blocks in the flow diagrams described herein and/or depicted in the attached figures should be understood as potentially representing modules, segments, or portions of code that include one or more executable instructions for implementing specific logical functions or elements in the routine. Alternate implementations are included within the scope of the examples described herein in which elements or functions may be deleted, or executed out of order from that shown or discussed, including substantially synchronously or in reverse order, depending on the functionality involved as would be understood by those skilled in the art. It should be emphasized that many variations and modifications may be made to the above-described examples, the elements of which are to be understood as being among other acceptable examples. All
such modifications and variations are intended to be included herein within the scope of this disclosure and protected by the following claims.
1. A method comprising:
managing a database that resides on one or more mass storage devices;
receiving and responding to database queries;
temporarily storing first data related to the database queries in local memory of the first computer;
detecting depletion of the local memory of the first computer;
in response to detecting the depletion of the local memory of the first computer, requesting an allocation of memory of a second computer;
receiving the allocation of the memory of the second computer; and
temporarily storing second data related to the database queries in the memory of the second computer.

2. A method as recited in claim 1, further comprising accessing the memory of the second computer using remote direct memory access (RDMA) through an RDMA network interface of the first computer.

3. A method as recited in claim 1 or claim 2, further comprising communicating with a memory broker to request the allocation of memory of the second computer.

4. A method as recited in any of claims 1-3, further comprising reporting unused memory of the first computer to a memory broker for allocation to other computers.

5. A method as recited in any of claims 1-4, further comprising:
maintaining a primary cache in the local memory of the first computer, the primary cache having multiple entries;
maintaining a secondary cache in the memory of the second computer;
evicting a first entry from the primary cache;
writing the first entry to the secondary cache;
detecting a primary cache miss for requested data; and
in response to detecting the primary cache miss, checking the secondary cache for the requested data.

6. A method as recited in any of claims 1-5, the second data comprising one or more of a table, a table variable, a cursor, a cache, a buffer pool, an index, a materialized view, a semantic cache, or an intermediate result.

7. A system comprising:
multiple servers;
each of the servers having a respective remote direct memory access (RDMA) network interface;
each of the servers having randomly-accessible memory (RAM) that is remotely accessible by others of the database servers through RDMA;
a memory broker that performs actions comprising: (a) communicating with a first of the servers to identify a region of RAM of the first server that is unused; (b) receiving a remote memory request from a second of the servers; (c) in response to receiving the remote memory request, allocating the region of RAM of the first server for use by the database server;
a relational database management system (RDBMS) that executes on the second server, the RDBMS utilizing at least three types of memory for temporary storage of data, the three types of memory comprising: (a) RAM of the second database server; (b) the allocated region of RAM of the first server; and (c) non-volatile mass storage; and
the RDBMS being configured to access the allocated region of RAM of the first server using RDMA through the RDMA interface of the first server and the RDMA interface of the second database server.

8. A system as recited in claim 7, the RDBMS being further configured to perform actions comprising:
detecting depletion of the RAM of the second database server; and
sending the remote memory request to the memory broker in response to detecting the depletion of the RAM of the second database server.

9. A system as recited in claim 7 or claim 8, the RDBMS being further configured to perform actions comprising:
maintaining a primary cache in the RAM of the second database server, the primary cache having multiple entries;
maintaining a secondary cache in the allocated region of RAM of the first database server;
evicting a first entry from the primary cache;
writing the first entry to the secondary cache;
detecting a primary cache miss for requested data; and
in response to detecting the primary cache miss, checking the secondary cache for the requested data.

10. A system as recited in any of claims 7-9, wherein the data comprises one or more of a table, a table variable, a cursor, or an intermediate result.
11. A system as recited in any of claims 7-10, the RDBMS being further configured to maintain a semantic cache in the allocated region of RAM of the first server.

12. A system as recited in claim 11, wherein the semantic cache contains one or more of a non-clustered index, a partial index, or a materialized view.

13. A system as recited in any of claims 7-12, wherein the RDBMS is further configured to perform an action in response to being designated as a primary replicated server, the action comprising priming a buffer pool by copying at least a portion of the buffer pool from RAM of a secondary replicated server using RDMA.
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