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METHOD AND APPARATUS FOR 
ENCODNG/DECODNG VIDEO DATA TO 

IMPLEMENT LOCAL 
THREE-DIMIENSIONAL VIDEO 

CROSS-REFERENCE TO RELATED PATENT 
APPLICATION 

0001. The present application is a continuation of U.S. 
patent application Ser. No. 1 1/478,586, filed Jul. 3, 2006, 
which claims the benefit of Korean Patent Application No. 
10-2005-0059485, filed Jul. 2, 2005. The entire disclosures of 
the prior applications are hereby incorporated herein in their 
entireties by reference. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention relates to a method and appa 
ratus for encoding/decoding video data, and more particu 
larly, to a method and apparatus for encoding/decoding video 
data according to MPEG (moving picture expert group)-2. 
0004 2. Description of the Related Art 
0005 With the development of high-definition display 
devices, there is an increasing demand for viewing two-di 
mensional (2D) and three-dimensional (3D) video contents, 
particularly in the fields of advertisement, education, and 
game industry. Thus, display devices having a 2D/3D Switch 
ing function and algorithms for converting 2D video data into 
3D video data have been developed. 
0006. However, since 3D video data is displayed three 
dimensionally, its data amount is doubled or its image quality 
is degraded when compared to 2D video data. Moreover, 
long-time viewing of 3D video data may cause fatigue or 
dizziness due to a difference between the displayed 3D video 
data and an actual 3D image, resulting from current technical 
limitations. Also, because of problems such as transmission 
capacity constraints, 3D video enterprises have not yet been 
launched. 

SUMMARY OF THE INVENTION 

0007. The present invention provides a method and appa 
ratus for encoding/decoding video data, in which only a spe 
cific part of a display section of video content is displayed 
three-dimensionally to allow the 3D display of the video 
content to be utilized irrespective of conventional transmis 
sion capacity constraints or technical limitations. An aspect of 
the present invention provides a video data decoding method. 
The decoding method includes decoding a first video stream 
to generate 2D video data for two-dimensionally displaying 
Video content and decoding a second video stream to generate 
3D video data for three-dimensionally displaying at least one 
part of the display section of the video content. 
0008 Another aspect of the present invention provides a 
decoder including a first decoder and a second decoder. The 
first decoder decodes a first video stream to generate 2D video 
data for two-dimensionally displaying video content. The 
second decoder decodes a second video stream to generate 
3D video data for three-dimensionally displaying at least one 
part of the display section of the video content. 
0009. Another aspect of the present invention provides a 
computer-readable recording medium having recorded 
thereon a program for implementing a video data decoding 
method on a computer. The video data decoding method 
includes decoding a first video stream to generate 2D video 
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data for two-dimensionally displaying video content and 
decoding a second video stream to generate 3D video data for 
three-dimensionally displaying at least one part of the display 
section of the video content. 
0010. Another aspect of the present invention provides a 
Video data encoding method. The video data encoding 
method includes encoding 2D video data for two-dimension 
ally displaying video content to generate a first video stream 
and encoding 3D video data for three-dimensionally display 
ing at least one part of the display section of the video content 
to generate a second video stream. 
0011. Another aspect of the present invention provides an 
encoder including a first encoder and a second encoder. The 
first encoder encodes 2D video data for two-dimensionally 
displaying video content to generate a first video stream. The 
second encoder encodes 3D video data for three-dimension 
ally displaying at least one part of the display section of the 
Video content to generate a second video stream. 
0012 Another aspect of the present invention provides a 
computer-readable recording medium having recorded 
thereon a program for implementing a video encoding 
method on a computer. The video encoding method includes 
encoding 2D video data for two-dimensionally displaying 
Video content to generate a first video stream and encoding 
3D video data for three-dimensionally displaying at least one 
part of the display section of the video content to generate a 
second video stream. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0013 The above and other features and advantages of the 
present invention will become more apparent by describing in 
detail exemplary embodiments thereof with reference to the 
attached drawings in which: 
0014 FIG. 1 illustrates an implementation of a local 3D 
Video based on a 2D video according to an exemplary 
embodiment of the present invention; 
(0015 FIG. 2 is a block diagram of an MPEG (moving 
picture expert group)-2 encoder according to an exemplary 
embodiment of the present invention; 
0016 FIG. 3 illustrates the format of a transport stream 
according to an exemplary embodiment of the present inven 
tion; 
0017 FIG. 4 illustrates the format of a program map table 
according to an exemplary embodiment of the present inven 
tion; 
0018 FIG. 5 is a timing diagram for the display of video 
content according to an exemplary embodiment of the present 
invention; 
(0019 FIG. 6 is a block diagram of an MPEG-2 decoder 
according to an exemplary embodiment of the present inven 
tion; 
(0020 FIG. 7 illustrates 2D/3D switching display methods 
applicable to an exemplary embodiment of the present inven 
tion; 
(0021 FIG. 8 is a flowchart illustrating an MPEG-2 encod 
ing method an exemplary embodiment of the present inven 
tion; and 
(0022 FIG.9 is a flowchart illustrating an MPEG-2 decod 
ing method an exemplary embodiment of the present inven 
tion. 

DETAILED DESCRIPTION OF THE INVENTION 

0023 FIG. 1 illustrates an implementation of a local 3D 
Video based on a 2D video according to an exemplary 
embodiment of the present invention. 
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0024. Referring to FIG. 1, a local 3D video based on a 2D 
Video may be implemented using two methods as follows. 
0025. According to a first method 11, 2D video data for 
two-dimensionally displaying the entire display section of 
video content and 3D video data for three-dimensionally 
displaying at least one part of the display section of the video 
content are provided. 
0026. According to a second method 12, 3D video data for 
three-dimensionally displaying at least one part of the display 
section of the video content is provided as in the first method 
11, and 2D video data for two-dimensionally displaying the 
remaining part of the display section of the video content, 
except for the at least one part displayed three-dimensionally, 
is provided. 
0027. According to the first method 11, the video content 
can be viewed two-dimensionally using not only an apparatus 
capable of reproducing both 2D video data and 3D video data 
but also an apparatus capable of reproducing only 2D video 
data. However, since 2D video data should be provided for a 
part of the display section of the video content displayed 
three-dimensionally, the amount of data transmission 
increases. 
0028. On the other hand, according to the second method 
12, 2D video data is not required for a part of the display 
section of the video content displayed three-dimensionally, 
thereby reducing the amount of data transmission. However, 
the video content can be viewed only using an apparatus 
capable of reproducing both 2D video data and 3D video data. 
0029. As mentioned above, by three-dimensionally dis 
playing only a specific part of the display section of video 
content to be highlighted by a video content producer, a 
viewer can get a strong impression of the specific part dis 
played three-dimensionally. Through the application of Such 
three-dimensional display to the fields of advertisement, edu 
cation, and game industry, more efficient effects can be 
obtained. 
0030. In addition, the amount of data transmission can be 
greatly reduced when compared to a conventional method in 
which the entire display section of video content is provided 
in the form of 3D video data. 
0031 FIG. 2 is a block diagram of an MPEG-2 encoder 
according to an exemplary embodiment of the present inven 
tion. 
0032 Referring to FIG. 2, an MPEG-2 encoder may 
include an oscillator 201, a clock divider 202, a first analog 
to-digital(A/D) converter 203, a second A/D converter 204, a 
counter 205, a control unit 206, a time information stream 
generating unit 207, a 2D video encoder 208, a 3D video 
encoder 209, an audio encoder 210, a program information 
stream generating unit 211, a multiplexer (MUX) 212, and a 
transmitting unit 213. 
0033. The oscillator 201 may generate an about 27 MHz 
master clock signal. 
0034. The clock divider 202 divides the 27 MHz master 
clock signal generated by the oscillator 201 to generate a 
Video clock signal and an audio clock signal. 
0035. The first A/D converter 203 converts analog video 
data corresponding to the original video content into digital 
Video data according to the video clock signal generated by 
the clock divider 202. 
0036. The second A/D converter 204 converts analog 
audio data corresponding to the original audio content into 
digital audio data according to the audio clock signal gener 
ated by the clock divider 202. 

Jan. 5, 2012 

0037. The counter 205 may increase a count value by 1 up 
to 42 bits in response to the 27 MHz master clock signal 
generated by the oscillator 201, and thereby may generate an 
about 90 KHZ clock signal and an about 27 KHZ clock signal. 
The counter 205 may obtain the 90 KHZ clock signal from a 
count value corresponding to upper 33 bits of a 42-bit count 
value and the 27 KHZ clock signal from a count value corre 
sponding to lower 9 bits of the 42-bit count value. 
0038. The control unit 206 may control the 3D video 
encoder 209 to encode at least one part of the display section 
of the video content. The control unit 206 may control a 
switch 214 connecting the first A/D converter 203 and the 3D 
video encoder 209 to transfer only digital video data corre 
sponding to at least one part of the display section of the video 
content among digital video data obtained through the con 
version of the first A/D converter 203 to the 3D video encoder 
209. 

0039. The control unit 206 also may control the 2D video 
encoder 208 to encode the entire display section of the video 
content or the remaining part of the display section of the 
Video content except for the at least one part three-dimension 
ally encoded. In other words, the control unit 206 may control 
a switch 215 connecting the first A/D converter 203 to the 2D 
video encoder 208 to output digital video data corresponding 
to the entire display section of the video content among digital 
video data obtained through the conversion of the first A/D 
converter 203 to the 2D video encoder 208, or the control unit 
206 may control the switch 215 connecting the first A/D 
converter 203 to the 2D video encoder 208 to send digital 
Video data corresponding to the remaining part of the display 
section of the video content except for the at least one part 
three-dimensionally encoded among digital video data 
obtained through the conversion of the first A/D converter 203 
to the 2D video encoder 208. 
0040. The time information stream generating unit 207 
may generate a time information stream indicating time infor 
mation that allows streams generated by the 2D video encoder 
208, the 3D video encoder 209, and the audio encoder 210 to 
be decoded by an MPEG-2 decoder at appropriate instants of 
time based on control information of the control unit 206. The 
time information stream generating unit 207 may generate a 
time information stream indicating time information about a 
part of the display section of the video content displayed 
three-dimensionally. 
0041 FIG. 3 illustrates the format of a transport stream 
according to an exemplary embodiment of the present inven 
tion. 
0042. Referring to FIG. 3, a transport stream may include 
a plurality of transport stream packets (hereinafter, referred to 
as TS packets), each of which has a length of 188 bytes. Each 
of the TS packets may include aheader 31, an adaptation field 
32, and a payload 33. 
0043. The adaptation field 32 may include a plurality of 
fields as shown in FIG. 3. A splicing point flag 321 and a 
splice countdown 322 may be used to indicate time informa 
tion about a part of the display section of the video content 
displayed three-dimensionally. The splicing point flag 321 
may be used to indicate Switching of the displayed dimension 
of the video content. Also, the splice countdown 322 may be 
used to indicate a 3D display start point that indicates the start 
of a part of the display section of the video content displayed 
three-dimensionally, and a 2D display start point that indi 
cates the end of the part of the display section of the video 
content displayed three-dimensionally. 
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0044 Time information may include the splicing point 
flag 321, the splice countdown 322, and time information 
according to MPEG-2 Such as a program clock reference 
(PCR), a presentation time stamp (PTS), and a deciding time 
stamp (DTS). The PCR may be an about 27 MHz clock 
sample for synchronizing the MPEG-2 encoder and the 
MPEG-2 decoder, the PTS may be a time stamp for control 
ling a time point when video content is displayed, and the 
DTS may be a time stamp for controlling a time point when 
video content is decoded. 
0045. The 2D video encoder 208 encodes 2D video data 
for two-dimensionally displaying the video content among 
digital video data obtained through the conversion of the first 
A/D converter 203 in synchronization with the 90 KHZ clock 
signal generated by the counter 205, thereby generating a 2D 
video stream. The 2D video encoder 208 extracts 2D video 
data applied in the same manner as human right and left eyes 
from the digital video data obtained through the conversion of 
the first A/D converter 203 and encodes the extracted 2D 
Video data. 
0046. In particular, when the first method 11 shown in 
FIG. 1 is used, the 2D video encoder 208 encodes 2D video 
data for two-dimensionally displaying the entire display sec 
tion of the video content. When the second method 12 shown 
in FIG. 1 is used, the 2D video encoder 208 encodes 2D video 
data for two-dimensionally displaying the remaining part of 
the display section of the video content except for a part of the 
display section of the video content displayed three-dimen 
sionally. 
0047. The 3D video encoder 209 encodes 3D video data 
for three-dimensionally displaying the video content among 
digital video data obtained through the conversion of the first 
A/D converter 203 in synchronization with the 90 KHZ clock 
signal generated by the counter 205, thereby generating a 3D 
video stream. The 2D video encoder 208 may extract video 
data for the right eye and video data for the left eye from the 
digital video data obtained through the conversion of the first 
A/D converter 203 and encode the extracted video data. 
0048. The audio encoder 210 encodes digital audio data 
obtained through the conversion of the second A/D converter 
204 in synchronization with the 90 KHZ clock signal gener 
ated by the counter 205, thereby generating an audio stream. 
0049. The program information stream generating unit 
211 may generate a program information stream indicating 
program information that allows streams generated by the 2D 
video encoder 208, the 3D video encoder 209, and the audio 
encoder 210 to be identified as a program by the MPEG-2 
decoder based on the control information of the control unit 
206. In particular, the program information stream generating 
unit 211 may generate a program information stream indicat 
ing program information about a part of the display section of 
the video content displayed three-dimensionally. 
0050 FIG. 4 illustrates the format of a program map table 
according to an exemplary embodiment of the present inven 
tion. 
0051 Referring to FIG. 4, a program map table may 
include a plurality offields. A program element field, particu 
larly a stream type 41, an elementary packet identification 
(PID) 42, and a descriptor 43 may be used to indicate program 
information about a part of the display section of the video 
content displayed three-dimensionally. 
0052. The stream type 41 may be used to indicate the type 
of a program element of a part of the display section of the 
Video content displayed three-dimensionally, the elementary 
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PID 42 may be used to indicate the PID of TS packets of 3D 
Video data corresponding to the part of the display section of 
the video content displayed three-dimensionally, and the 
descriptor 43 may be used to indicate description information 
about 3D video data. 

0053. In other words, the program information may 
include the stream type 41, the elementary PID 42, the 
descriptor 43, and program specific information (PSI) and 
program and system information protocol (PSIP) according 
to MPEG-2. Since the transport stream may include a video 
stream and an audio stream corresponding to a plurality of 
programs, information about how to encode packets corre 
sponding to one of the plurality of programs is required. Such 
information may be the PSI. The PSIP is a digital TV broad 
casting standard established by the Advanced Television Sys 
tem Committee (ATSC) and includes channel information, 
program information, and system information for digital TV 
broadcasting. 
0054) The MUX 212 multiplexes the 2D video stream 
generated by the 2D video encoder 208, the 3D video stream 
generated by the 3D video encoder 209, the audio stream 
generated by the audio encoder 210, the time information 
stream generated by the time information stream generating 
unit 207, and the program information stream generated by 
the program information stream generating unit 208, thereby 
generating a transport stream. 
0055. The transmitting unit 213 transmits the transport 
stream generated by the MUX 212 to the MPEG-2 decoder. 
0056 FIG. 5 is a timing diagram for the display of video 
content according to an exemplary embodiment of the present 
invention. 

0057 Referring to FIG. 5, the timing for the display of the 
Video content may be implemented with a transport stream 
transmitted from the MPEG-4 encoder shown in FIG. 4. In 
FIG. 5, a horizontal axis indicates the display section of the 
Video content, and a vertical axis indicates program elements 
of the transport stream. 
0.058 First, T0 is a part of the display section of the video 
content displayed two-dimensionally. At least one packet 51 
among TS packets reproduced during TO has the splicing 
point flag 321 where a value indicating Switching of the 
displayed dimension of the video content, i.e., “1,” is 
recorded and the splice countdown 322 where a value indi 
cating the start of a part of the display section of the video 
content displayed three-dimensionally, i.e., the number of TS 
packets remaining until the arrival of a TS packet including a 
3D video stream, is recorded. The MPEG-2 decoder switches 
2D display to 3D display at an accurate time point by referring 
to the splicing point flag 321 and the splice countdown 322. 
0059 Next, T1 is a part of the display section of the video 
content displayed three-dimensionally. At least one packet 52 
among TS packets reproduced during T1 has the splicing 
point flag 321 where a value indicating Switching of the 
displayed dimension of the video content, i.e., “1,” is 
recorded and the splice countdown 322 where a value indi 
cating the end of a part of the display section of the video 
content displayed three-dimensionally, i.e., the number of TS 
packets remaining until the arrival of a TS packet including a 
2D video stream, is recorded. The MPEG-2 decoder switches 
3D display to 2D display at an accurate time point by referring 
to the splicing point flag 321 and the splice countdown 322. 
However, during T1, to allow an apparatus capable of repro 
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ducing only 2D video data to reproduce the video content, TS 
packets 52 and 53 including a 2D video stream may be pro 
vided. 
0060 FIG. 6 is a block diagram of an MPEG-2 decoder 
according to an exemplary embodiment of the present inven 
tion. 
0061 Referring to FIG. 6, an MPEG-2 decoder may 
include a receiving unit 601, a demultiplexer (DEMUX) 602, 
a time information stream parser 603, a counter 604, an oscil 
lator 605, a control unit 606, a 2D video decoder 607, a 3D 
video decoder 608, an audio decoder 609, a program infor 
mation stream parser 610, a clock divider 611, a first digital 
to-analog (D/A) converter 612, a second D/A converter 613, 
and a 2D/3D switching display unit 614. 
0062. The receiving unit 601 receives a transport stream 
from the MPEG-2 encoder shown in FIG. 2. 
0063. The DEMUX 602 demultiplexes the transport 
stream received by the receiving unit 601 to extract a 2D 
Video stream, a 3D video stream, an audio stream, a time 
information stream, and a program information stream. 
0064. The time information stream parser 603 parses the 
time information stream extracted by the DEMUX 602 to 
generate time information that allows the streams extracted 
by the DEMUX 602 to be decoded at appropriate instants of 
time by the MPEG-2 decoder. The time information stream 
parser 603 may generate time information about a part of the 
display section of the video content displayed three-dimen 
sionally. As mentioned above, the time information may 
include the splicing point flag 321 indicating Switching of 
the displayed dimension of the video content, the splice 
countdown 322 indicating a 2D display start point of the 
video content, the splice countdown 322 indicating a 3D 
display start point of the video content, and time information 
according to MPEG-2 such as the PCR, the PTS, and the 
DTS. 
0065. The counter 604 may output a clock control signal 
for synchronizing the MPEG-2 encoder and the MPEG-2 
decoder to the oscillator 605 by referring to the PCR gener 
ated by the time information stream parser 603. In addition, 
the counter 604 may increase a count value by 1 up to 42 bits 
in response to the about 27 MHZ master clock signal gener 
ated by the oscillator 605, and thereby may generate an about 
90 KHZ clock signal and an about 27 KHZ clock signal. The 
counter 205 obtains the 90 KHZ clock signal from a count 
value corresponding to upper 33 bits of a 42-bit count value 
and the 27 KHZ clock signal from a count value correspond 
ing to lower 9 bits of the 42-bit count value. 
0066. The oscillator 605 may generate an about 27 MHz 
master clock signal according to the clock control signal 
output from the counter 604. 
0067. The control unit 606 controls 2D video data gener 
ated by the 2D video decoder 607 or 3D video data generated 
by the 3D video decoder 608 to be output by referring to the 
time information generated by the time information stream 
parser 603. The control unit 605 may control a switch 616 
connecting the 2D video decoder 607 to the first D/A con 
verter 612 by referring to the splicing point flag 321 and the 
splice countdown322 among the time information generated 
by the time information stream parser 603 to output the 2D 
video data generated by the 2D video decoder 607 for a part 
of the display section of the video content displayed two 
dimensionally and may control a Switch 617 connecting the 
3D video decoder 608 and the first D/A converter 612 by 
referring to the splicing point flag 321 and the splice count 
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down 322 among the time information generated by the time 
information stream parser 603 to output the 3D video data 
generated by the 3D video decoder 608 for a part of the 
display section of the video content displayed three-dimen 
sionally. 
0068. The control unit 606 may output a 2D/3D switch 
control signal used for the 2D/3D switching display unit 614 
to control 2D/3D switching by referring to the splicing 
point flag 321 and the splice countdown 322 among the time 
information generated by the time information stream parser 
603. 

0069. The control unit 606 controls the 2D video decoder 
607 to decode the entire display section of the video content 
or the remaining part of the display section of the video 
content except for the part of the display section of the video 
content displayed three-dimensionally. In other words, the 
control unit 606 may control a switch 616 connecting the 2D 
video decoder 607 to the first D/A converter 612 to output 2D 
video data obtained through the decoding of the 2D video 
decoder 607 to the first D/A converter 612 for the entire 
display section of the video content, or the control unit 606 
may control the switch 616 connecting the 2D video decoder 
607 to the first D/A converter 612 to output 2D video data 
obtained through the decoding of the 2D video decoder 607 to 
the first D/A converter 612 for the remaining part of the 
display section of the video content except for the part of the 
display section of the video content displayed three-dimen 
sionally. 
0070 The control unit 606 controls demultiplexing of the 
DEMUX 602 to extract 2D video data, 3D video data, and 
audio data corresponding to a plurality of programs from a 
transport stream by referring to program information gener 
ated by the program information stream parser 610. The con 
trol unit 606 controls demultiplexing of the DEMUX 602 to 
separately extract 3D video data by referring to the type of a 
program element of a part of the display section of the video 
content displayed three-dimensionally, the PID of TS packets 
of the 3D video data, and description information about the 
3D video data among the time information generated by the 
program information stream parser 610. 
(0071. The 2D video decoder 607 decodes a 2D video 
stream extracted by the DEMUX 602 in synchronization with 
the 90 KHZ clock signal generated by the counter 604, 
thereby generating 2D video data for displaying video con 
tent two-dimensionally. 
0072. In particular, when the first method 11 shown in 
FIG. 1 is used, the 2D video decoder 607 generates 2D video 
data for two-dimensionally displaying the entire display sec 
tion of the video content. When the second method 12 shown 
in FIG. 1 is used, the 2D video decoder 607 generates 2D 
Video data for two-dimensionally displaying the remaining 
part of the display section of the video content except for a 
part of the display section of the video content displayed 
three-dimensionally. 
0073. The 3D video decoder 608 decodes a 3D video 
stream extracted by the DEMUX 602 in synchronization with 
the 90 KHZ clock signal generated by the counter 604, 
thereby generating 3D video data for three-dimensionally 
displaying at least one part of the display section of the video 
COntent. 

0074 The audio decoder 609 decodes an audio stream 
extracted by the DEMUX 602 in synchronization with the 90 
KHZ clock signal generated by the counter 604, thereby gen 
erating audio data. 
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0075. The program information stream parser 610 parses 
the program information stream extracted by the DEMUX 
602, thereby generating program information that allows 2D 
Video data, 3D video data, and audio data included in a trans 
port stream to be identified as a program by the MPEG-2 
decoder. The program information stream parser 610 gener 
ates program information about a part of the display section of 
the video content displayed three-dimensionally. 
0076. As mentioned above, the program information 
includes the stream type indicating the type of a program 
element of a part of the display section of the video content 
displayed three-dimensionally, the elementary PID 42 indi 
cating the PID of TS packets of the 3D video data correspond 
ing to the part of the display section of the video content 
displayed three-dimensionally, the descriptor 43 indicating 
description information about the 3D video data, and the PSI 
and the PSIP according to MPEG-2. 
0077. The clock divider 611 divides the 27 MHz master 
clock signal generated by the oscillator 605, thereby gener 
ating a video clock signal and an audio clock signal. 
0078. The first D/A converter 612 converts 2D video data 
generated by the 2D video decoder 607 or 3D video data 
generated by the 3D video decoder 608 into analog video data 
according to the video clock signal generated by the clock 
divider 611. 

007.9 The second D/A converter 612 converts audio data 
generated by the audio decoder 609 into analog audio data 
according to the audio clock signal generated by the clock 
divider 611. 

0080. The 2D/3D switching display unit 614 two-dimen 
sionally or three-dimensionally displays the analog video 
data obtained through the conversion of the first D/A con 
verter 612 according to the 2D/3D switching control signal 
output from the control unit 606. 
I0081 FIG. 7 illustrates 2D/3D switching display methods 
applicable to an exemplary embodiment of the present inven 
tion. 

I0082 Referring to FIG. 7, a first method 71 among the 
2D/3D switching display methods electrically performs 
2D/3D switching. When the 2D/3D switching display unit 
614 applies a Voltage to a polarization Switch at the start point 
of a part of the display content of the video content displayed 
three-dimensionally according to the 2D/3D switching con 
trol signal output from the control unit 606 for the 2D/3D 
Switching display unit 614, among analog video data obtained 
through the conversion of the first D/A converter 612, video 
data applied to for the right eye converges to the right eye and 
video data for the left eye converges to the left eye due to 
polarization. This first method 71 is disclosed in detail in 
British Patent No. GB 2000129992 titled “Control of Optical 
Switching Apparatus”. 
0083. A second method 72 among the 2D/3D switching 
display methods mechanically performs 2D/3D switching. 
The 2D/3D switching display unit 614 horizontally moves an 
upper lens at the start point of a part of the display content of 
the video content displayed three-dimensionally according to 
the 2D/3D switching control signal output from the control 
unit 606 for the 2D/3D switching display unit 614, among 
analog video data obtained through the conversion of the first 
D/A converter 612, video for the right eye converges to the 
right eye and video data for the left eye converges to the left 
eye due to a refraction difference. This second method 72 is 
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disclosed in detail in European Patent No. EP 1394593 titled 
"3D Image/2D Image Switching Display Apparatus and Por 
table Terminal Device. 
I0084. It can be understood by those skilled in the art that 
2D/3D switching can be performed using other methods in 
addition to the 2D/3D switching display methods 71 and 72. 
I0085. The audio output unit 615 outputs analog audio data 
obtained through the conversion of the second D/A converter 
613. 
I0086 FIG. 8 is a flowchart illustrating an MPEG-2 encod 
ing method according to an exemplary embodiment of the 
present invention. 
I0087. Referring to FIG. 8, an MPEG-2 encoding method 
may include the following operations. The MPEG-2 encod 
ing method includes operations processed in time series by 
the MPEG-2 encoder shown in FIG. 2. Thus, although not 
given in the following description, a description that is 
already made about the MPEG-2 encoder is also applied to 
the MPEG-2 encoding method. 
I0088. In operation 81, the MPEG-2 encoder converts ana 
log video data corresponding to the original video content 
into digital video data. 
I0089. In operation 82, the MPEG-2 encoder converts ana 
log audio data corresponding to the original audio content 
into digital audio data. 
(0090. In operation 83, the MPEG-2 encoder encodes 2D 
Video data for two-dimensionally displaying the video con 
tent among the digital video data obtained through the con 
version of operation 81, thereby generating a 2D video 
stream. When the first method 11 shown in FIG. 1 is used, the 
MPEG-2 encoder encodes 2D video data for two-dimension 
ally displaying the entire display section of the video content 
in operation 83. When the second method 11 shown in FIG. 1 
is used, the MPEG-2 encoder encodes 2D video data for 
two-dimensionally displaying the remaining part of the dis 
play section of the video content except for a part of the 
display section of the video content displayed three-dimen 
sionally in operation 83. 
(0091. In operation 84, the MPEG-2 encoder encodes 3D 
Video data for three-dimensionally displaying the video con 
tent among the digital video data obtained through the con 
version of operation 81, thereby generating a 3D video 
Stream. 

0092. In operation 85, the MPEG-2 encoder encodes the 
digital audio data obtained through the conversion of opera 
tion 81, thereby generating an audio stream. 
(0093. In operation 86, the MPEG-2 encoder generates a 
time information stream indicating time information that 
allows the streams generated in operations 83 through 85 to 
be decoded at appropriate time points by the MPEG-2 
decoder. The MPEG-2 encoder generates a time information 
stream indicating time information about a part of the display 
section of the video content displayed three-dimensionally in 
operation 86. 
(0094. In operation 87, the MPEG-2 encoder generates a 
program information stream indicating program information 
that allows the streams generated in operations 83 through 85 
to be identified as programs. The MPEG-2 encoder generates 
a program information stream indicating program informa 
tion about a part of the display section of the video content 
displayed three-dimensionally in operation 87. 
(0095. In operation 88, the MPEG-2 encoder multiplexes 
the 2D video stream generated in operation 83, the 3D video 
stream generated in operation 84, the audio stream generated 
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in operation 85, the time information stream generated in 
operation 86, and the program information stream generated 
in operation 87, thereby generating a transport stream. 
0096. In operation 89, the MPEG-2 encoder transmits the 
transport stream generated in operation 88 to the MPEG-2 
decoder. 
0097 FIG.9 is a flowchart illustrating an MPEG-2 decod 
ing method according to an exemplary embodiment of the 
present invention. 
0098 Referring to FIG.9, an MPEG-2 decoding method 
may include the following operations. The MPEG-2 decod 
ing method includes operations processed in time series by 
the MPEG-2 decoder shown in FIG. 6. Thus, although not 
given in the following description, a description that is 
already made about the MPEG-2 decoder is also applied to 
the MPEG-2 decoding method. 
0099. In operation 901, the MPEG-2 decoder receives a 
transport stream from the MPEG-2 encoder. 
0100. In operation 902, the MPEG-2 decoder demulti 
plexes the transport stream received in operation 901 to 
extract a time information stream and a program information 
Stream. 

0101. In operation 903, the MPEG-2 decoder parses the 
time information stream extracted in operation 902 to gener 
ate time information that allows the streams extracted in 
operation 902 to be decoded at appropriate time points by the 
MPEG-2 decoder. The MPEG-2 decoder generates time 
information about a part of the display section of the video 
content displayed three-dimensionally in operation 903. 
0102) In operation 904, the MPEG-2 decoder parses the 
program information stream extracted in operation 902 to 
generate program information that allows 2D video data, 3D 
Video data, and audio data included in the transport stream to 
be identified as programs. The MPEG-2 decoder generates 
program information about a part of the display section of the 
Video content displayed three-dimensionally in operation 
904. 
(0103) In operation 905, the MPEG-2 decoder demulti 
plexes the transport stream received in operation 901 by refer 
ring to the program information about the part of the display 
section of the video content displayed three-dimensionally 
generated in operation 904, to extract a 2D video stream, a 3D 
Video stream, and an audio stream. 
0104. In operation 906, the MPEG-2 decoder decodes the 
2D video stream extracted in operation 905, thereby generat 
ing 2D video data for two-dimensionally displaying the video 
content. When the first method 11 shown in FIG. 1 is used, the 
MPEG-2 decoder generates 2D video data for two-dimen 
sionally displaying the entire display section of the video 
content in operation 906. When the second method 12 shown 
in FIG. 1 is used i, the MPEG-2 decoder generates 2D video 
data for two-dimensionally displaying the remaining part of 
the display section of the video content except for a part of the 
display section of the video content displayed three-dimen 
sionally in operation 906. 
0105. In operation 907, the MPEG-2 decoder decodes the 
3D video stream extracted in operation 905, thereby generat 
ing 3D video data for three-dimensionally displaying at least 
one part of the display section of the video content. 
0106. In operation 908, the MPEG-2 decoder decodes the 
audio stream extracted in operation 905, thereby generating 
audio data. 
0107. In operation 909, the MPEG-2 decoder converts the 
2D video data generated in operation 904 or the 3D video data 
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extracted in operation 905 into analog video data by referring 
to the time information about the part of the display section of 
the video content displayed three-dimensionally among the 
time information generated in operation 903. 
0108. In operation 910, the MPEG-2 decoder converts the 
audio data generated in operation 908 into analog audio data. 
0109. In operation 911, the MPEG-2 decoder two-dimen 
sionally or three-dimensionally displays the analog video 
data obtained in operation 909 by referring to the time infor 
mation about the part of the display section of the video 
content displayed three-dimensionally among the time infor 
mation generated in operation 903. 
0110. In operation 912, the MPEG-2 decoder outputs the 
analog audio data generated in operation 910. 
0111. According to aspects of the present invention, only a 
specific part of the display section of video content to be 
highlighted by a video content producer is displayed three 
dimensionally, thereby allowing a viewer of the video content 
to get a strong impression of the specific part displayed three 
dimensionally. Through the application of such three-dimen 
sional display to the fields of advertisement, education, and 
game industry, more efficient effects can be obtained. 
0112 Moreover, according to aspects of the present inven 
tion, since only a specific part of the display section of the 
video content is displayed three-dimensionally, 3D display of 
the video content can be fully utilized irrespective of conven 
tional transmission capacity constraints or technical limita 
tions. 
0113 Exemplary embodiments of the present invention 
can be embodied as a program that can be implemented on 
computers and embedded devices and can be implemented on 
general-purpose digital computers executing the program 
using recording media that can be read by computers and 
embedded devices. In addition, a data structure used in an 
exemplary embodiment of the present invention can be 
recorded on a computer-readable recording medium by vari 
OS CaS. 

0114 Examples of the recording media include, but are 
not limited to, magnetic storage media Such as read-only 
memory (ROM), floppy disks, and hard disks, optical data 
storage devices such as CD-ROMs and digital versatile discs 
(DVD), and carrier waves such as transmission over the Inter 
net. 

0115 While the present invention has been shown and 
described with reference to exemplary embodiments thereof, 
it will be understood by those of ordinary skill in the art that 
various changes in form and details may be made therein 
without departing from the spirit and scope of the present 
invention as defined by the following claims. 

What is claimed is: 
1. A video data decoding method comprising: 
(a) decoding a first video stream to generate 2D video data 

for two-dimensionally displaying video content; and 
(b) decoding a second video stream to generate 3D video 

data for three-dimensionally displaying at least one part 
of the display section of the video content, 

wherein in (b), 2D video data for two-dimensionally dis 
playing a remaining part of the display section of the 
video content except for the at least one part of the 
display section of the video content is generated. 

2. The video data decoding method of claim 1, further 
comprising: 
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(c) parsing a time information stream to generate time 
information about the at least one part of the display 
section of the video content; and 

(d) outputting one of the 2D video data generated in (a) and 
the 3D video data generated in (b) by referring to the 
generated time information. 

3. The video data decoding method of claim 2, wherein the 
time information includes a flag for Switching a displayed 
dimension of the video content, a 2D display start point of the 
video content, and a 3D display start point of the video con 
tent. 

4. A video data decoding method, comprising: 
(a) decoding a first video stream to generate 2D video data 

for two-dimensionally displaying video content; 
(b) decoding a second video stream to generate 3D video 

data for three-dimensionally displaying at least one part 
of the display section of the video content; 

(c) parsing a time information stream to generate time 
information about the at least one part of the display 
section of the video content; and 

(d) outputting one of the 2D video data generated in (a) and 
the 3D video data generated in (b) by referring to the 
generated time information, 

wherein the time information includes a flag for Switching 
a displayed dimension of the video content, a 2D display 
start point of the video content, and a 3D display start 
point of the video content, and 

wherein the flag is a splicing point flag according to 
MPEG-2 and at least one of the 2D display start point 
and the 3D display start point is a splice countdown 
according to MPEG-2. 

5. A video data decoding method comprising: 
(a) decoding a first video stream to generate 2D video data 

for two-dimensionally displaying video content; 
(b) decoding a second video stream to generate 3D video 

data for three-dimensionally displaying at least one part 
of the display section of the video content; 

(c) parsing a program information stream to generate pro 
gram information about the at least one part of the dis 
play section of the video content; and 

(d) extracting the 3D video data from a transport stream by 
referring to the generated program information, 

wherein the program information includes a type of a pro 
gram element of the at least one part of the display 
section of the video content, a program identification 
(ID) of packets corresponding to the 3D video data, and 
description information about the 3D video data. 

6. A decoder comprising: 
a first decoder decoding a first video stream to generate 2D 

Video data for two-dimensionally displaying video con 
tent; and 

a second decoder decoding a second video stream togen 
erate 3D video data for three-dimensionally displaying 
at least one part of the display section of the video 
content, 

wherein after the decoding a second video stream, 2D 
Video data for two-dimensionally displaying a remain 
ing part of the display section of the video content except 
for the at least one part of the display section of the video 
content is generated. 

7. A non-transitory computer-readable recording medium 
having recorded thereon a program for implementing a video 
data decoding method on a computer, the video data decoding 
method comprising: 
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(a) decoding a first video stream to generate 2D video data 
for two-dimensionally displaying a display section of 
video content; and 

(b) decoding a second video stream to generate 3D video 
data for three-dimensionally displaying at least one part 
of the display section of the video content, 

wherein in (b), 2D video data for two-dimensionally dis 
playing a remaining part of the display section of the 
video content except for the at least one part of the 
display section of the video content is generated. 

8. A video data encoding method comprising: 
(a) encoding 2D video data for two-dimensionally display 

ing a display section of video content to generate a first 
video stream; and 

(b) encoding 3D video data for three-dimensionally dis 
playing at least one part of the display section of the 
video content to generate a second video stream, 

wherein in (b), 2D video data for two-dimensionally dis 
playing the remaining part of the display section of the 
video content except for the at least one part of the 
display section of the video content is encoded. 

9. The video data encoding method of claim 8, further 
comprising (c) generating a time information stream indicat 
ing time information about the at least one part of the display 
section of the video content. 

10. The video data encoding method of claim 9, wherein 
the time information includes a flag for Switching a displayed 
dimension of the video content, a 2D display start point of the 
video content, and a 3D display start point of the video con 
tent. 

11. A video data encoding method, comprising: 
(a) encoding 2D video data for two-dimensionally display 

ing a display section of video content to generate a first 
video stream; 

(b) encoding 3D video data for three-dimensionally dis 
playing at least one part of the display section of the 
video content to generate a second video stream; and 

(c) generating a time information stream indicating time 
information about the at least one part of the display 
section of the video content, 

wherein the time information includes a flag for Switching 
a displayed dimension of the video content, a 2D display 
start point of the video content, and a 3D display start 
point of the video content, and 

wherein the flag is a splicing point flag according to 
MPEG-2 and at least one of the 2D display start point 
and the 3D display start point is a splice countdown 
according to MPEG-2. 

12. A video data encoding method, comprising: 
(a) encoding 2D video data for two-dimensionally display 

ing a display section of video content to generate a first 
video stream; 

(b) encoding 3D video data for three-dimensionally dis 
playing at least one part of the display section of the 
video content to generate a second video stream; and 

(c) generating a program information stream indicating 
program information about the at least one part of the 
display section of the video content, 

wherein the program information includes a type of a pro 
gram element of the at least one part of the display 
section of the video content, a program identification 
(ID) of packets corresponding to the 3D video data, and 
description information about the 3D video data. 
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13. An encoder comprising: 
a first encoder encoding 2D video data for two-dimension 

ally displaying a display section of video content to 
generate a first video stream; and 

a second encoder encoding 3D video data for three-dimen 
sionally displaying at least one part of the display sec 
tion of the video content to generate a second video 
Stream, 

wherein after the encoding 3D video data, 2D video data 
for two-dimensionally displaying the remaining part of 
the display section of the video content except for the at 
least one part of the display section of the video content 
is encoded. 
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14. A non-transitory computer-readable recording medium 
having recorded thereon a program for implementing a video 
data encoding method on a computer, the video data encoding 
method comprising: 

(a) encoding 2D video data for two-dimensionally display 
ing a display section of video content to generate a first 
video stream; and 

(b) encoding 3D video data for three-dimensionally dis 
playing at least one part of the display section of the 
video content to generate a second video stream, 

wherein in (b), 2D video data for two-dimensionally dis 
playing the remaining part of the display section of the 
video content except for the at least one part of the 
display section of the video content is encoded. 

c c c c c 


