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NETWORK BANDWIDTH ALLOCATION IN MULTI-TENANCY CLOUD
COMPUTING NETWORKS

FIELD

Embodiments of the invention relate to the field of computer networking; and
more specifically, to methods and systems for network bandwidth allocation in multi-

tenancy cloud computing networks.

BACKGROUND

The rise of cloud computing in recent years has transformed the way computing
applications are created and executed. Most cloud computing providers employ an
Infrastructure-as-a-Service (IaaS) model in which customers outsource their computing
and software capabilities to third party infrastructures and pay for the service usage on
demand, which allows customers to establish and rapidly expand a global presence in
minutes rather than days or months. By offering virtually unlimited resources without
any upfront capital investment and a simple pay-as-you-go charging model, cloud
computing provides a compelling alternative to the construction, hosting, and
maintenance of private computing infrastructures.

Despite the tremendous momentum of cloud computing, many companies are
still reluctant to move their services or enterprise applications to the cloud, due to
reliability, performance, security, and privacy concems. To maximize economic
benefits and resource utilization, cloud networks typically simultaneously initiate
multiple virtual machines (VMs) to execute on one physical server computing device.
Further, most cloud providers only use host based virtualization technologies to realize
separation and performance isolation between VMs on the end-host level. Then, in the
network that interconnects each host, the same set of physical routers and links are
deployed to carry traffic for all tenants indistinguishably. Further, the cloud providers
do not offer guaranteed network resources to tenants, and thus the bandwidth between
VMs of the same tenant can vary significantly over time, depending on the network

load and usage from other tenants.
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Moreover, while cloud computing data centers provide many mechanisms to
schedule local compute, memory, and disk resources, existing mechanisms for
apportioning network resources fall short. Unfortunately, today’s public cloud
platforms -- such as Amazon’s Elastic Compute Cloud (EC2), Google’s Google App
Engine, Microsoft’s Azure Service Platform, Rackspace’s Mosso, and GoGrid’s cloud
hosting platform -- do not provide any network performance guarantees, which in turn
affects application reliability and tenant cost. Specifically, the resource reservation
model in today’s clouds only provisions processor (e¢.g., Central Processing Unit
(CPU)) and memory resources but ignores networking completely. Because of the
largely oversubscribed nature of today’s datacenter networks, network bandwidth is a
scarce resource shared across many tenants. When network-intensive phases of
multiple applications simultaneously occur and compete for these scarce network
resources, their running times become unpredictable. This uncertainty in execution time
further translates into unpredictable cost as tenants need to pay for reserved VMs for
the entire duration of their jobs. Accordingly, there exists a need for systems and
mechanisms to provide network bandwidth allocation and guarantees in multi-tenant

cloud networks.

SUMMARY

According to an embodiment of the invention, a computing device performs a
method for determining an optimal allocation of network bandwidth on a plurality of
communications links for connecting a plurality of virtual machines (VMs) of a tenant
in a multi-tenant cloud network. The determination is based upon a set of bandwidth
requirements for the plurality of VMs. The method includes generating a plurality of
tree data structures (TDSs). Each TDS of the plurality of TDSs includes a plurality of
nodes representing both the plurality of VMs and a plurality of network devices that
forward traffic in the multi-tenant cloud network. Each TDS of the plurality of TDSs
further includes a plurality of edges representing at least some of the plurality of
communications links. Each edge of the plurality of edges includes a computed
bandwidth value indicating an amount of bandwidth to be reserved over the
communications link represented by the edge for the plurality of VMs of the tenant.

The computed bandwidth value is based upon the set of bandwidth requirements. The
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method further includes generating a weighted distance value for each TDS of the
plurality of TDSs. The generating of the weighted distance value is based upon
distances in the TDS between the root node and each other node representing a VM,
and also based upon the computed bandwidth values in the TDS between the root node
and cach other node representing a VM. The method further includes selecting the TDS
of the plurality of TDSs having a smallest weighted distance value as the TDS having
computed bandwidth values representing the optimal allocation of network bandwidth.

According to an embodiment of the invention, a server end station determines
an optimal allocation of network bandwidth on a plurality of communications links for
connecting a plurality of virtual machines (VMs) for a tenant in a multi-tenant cloud
network based upon a set of bandwidth requirements for the plurality of VMs. The
server end station includes a set of one or more processors and a tree data structure
(TDS) generation module coupled to the set of processors. The TDS generation module
is and configured to generate a plurality of TDSs. Each TDS of the plurality of TDSs is
to include a plurality of nodes representing both the plurality of VMs and a plurality of
network devices that forward traffic in the multi-tenant cloud network. Each TDS of the
plurality of TDSs is further to include a plurality of edges representing at least some of
the plurality of communications links. Each edge of the plurality of edges is to include
a computed bandwidth value indicating an amount of bandwidth to be reserved over the
communications link represented by the edge for the plurality of VMs of the tenant.
The computed bandwidth value is to be based upon the set of bandwidth requirements.
The TDS generation module is further configured to generate a weighted distance value
for each TDS of the plurality of TDSs based upon distances in the TDS between the
root node and each other node representing a VM, as also based upon the computed
bandwidth values in the TDS between the root node and each other node representing a
VM. The server end station also includes a TDS selection module coupled to the set of
processors. The TDS selection module is configured to select the TDS of the plurality
of TDSs having a smallest weighted distance value as the TDS having computed
bandwidth values representing the optimal allocation of network bandwidth.

According to an embodiment of the invention, a computer-readable storage
medium provides instructions which, when executed by a set of one or more processors

of a computing device, cause the computing device to determine an optimal allocation
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of network bandwidth on a plurality of communications links for connecting a plurality
of virtual machines (VMs) of a tenant in a multi-tenant cloud network. This
determining is based upon a set of bandwidth requirements for the plurality of VMs.
The computing device generates a plurality of tree data structures (TDSs). Each TDS of
the plurality of TDSs includes a plurality of nodes representing both the plurality of
VMs and a plurality of network devices that forward traffic in the multi-tenant cloud
network. Each TDS of the plurality of TDSs further includes a plurality of edges
representing at least some of the plurality of communications links. Each edge of the
plurality of edges includes a computed bandwidth value indicating an amount of
bandwidth to be reserved over the communications link represented by the edge for the
plurality of VMs of the tenant. The computed bandwidth value is based upon the set of
bandwidth requirements. The computing device also generates a weighted distance
value for each TDS of the plurality of TDSs based upon distances in the TDS between
the root node and each other node representing a VM, and the computed bandwidth
values in the TDS between the root node and each other node representing a VM. The
computing device also selects the TDS of the plurality of TDSs having a smallest
weighted distance value as the TDS having computed bandwidth values representing
the optimal allocation of network bandwidth.

Embodiments of the invention allow for the programmatic determination of the
network bandwidth amounts to be reserved within a multi-tenant cloud network to
optimally provide bandwidth guarantees to its tenants with the smallest amount of
required reserved bandwidth. Embodiments allow for bandwidth requirements to be
specified using a simple notation and easily changed in real time with existing VMs.
Further, embodiments of the invention allow VMs to be placed in any location in the

cloud network, and an optimal solution given that topography can be determined.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention may best be understood by referring to the following description
and accompanying drawings that are used to illustrate embodiments of the invention. In

the drawings:
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Figure 1 illustrates an example cloud computing network topology including
virtual machines and stipulated bandwidth requirements according to one embodiment
of the invention;

Figure 2 illustrates, using the example cloud computing network topology of
Figure 1, a naive shortest path based approach for bandwidth allocation according to
one embodiment of the invention;

Figure 3 illustrates the construction of a representative spanning tree and an
equation for determining required bandwidth to be reserved on a network link
according to one embodiment of the invention;

Figure 4 illustrates a weighted distance value formula and an optimal network
bandwidth provisioning algorithm according to one embodiment of the invention;

Figure 5 illustrates the construction of a breadth-first spanning tree using the
second virtual machine of Figure 1 as a root node in the tree according to one
embodiment of the invention;

Figure 6 illustrates a block diagram of a multi-tenant cloud network utilizing an
optimal network bandwidth allocation system according to one embodiment of the
invention;

Figure 7 illustrates a flow for determining an optimal allocation of network
bandwidth on a plurality of communications links for a plurality of virtual machines in
a multi-tenant cloud network based upon a set of bandwidth requirements for the
plurality of VMs according to one embodiment of the invention; and

Figure 8 illustrates a flow performed in a server end station of a cloud provider
for determining and allocating network bandwidth requirements according to one

embodiment of the invention.

DESCRIPTION OF EMBODIMENTS

In the following description, numerous specific details are set forth. However, it
is understood that embodiments of the invention may be practiced without these
specific details. In other instances, well-known circuits, structures and techniques have
not been shown in detail in order not to obscure the understanding of this description.
Those of ordinary skill in the art, with the included descriptions, will be able to

implement appropriate functionality without undue experimentation.
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References in the specification to “one embodiment,” “an embodiment,” “an
example embodiment,” etc., indicate that the embodiment described may include a
particular feature, structure, or characteristic, but every embodiment may not
necessarily include the particular feature, structure, or characteristic. Moreover, such
phrases are not necessarily referring to the same embodiment. Further, when a
particular feature, structure, or characteristic is described in connection with an
embodiment, it is submitted that it is within the knowledge of one skilled in the art to
implement such feature, structure, or characteristic in connection with other
embodiments whether or not explicitly described.

In the following description and claims, the terms “coupled” and “connected,”
along with their derivatives, may be used. It should be understood that these terms are
not intended as synonyms for each other. “Coupled” is used to indicate that two or
more elements, which may or may not be in direct physical or ¢lectrical contact with
cach other, co-operate or interact with each other. “Connected” is used to indicate the
establishment of communication between two or more elements that are coupled with
cach other.

Bracketed text and blocks with dashed borders (¢.g., large dashes, small dashes,
dot-dash, dots) are used herein to illustrate optional operations that add additional
features to embodiments of the invention. However, such notation should not be taken
to mean that these are the only options or optional operations, and/or that blocks with
solid borders are not optional in certain embodiments of the invention.

An electronic device or computing device (¢.g., an end station, a network
device) stores and transmits (internally and/or with other e¢lectronic devices over a
network) code (composed of software instructions) and data using machine-readable
media, such as non-transitory machine-readable media (¢.g., machine-readable storage
media such as magnetic disks; optical disks; read only memory; flash memory devices;
phase change memory) and transitory machine-readable transmission media (e.g.,
electrical, optical, acoustical or other form of propagated signals — such as carrier
waves, infrared signals). In addition, such electronic devices includes hardware such as
a set of one or more processors coupled to one or more other components, such as one
or more non-transitory machine-readable media (to store code and/or data), user

input/output devices (e.g., a keyboard, a touchscreen, and/or a display), and network
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connections (to transmit code and/or data using propagating signals). The coupling of
the set of processors and other components is typically through one or more busses and
bridges (also termed as bus controllers). Thus, a non-transitory machine-readable
medium of a given electronic device typically stores instructions for execution on one
or more processors of that electronic device. One or more parts of an embodiment of
the invention may be implemented using different combinations of software, firmware,
and/or hardware.

As used herein, a network device (e.g., a router, switch, bridge) is a piece of
networking equipment, including hardware and software, which communicatively
interconnects other equipment on the network (e.g., other network devices, end
stations). Some network devices are “multiple services network devices™ that provide
support for multiple networking functions (e.g., routing, bridging, switching, Layer 2
aggregation, session border control, Quality of Service, and/or subscriber
management), and/or provide support for multiple application services (e.g., data,
voice, and video). Subscriber end stations (e.g., servers, workstations, laptops,
netbooks, tablets, palm tops, mobile phones, smartphones, multimedia phones, Voice
Over Internet Protocol (VOIP) phones, user equipment, terminals, portable media
players, GPS units, gaming systems, set-top boxes) are computing devices, typically
operated by users, that access content/services provided over the Internet and/or
content/services provided on virtual private networks (VPNs) overlaid on (e.g.,
tunneled through) the Internet. The content and/or services are typically provided by
one or more end stations (e.g., server end stations) belonging to a service or content
provider or end stations participating in a peer to peer service, and may include, for
example, public webpages (e.g., free content, store fronts, search services), private
webpages (e.g., username/password accessed webpages providing email services),
and/or corporate networks over VPNs. Typically, subscriber end stations are coupled
(c.g., through customer premise equipment coupled to an access network (wired or
wirelessly)) to edge network devices, which are coupled (e.g., through one or more core
network devices) to other edge network devices, which are coupled to other end
stations (e.g., server end stations).

Cloud computing is generally defined as a computing capability that provides

an abstraction between the computing resource and its underlying physical architecture
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(e.g., server computing systems, storage devices and systems, networks), enabling
convenient, on-demand network access to a shared pool of configurable computing
resources that can be rapidly provisioned and released with minimal management effort
or service provider interaction. Resources provided by cloud computing providers may
be said to be “in a cloud.” Cloud-resident elements may include, without limitation,
storage devices, servers, databases, computing environments (including virtual
machines and desktops), networks, and applications. In some settings, Internet-based
applications, which are sometimes provided under a “software-as-a-service” (SAAS)
model, may be referred to as cloud-based resources.

Cloud computing operators, or cloud operators, typically offer cloud services to
many tenants. A tenant, for the purposes of this disclosure, is best understood as a
person or organization that has requested cloud-based resources from the cloud
operator. In some embodiments, the tenant may request and manage cloud-based
resources from a cloud provider using a subscriber end station or computing device.

It is critical for cloud operators to deploy efficient network resource allocation
and isolation techniques, for isolating performance among tenants, minimizing
disruption, as well as preventing malicious denial of service (DoS) attacks. A good
solution for network resource allocation should satisfy at least three requirements. First,
it should allow tenants to specify the demand of their applications in an intuitive way
and support flexible updates. More specifically, on one hand, a system should maintain
the simplicity of the interface between tenants and providers for configuring different
services, but on the other hand, should allow tenants to specify various types of demand
requirements. Second, the provider should still be able to leverage the advantage of
multiplexing to support many virtual networks on their physical network. The greater
the amount of sharing, the more tenants the cloud provider may serve, and thus
potentially the more revenue the cloud provider will acquire. Third, the allocation
system should scale with the size of the tenant. With every new tenant, the system
should be able to compute the best bandwidth reservation and setup the corresponding
explicit routing in a quick and efficient manner.

In most current cloud services, such as Amazon EC2, network bandwidths

allocated to multiple tenants depend on the Transmission Control Protocol (TCP) based
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competition among the tenants. However, this can lead to a vulnerability to DoS
attacks.

Embodiments of the invention address the problem of a lack of networking
service-level agreements (SLAs) in cloud computing environments. Embodiments of
the invention provide optimal methods to provision cloud computing networks so that
new network abstractions specified by tenants can be met by the cloud network. Using
the new network abstractions, tenants can specify their networking resource
requirements along with their CPU and memory needs, so their applications can obtain
predictable performance with respect to computation, memory use, as well as network
use. In an embodiment, the new network abstractions model bandwidth abstractions
using a virtual cluster (VC) model where all virtual machines (VMs) are connected to a
virtual switch with links requiring a bandwidth B.

In embodiments of the invention, the system does not assume that VMs may
only be placed in a limited set of locations (i.¢., executed on particular host computing
systems/devices) in the data center. Rather, embodiments of the invention allow VMs
to be stipulated to be placed in particular locations — perhaps according to their
requirements of CPU, memory, disk, or other dependencies — and allows for and
optimal provisioning of network resources of the cloud network, given the stipulated
VM locations, in order to meet the bandwidth requirements of these tenants.
Accordingly, embodiments of the invention allow for dynamic network provisioning,
enabling bandwidth assignments to be adjusted in real time based upon network
conditions and the set of VMs in the network. Further, embodiments of the invention
allow for each VM for a tenant to have different bandwidth requirements, and in certain
embodiments, the bandwidth requirements for one or more of the VMs may include a
different (or same) uplink and downlink bandwidth requirement.

In an embodiment of the invention, a network resource abstraction model is
utilized to represent the requirements and actors in a cloud network where a cloud
provider offers virtual network services to customers for inter-connecting VMs
assigned to these customers. The customers do not need to be aware of the underlying
physical infrastructure of the cloud network, but instead agree upon high-level service

level agreements (SLAs) that stipulate what levels of service they will be entitled to. To
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this end, each tenant can specify her requirement of the network service in terms of
topology connectivity, security policy, required bandwidth, etc.

In particular, in this virtual network service model, the tenant specifies the
corresponding bandwidth demand for each VMI as Bi (0 < 1 <N, where N is the

total number of VMs requested by the tenant). In an embodiment of the invention, the
virtual network service model utilizes a “hose” model of bandwidth request, where
cach B; stipulates a maximum total amount of bandwidth that that particular VM will
send into the network at any one time and/or receive from the network at any one time.
However, in other embodiments other bandwidth modules may be utilized, such as by
defining bandwidth requirements (e.g., maximum required bandwidth, minimum

required bandwidth) between particular pairs or groups of VMs.
Given the bandwidth request of < Bo, Bl, ces s BN—l > from a tenant

request, the model in an embodiment operates under the assumption that the tenant is
requesting a non-blocking virtual network infrastructure to provide the network service,
1.€., there should be no oversubscription in the virtual network allocated to the tenant.
While this assumption requires more network resources from cloud providers, this
configuration offers better service to the tenants as it simulates a scenario where all the
VMs are connected to a non-blocking virtual switch. However, it would be well known
to those in the art that this model can be easily extended to a virtual network service
that allows oversubscription.

This abstraction model provides many advantages. First, the model provides an
case of specification, as only one inward and outward rate (possibly asymmetric) per
VM needs to be specified. Second, the model provides flexibility as data to and from a
given VM can be distributed arbitrarily over other endpoints provided the aggregate
conforms to the VM roles. Third, the model allows for multiplexing gain as, due to
statistical multiplexing gain, VM rates can be less than the aggregate rate required for a
set of VM pairs. Also, the model allows for ease of characterization as “hose”
requirements are easier to characterize because the statistical variability in the
individual source-destination traffic is smoothed by aggregation.

Given the network service abstraction model, embodiments of the invention

construct a plurality of spanning trees including nodes representing the network devices
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and VM locations in a network. Each edge of the trees, which represents a
communications link, is associated with a computed bandwidth value representing a
minimal amount of bandwidth that must be reserved on that link. The computed
bandwidth value is determined based upon the inbound and outbound bandwidth
requirements of the VMs by analyzing the amount of bandwidth that could potentially
flow through that communications link. Each of the plurality of spanning trees includes
a different node as the root node, and cach tree is constructed such that the sum of
computed bandwidth amounts for that tree is minimized. A weighted distance value for
cach tree is calculated based upon the computed bandwidth amounts and the distances
between each of the VMs in the tree. The tree having a minimum weighted distance
value is selected as the tree having computed bandwidth amounts that optimally
represent a minimal network bandwidth allocation (and the forwarding paths) in the
multi-tenant cloud network for the VMs belonging to that tenant.

Figure 1 illustrates an example cloud computing network topology including
virtual machines and stipulated bandwidth requirements according to one embodiment
of the invention. Figure 1 includes a multi-tenant cloud network 100 including three
virtual machines (102, 103, 104) executing on a set of one or more host computing
devices (not illustrated). For purposes of this disclosure, the VMs may each execute on
a different host computing device, or some or all of the VMs may execute on a shared
host computing device. The VMs 102, 103, 104 of Figure 1 are connected using a
plurality of communications links 130A-130K and network devices ‘A”-°G” (111, 112,
113, 114, 115, 115, 116). In some embodiments, cach network device 111-117 is a
separate physical device and each communications link 130A-130K is a separate
physical communications link (¢.g., a network cable such as Category 5 (Cat5) cable,
twisted pair cable, coaxial cable, copper wire cable, other electrical cable, optical cable,
power line, etc.), but in other embodiments one or more of the network devices 111-
117 and/or communications links 130A-130K are virtualized (e.g. virtual network
devices, virtual communications links).

A bandwidth request (e.g. 120) associated with each of the VMs is illustrated
next to each communications link (130A, 130B, 130K) that is directly coupled to the
virtual machines 102-104. In this embodiment, each bandwidth request 120 includes a

required outbound bandwidth amount 121 representing a maximum amount of traffic
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that the first VM 101 will transmit into the multi-tenant cloud network 100 at any point
in time, and also includes a required inbound bandwidth amount 122 representing a
maximum amount of traffic that the first VM 101 will transmit into the multi-tenant
cloud network 100 at any point in time. In this depicted embodiment, both the
outbound bandwidth amount 121 and the inbound bandwidth amount 122 for the first
VM 101 is the same (1 gigabit per second (Gbps)). In some embodiments (and possibly
the depicted embodiment of Figure 1), each of the outbound and inbound bandwidth
amounts 121, 122 may be different, and in some embodiments there is only one
bandwidth amount that is utilized as both the inbound and outbound bandwidth
amounts 121, 122. In this example, the first VM 101 is to be provided 1 Gbps of
bandwidth for each of inbound and outbound (or downstream/upstream,
download/upload, transmit/receive, ingress/egress, etc.) traffic. Similarly, both the
second VM 102 and the third VM 103 are each to be provided 2 Gbps of bandwidth for
cach of inbound and outbound traffic. In this description, unless indicated otherwise,
the system determines bandwidth allocation with respect to the communication links
that are not directly connected to a VM — ie., communication links 130C-130J.
However, in certain embodiments, these communication links 130A, 130B, 130K are
also included as requiring bandwidth to be reserved, which is useful especially when a
plurality of VMs execute on cach host computing device and may share one
communications link (e.g., 130K).

Figure 2 illustrates, using the example cloud computing network topology of the
multi-tenant cloud network 100 of Figure 1, a naive shortest path based approach for
bandwidth allocation according to one embodiment of the invention. However, while
such a naive shortest path based approach will determine bandwidth amounts that will
provide enough bandwidth for the VMs, this approach frequently results in an over-
provisioning of bandwidth for the VMs. Accordingly, this naive shortest path based
approach will “waste” available bandwidth, reducing the number of tenants that may be
served.

One approach for determining the bandwidth to be reserved on these
communications links 130C-130 is to apply a well-known shortest path algorithm such
as Dijkstra's algorithm to calculate shortest paths between each of the VMs 101-103.
For example, a shortest path between the first VM 101 and the second VM 102 requires
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three “hops™ and flows through network device A 111, network device E 115, and
network device F 116. (Other paths through the multi-tenant cloud network 100 require
more than three hops.) Then, each communication link on this path 130F, 1301 will

have an amount of bandwidth reserved that is equal to the maximum of’
B2,l = min(required outbound bandwidth of second VM, required inbound bandwidth

of first VM)

and

B 1,2 = min(required outbound bandwidth of first VM, required inbound bandwidth of

second VM)
In the depicted example, cach link will have 1 Gbps reserved, which is the

maximum of’
B2,l = min(2 Gbps,1 Gbps) = 1 Gbps
and

B 1,2 =min(1 Gbps, 2 Gbps) = 1 Gbps

Accordingly, maximum(Bz’l , B 1,2) = maximum(1 Gbps, 1 Gbps) = 1 Gbps;

and 1 Gbps will be reserved on link 130B and link 130I for connections between the
first VM 101 and the second VM 102.

Similarly, a shortest path is computed between the second VM 102 and the third
VM 103, which travels through network device A 111, network device B 112, and
network device C 113, and thus this path similarly requires three hops. Using the same
bandwidth reservation calculation described above, both of links 130C and 130D will
have 2 Gbps reserved for connections between the second VM 102 and the third VM
103. Finally, a shortest path between the third VM 103 and the first VM 101 will be
computed as flowing through network device C 113, network device G 117, and
network device F 116, which is also three hops. Accordingly, 1 Gbps of bandwidth will
be allocated on links 130G and 130J for the connections between the third VM 103 and
the first VM 101. At this point, the cloud network operator will configure the network
100 to utilize these paths between these three VMs 101-103, and will reserve these
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respective amounts of bandwidth on those links to ensure that the operator is meeting a
SLA between the tenant and the operator.

From the standpoint of the cloud network operator, this naive shortest path-
based solution 205 requires a total of 8 Gbps of bandwidth 205 to be allocated/reserved
for these three VMs of the tenant, as the sum of bandwidths from communication links
130C-130J equals 2+ 2 + 1+ 1+ 1 + 1 = 8 Gbps. While this solution does provide the
necessary network bandwidth for the VMs of the tenant, it is not optimal as other
configurations will yield a smaller overall amount of bandwidth being reserved in the
network.

Instead, an optimal allocation solution 215 for the multi-tenant cloud network
100 does exist that requires the cloud network operator to only reserve a total of 6 Gbps
of bandwidth to meet the SLA and service the three VMs 101-103 according to the
required bandwidth amounts for each VM. For example, instead of having two distinct
reserved paths between the first VM 101 and each of the other two VMs 102-103, an
optimal allocation solution 215 is able to instead utilize communications links 130E
and 130H, and share the already reserved bandwidth of links 130C and 130D. This
optimization is made possible because of the requirement that the first VM 101 can
only receive a total of 1 Gbps at any time; thus, since the first VM 101 cannot receive
both 1 Gbps from the second VM 102 and the third VM 103 simultaneously, reserving
bandwidth on two separate portions of the network (e.g., links 130F and 130I; and also
links 130G and 130J) for the first VM 101 is unnecessary and inefficient. Similarly,
because the second VM 102 can only receive 2 Gbps at a time, the second VM 102
cannot receive both 2 Gbps from the third VM 103 and 1 Gbps from the first VM 101
simultancously. By exploiting this fact, the optimal allocation solution 215 can utilize
shared communication links to both meet SLAs and reduce the total amount of reserved
bandwidth in the network 100.

Thus, in the optimal allocation solution 215, the path between the second VM
102 and the third VM 103 remains the same, but the paths involving the first VM 101
will all run through communication links 130E and 130H. While these paths from the
second VM 102 and the third VM 103 to the first VM 101 utilize a larger number of
hops than the naive shortest path based solution 105 (e.g., four hops each instead of



WO 2014/136005 PCT/IB2014/059006

15

three hops each), the total amount of reserved bandwidth in the network 100 is reduced
— from 8 Gbps to 6 Gbps, as illustrated in computation 220.

Figure 3 illustrates the construction of a representative spanning tree 300 and an
equation 330 for determining required bandwidth to be reserved on a network link
according to one embodiment of the invention. According to an embodiment of the
invention, a system is configured to determine the optimal bandwidth allocation 215 by
constructing a plurality of such spanning trees 300 and calculating a required reserved
bandwidth amount for each link in each of those trees. With this information, the
“optimal” tree may be identified that maps to the optimal network allocation strategy
given the tenant’s bandwidth requirements. In various embodiments of the invention,
this system can compute the optimal allocation strategy in all possible network
topologies, including tree, fat-tree, B-Cube, D-cell, etc. Further, the system does not
require an ability to “re-locate” the VMs in the network, and thus works with assigned
VM locations to compute an optimal strategy for a system with those VM locations.

In an embodiment, the network is modeled as a graph G = (V, E), where Vis a
set of nodes and E is a set of bidirectional links between the nodes. In an embodiment
of the invention, the nodes are one or more of the network devices in the network and
the VMs in the network. For purposes of this discussion, the nodes include both the
network devices and the VMs.

Each link (i, j) has associated bandwidth capacities in the two directions. The

capacity from node i to node j is denoted by LIJ and the capacity (in the opposite
direction) from node j to node 1 is denoted by LJI The tenant specifies the set of VMs

in out
P c V as well as their respective bandwidth requirements Bi and Bi :

The system is configured to search for a best tree T that connects all the VMs in
P. The system utilizes the tree structure as it is scalable to simplify routing and
restoration. Also, the tree structure allows the bandwidth reserved on a link to be shared
by the traffic between any two sets of VMs connected by the link. Thus, the bandwidth
reserved on a link is equal to the maximum possible aggregate traffic between the two

sets of VMs connected by the link.
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opt
To search for the optimal tree T P , the system first considers, for a tree T that

interconnects all the VMs in P, the effect of removing links from the tree T. Thus, if a

particular link (i,j) is removed in that tree T, the tree is partitioned into two parts:
PI(I,J) and PJ(I,J), the former including the set of VMs that are still connected to

node 1 after link (i,j) is removed, and the later including the set of VMs that are still
connected to node j after link (i,j) is removed. This analysis is depicted in Figure 3 in

the spanning tree 300, where the edge 314 represents a link (i,j) between a node 1 310
and a node j 312 that is being “removed”. In this scenario, PI(I,J), which represents
the set of VMs that are still connected to node 1 after link (i,j) is removed, includes
nodes 301, 302, and 303, which is illustrated by 316. Similarly, P;j(1,]). which

represents the set of VMs that are still connected to node j after link (i,j) is removed,
includes nodes 304, 305, 306, 307, and 308, which is illustrated by 318.
Using this process, the bandwidth needed to be reserved on this “removed” link

(1,)) based upon the flow of traffic from node i to node j is:
s . e out in
Cr(i,)) = Minimum(Y k in pij) Bx > 2k inPiij) Bx )
which is represented in Figure 3 as 330. Formula 330 is proper because the only

traffic that traverses link (i, j) from node i to node j is the traffic originating from
endpoints in PI(I,J) and directed towards endpoints in PJ (I,J)

Thus, the total bandwidth reserved for tree T is given by:
Cr=2j)inT Cr(iy))

From a high level, this process may be more formally defined as follows: given

a set of VMs P, and their ingress and egress bandwidths, compute a tree T whose leaves
are nodes in P and for which CT 1s minimum.

In the depicted embodiment of Figure 3, assuming that each one of the nodes

301-308 includes an inbound bandwidth amount 320 of 2 Gbps and an outbound

bandwidth amount 322 of 4 Gbps, then CT(I,J) is calculated 332 as a minimum of
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the outbound bandwidth amounts for nodes 301-303 (or 4 + 4 + 4 Gbps = 12 Gbps) and
the inbound bandwidth amounts for nodes 304-308 (or 2 +2 + 2 + 2 + 2 Gbps = 10
Gbps), which is 10 Gbps. Thus, node 1 310 is configured to be able to transmit 10 Gbps

of traffic over link 314 to node j 312 for these VMs. Similarly, CT(] ,1) is calculated

334 as a minimum of the outbound bandwidth amounts for nodes 304-308 (or 4 + 4 + 4
+ 4 + 4 Gbps = 20 Gbps) and the inbound bandwidth amounts for nodes 301-303 (or 2
+ 2 + 2 Gbps = 6 Gbps), which is 6 Gbps. Thus, node j 312 is configured to be able to
transmit 6 Gbps of traffic over link 314 to node 1 310 for these VMs. In an

embodiment, the minimum of CT(I,J) and CT(] ,1) 1s used to indicate how much

bandwidth must be reserved on the link represented by edge (i.j) 314.

In an embodiment of the invention, the system further considers the path lengths
in the solution in addition to the amount of bandwidth needed to be reserved in each
tree. In such embodiments, for a tree T and a node v in T, a weighted distance metric

(see 402 of Figure 4) is defined for anode v in T:

Q(T,V) :Zk inP Bk d(Vak)

Where By represents the sum of reserved bandwidths between node v and the
VM denoted as node k, and wherein d(v k) is path length from node k to node v in the
tree T (e.g., a number of hops in the tree).

Figure 4 illustrates a weighted distance value formula 402 and an optimal
network bandwidth provisioning algorithm 400 to be used to determine and allocate an
optimal network bandwidth amounts to service the VMs of a tenant according to one
embodiment of the invention. In an embodiment of the invention, the algorithm 400,

computes, for every node v (¢.g., network device and/or VM) in the graph, a breadth
first spanning tree rooted at that node v having the minimal possible Q(TV, V)
value among all possible trees rooted at node v. In this embodiment, the constructed

breadth first spanning tree (of all such constructed trees) having a smallest Q(TV,

V) value is selected as the tree representing the optimal bandwidth allocation.
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The algorithm, in the embodiment depicted in Figure 4, includes a procedure at
line 140 named Connect AIIVMs(G,B), which utilizes information from a graph G
(including the nodes and edges as described above) and a set of bandwidth
requirements B for the VMs.

The outermost “for each” loop at line 412 indicates that the following

instructions (that construct a breadth first spanning tree rooted at a node v) are
performed for each node in the graph G. At 414, an empty tree TV is set to include the

current node v as the root node. At 416, a QUEUE is declared as a set that includes
node v.

At 416, a “while” loop executes while the QUEUE is non-empty. First, at 420,
the first node in the QUEUE is retrieved and deemed node k. At 422, another “for

cach” loop is executed that iterates through each edge in the graph connected to node k.

At 424, if a current edge connecting node k to a node j is not in the tree TV , three

actions occur. First, at 426, the edge (k, j) is added to tree TV. Next, at 428, a
bandwidth value is associated with the edge. In an embodiment, this bandwidth value is
the minimum of CT(k,J) and CTG,k), as described above. Next, at 430, the

node j at the other end of edge (k, j) is added to the front of the QUEUE. At 432, the
three actions have completed, and at 434 the process of examining edge (k, j) has
completed, so the process iterates through steps 424-434 for every other edge
connected to node k. At 436, the “while” loop completes, and all nodes in the graph G

have been processed and now exist in the tree TV. At this point, in an embodiment of

the invention, at 438 a weighted distance metric value (see 402 and discussion above) is
calculated for this constructed tree. If this weighted distance metric value is smaller
than any other calculated weighted distance metric value for earlier constructed trees
(ic., from earlier iterations of the “for each” loop at step 412), then a pointer to the
current “best scoring” tree is maintained as v’. Finally, at 440, the process completes,
and the tree identified by v’ is the tree having the network bandwidth allocation

representing the optimal bandwidth allocation.
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Figure 5 illustrates the construction 500 of a breadth-first spanning tree using
the second virtual machine 102 of Figure 1 as a root node in the tree, and the network
topography of Figure 1, according to one embodiment of the invention. This figure
illustrates one execution of the bandwidth provisioning algorithm 400 from lines 414-
438; thus, given a selected node, a breadth first spanning tree is constructed and a
weighted distance value 402 is computed. In this depiction, nodes representing VMs
have thick borders; nodes representing network devices have thin borders. Further,
while in this embodiment the reserved bandwidth for each edge representing a link is
calculated while adding each edge to the tree (see steps 424-432 of Figure 4), these
reserved bandwidths are not illustrated for the sake of clarity.

A breadth-first construction of a tree works by adding nodes to a tree using a
level-by-level approach. Given a root node (e.g., at level 0), all nodes directly
connected to the root node are added in a “level 1.” Then, all nodes directly connected
to the nodes of “level 17 are added as a “level 27, and so on. Thus, one level at a time is
constructed in the tree. Breadth-first tree traversals differ from depth-first tree
traversals, which operate by moving deeper and deeper into a tree (i.c., into deeper
levels) before other “sibling” nodes in any particular level are visited.

At 502, the first selected node (here representing VM 102) is added to the tree

(TV). At 504, a first edge and node 111 is added to the tree. As presented in Figure 1,

VM 102 is only directly connected to one other VM or network device (i.e., network
device A 111), and during its processing, the nodes for network devices B 112 and E
115 are added to the QUEUE to be processed next because these network devices 112,
115 are directly connected to network device A 111.

At 506 and 508, these nodes 112 and 115 are added to the tree. Continuing in a
breadth first manner, nodes 113, 114, and 116 are added in steps 510, 512, and 514.
The process continues at 516, 518, and 520 by adding nodes representing the third VM
103, network device G 117, and the first VM 101, respectively. At this point, all of the
nodes in the graph have been added to the tree, and each of the links includes a
computed bandwidth value as described above. This constructed tree includes the root

node 534 representing the second VM 102, a plurality of nodes (see, €.g., 532), and a
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plurality of edges (see, e.g., 530). Further , a distance 538 may be calculated between
nodes, which in an embodiment is a number of hops between the nodes in the tree.

At 522, the computed bandwidth values are displayed, and a weighted distance
value 402 is computed as described above using the root node as node v. For example,

in the depicted embodiment of Figure 5, the weighted distance value 402 may equal:

Q(T,V) :Zk inP Bk d(Vak)

Q(T.v) = (0)(0 hops to node 102) + (2+2+2+2)(4 hops to node 103) + 2+1+1+1)(4
hops to node 101)
Q(Tv)=0+32+20=52

Thus, the weighted distance value 402 for this constructed tree is “52”. If this
weighted distance value 402 is smaller than the weighted distance value 402 for each
other such constructed tree using the other nodes of the graph as the root node, then this
tree will represent the optimal bandwidth allocation amounts and respective links to
service the set of VMs 101-103.

In this example, the calculation of the weighted distance values 402 includes
using the bandwidth value of the links directly connecting a node representing a VM
(e.g., nodes for 101, 102, 103) and another node. In some embodiments, these
bandwidth values are excluded from the calculation.

Figure 6 illustrates a block diagram of a multi-tenant cloud network 100
utilizing an optimal network bandwidth allocation system according to one
embodiment of the invention. In this illustrated embodiment, the multi-tenant cloud
network 100 includes the network devices A-G 111-117 and the three VMs 101-103 of
Figure 1. The three VMs 102, 103, 101 each execute on a respective computing device
620, 622, 624. A server end station 604 is also depicted, which may exist within the
multi-tenant cloud network 100 or external to the multi-tenant cloud network 100.

At circle ‘1°, a computing device 602 of a tenant 601 transmits a request for
computing and network resources 644 to the server end station 604. In an embodiment,
the request for computing and network resources 644 includes one or more messages
indicating virtual machine characteristics 642 requested by the tenant and one or more
messages indicating bandwidth requirements 640 for those virtual machines. In a

different embodiment, the VM characteristics 642 and bandwidth requirements 640 are
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transmitted within one message, but in other embodiments this data is transmitted in
various groupings using one or more messages. For example, a set of characteristics for
a VM and the associated bandwidth requirements for that VM may be included within
one message.

The request for computing and network resources 644 arrives at a set of one or
more network interfaces 616 of the server end station 604. The set of network
interfaces, which allow the server end station 604 to both transmit and receive network
traffic, are coupled to a sct of one or more processors 606, a bandwidth allocation
module 608, and optionally to a virtual memory allocation module 614.

At circle ‘2°, the request for computing and network resources 644 (or a portion
thereof) is provided to a tree data structure (TDS) generation module 610 of the
bandwidth allocation module 608. (In some embodiments, the bandwidth allocation
module 608 is located within one of the host computing devices (e.g., computing
device 624) of the multi-tenant cloud network 100.

The TDS generation module 610, using one or more of the request for
computing and network resources 644 and a representation of a topography and
capabilities of the multi-tenant cloud network 100, constructs a plurality of tree data
structures representing different bandwidth allocation schemes possible to meet the
bandwidth requirements of the request for computing and network resources 644. At
circle ‘3°, a tree data structure sclection module 612 of the bandwidth allocation
module 608 selects one TDS of the plurality of constructed TDSs allowing the
bandwidth requirements of the request for computing and network resources 644 to be
met using a minimal amount of allocated bandwidth in the multi-tenant cloud network
100. In an embodiment, the TDS generation module 610 and the TDS selection module
612 implement the bandwidth provisioning algorithm 400 of Figure 4.

At circle ‘4’ a virtual machine allocation module 614 (located in the server end
station 604 or in on¢ of the host computing devices 620, 622, 624 of the multi-tenant
cloud network 100), using the selected TDS (or data based upon values from the
selected TDS, such as but not limited to communication link identifiers and/or network
device identifiers) is operable to configure the multi-tenant cloud network 100 to utilize
the determined allocated bandwidth amounts for the VMs. In an embodiment, the VM

allocation module 614 is operable to install forwarding information in one or more of
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the network devices 111-117 to cause the traffic of the VMs 101-103 to be transmitted
over the routes identified by the selected TDS, and is further operable to cause the one
or more of the network devices 111-117 to “reserve” or allocate bandwidth on one or
more communication links (e.g., at particular physical network interface(s)) for the
traffic of the VMs 101-103. The VM allocation module 614 is further operable to, in
some embodiments, cause the VMs 101-103 to be instantiated on the one or more
computing devices 620, 622, 624 according to the request for computing and network
resources 644. In some of these embodiments, the VM allocation module 614
comprises a VM hypervisor.

Figure 7 illustrates a flow 700 for determining an optimal allocation of network
bandwidth on a plurality of communications links for a plurality of virtual machines in
a multi-tenant cloud network based upon a set of bandwidth requirements for the
plurality of VMs according to one embodiment of the invention.

The operations of this and other flow diagrams will be described with reference
to the exemplary embodiments of the other diagrams. However, it should be understood
that the operations of the flow diagrams can be performed by embodiments of the
invention other than those discussed with reference to these other diagrams, and the
embodiments of the invention discussed with reference to these other diagrams can
perform operations different than those discussed with reference to the flow diagrams.

At 710, the flow 700 includes generating, by the computing device, a plurality
of tree data structures. Each TDS of the plurality of TDSs includes a plurality of nodes
representing both the plurality of VMs and a plurality of network devices that forward
traffic in the multi-tenant cloud network. Each TDS of the plurality of TDSs further
includes a plurality of edges representing at least some of the plurality of
communications links. Each edge of the plurality of edges includes a computed
bandwidth value indicating an amount of bandwidth to be reserved over the
communications link represented by the edge. The computed bandwidth value is based
upon the set of bandwidth requirements. In an embodiment, each of the plurality of
TDSs are spanning trees generated using breadth-first algorithms. In an embodiment,
the set of bandwidth requirements includes, for each VM of the plurality of VMs, a
required outbound bandwidth to be provided to the VM indicating a traffic rate that the

VM must be able to transmit. In an embodiment, the set of bandwidth requirements
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includes, for each VM of the plurality of VMs, a required inbound bandwidth to be
provided to the VM indicating a traffic rate that the VM must be able to receive.

In an embodiment, the computed bandwidth value for a particular edge in a
TDS is a minimum of two values. The first value is a sum of all outbound bandwidths,
of the set of bandwidth requirements, required for those VMs of the plurality of VMs
having representative nodes in a first partition of one or more nodes, wherein the first
partition of nodes is a first set of one or more nodes of the plurality of nodes in the
spanning tree that remain connected when the edge is removed from the spanning tree.
The second value is a sum of all inbound bandwidths, of the set of bandwidth
requirements, required for those VMs of the plurality of VMs having representative
nodes in a second partition of one or more nodes, wherein the second partition of nodes
is a second set of one or more nodes of the plurality of nodes in the spanning tree that
remain connected when the edge is removed from the spanning tree.

At 720, the flow 700 includes generating, by the computing device, a weighted
distance value for each TDS of the plurality of TDSs. This generating is based upon (1)
distances in the TDS between the root node and each other node representing a VM,
and (2) the computed bandwidth values in the TDS between the root node and each
other node representing a VM. At 730, the flow 700 includes selecting, by the
computing device, the TDS of the plurality of TDSs having a smallest weighted
distance value as the TDS having computed bandwidth values representing the optimal
allocation of network bandwidth.

Figure 8 illustrates a flow 800 performed in a server end station of a cloud
provider for determining and allocating network bandwidth requirements according to
one embodiment of the invention.

At 810, the flow 800 includes receiving, from a computing device of a tenant, a
request for computing and network resources in the multi-tenant cloud network. The
request includes a set of one or more messages identifying characteristics for the
plurality of VMs to be allocated to the tenant (e.g., locations in the multi-tenant cloud
network where the VM should execute, storage requirements of the VM, processing
requirements of the VM, memory requirements of the VM, etc.), and further identifying
a set of bandwidth requirements for the plurality of VMs.
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Then, at 700, the flow 800 includes determining an optimal allocation of
network bandwidth on a plurality of communications links for a plurality of VMs in a
multi-tenant cloud network based upon a set of bandwidth requirements for the
plurality of VMs. In an embodiment, box 700 represents steps 710, 720, and 730 of
Figure 7.

At 820, the flow 800 includes allocating resources on a plurality of other
computing devices in the multi-tenant cloud network for the plurality of VMs. In an
embodiment, each of the plurality of VMs executes on a separate computing device, but
in other embodiments two or more of the plurality of VMs execute on a single
computing device. In some embodiments, there are one or more other VMs belonging
to other tenants executing on one or more of the other computing devices.

At 830, the flow 800 includes allocating bandwidth resources in the multi-
tenant cloud network according to the computed bandwidth values of the identified
TDS. In an embodiment, steps 820 and 830 are combined into one step and may be
implemented with one action.

While the flow diagrams in the figures show a particular order of operations
performed by certain embodiments of the invention, it should be understood that such
order is exemplary (¢.g., alternative embodiments may perform the operations in a
different order, combine certain operations, overlap certain operations, etc.).

While the invention has been described in terms of several embodiments, those
skilled in the art will recognize that the invention is not limited to the embodiments
described, can be practiced with modification and alteration within the spirit and scope
of the appended claims. The description is thus to be regarded as illustrative instead of

limiting.
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CLAIMS

What is claimed is:

1. A method in a computing device (604) for determining an optimal allocation of
network bandwidth on a plurality of communications links (130A-130K) for
connecting a plurality of virtual machines (VMs) (101-103) of a tenant in a
multi-tenant cloud network (100) based upon a set of bandwidth requirements
(640) for the plurality of VMs (101-103), the method comprising:
generating, by the computing device (604), a plurality of tree data structures
(TDSs) (522), wherein each TDS of the plurality of TDSs (522) includes
a plurality of nodes (532) representing both the plurality of VMs (101-
103) and a plurality of network devices (111-117) that forward traffic in
the multi-tenant cloud network (100), and wherein cach TDS of the
plurality of TDSs (522) further includes a plurality of edges (530)
representing at least some of the plurality of communications links
(130A-130K), wherein each edge of the plurality of edges (530) includes
a computed bandwidth value (536) indicating an amount of bandwidth
to be reserved over the communications link represented by the edge for
the plurality of VMs (101-103) of the tenant (601), wherein the
computed bandwidth value (536) is based upon the set of bandwidth
requirements (640);

generating, by the computing device (604), a weighted distance value (402) for
cach TDS of the plurality of TDSs (522) based upon,
distances (538) in the TDS between the root node (534) and each other

node representing a VM, and
the computed bandwidth values (536) in the TDS between the root node
(534) and each other node representing a VM; and

selecting, by the computing device (604), the TDS of the plurality of TDSs
(522) having a smallest weighted distance value (402) as the TDS
having computed bandwidth values (536) representing the optimal

allocation of network bandwidth.
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2. The method of claim 1, wherein each TDS of the plurality of TDSs (522) is a

spanning tree.

3. The method of claim 2, wherein the set of bandwidth requirements (640)
includes, for each VM of the plurality of VMs (101-103), a required outbound
bandwidth (121) to be provided to the VM indicating a traffic rate that the VM

must be able to transmit.

4. The method of claim 3, wherein the set of bandwidth requirements (640) further
includes, for each VM of the plurality of VMs (101-103), a required inbound
bandwidth (122) to be provided to the VM indicating a traffic rate that the VM

must be able to receive.

5. The method of claim 4, wherein said computed bandwidth value (536) for an
edge is a minimum of’

a sum of all outbound bandwidths (121), of the set of bandwidth requirements
(640), required for those VMs of the plurality of VMs (101-103) having
representative nodes in a first partition (316) of one or more nodes,
wherein the first partition (316) of nodes is a first set of one or more
nodes of the plurality of nodes (532) in the spanning tree (300) that
remain connected when the edge (314) is removed from the spanning
tree (300); and

a sum of all inbound bandwidths (122), of the set of bandwidth requirements
(640), required for those VMs of the plurality of VMs (101-103) having
representative nodes in a second partition (318) of one or more nodes,
wherein the second partition (318) of nodes is a second set of one or
more nodes of the plurality of nodes (532) in the spanning tree (300) that
remain connected when the edge (314) is removed from the spanning

tree (300).

6.  The method of claim 1, wherein each TDS of the plurality of TDSs (522) is

generated using a breadth first spanning tree algorithm.
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7.  The method of claim 1, wherein the set of bandwidth requirements (640)
includes, for each VM of the plurality of VMs (101-103), only one required
outbound bandwidth (121) for all outgoing communications and only one

required inbound bandwidth (122) for all incoming communications.

8. The method of claim 1, further comprising:
receiving, from a computing device (602) of a tenant (601), a request for
computing and network resources (644) in the multi-tenant cloud
network (100) for the tenant (601), the request comprising a set of one
or more messages identifying characteristics for the plurality of VMs
(101-103) to be allocated to the tenant (601) and further identifying the
set of bandwidth requirements (640) for the plurality of VMs (101-103).

9. The method of claim 8, further comprising:
allocating resources on a plurality of other computing devices (620, 622, 624) in
the multi-tenant cloud network (100) for the plurality of VMs (101-103);
and
allocating bandwidth resources in the multi-tenant cloud network (100)
according to the computed bandwidth values (536) of the identified
TDS.

10. A server end station to determine an optimal allocation of network bandwidth
on a plurality of communications links (130A-130K) for connecting a plurality
of virtual machines (VMs) (101-103) of a tenant (601) in a multi-tenant cloud
network (100) based upon a set of bandwidth requirements (640) for the
plurality of VMs (101-103), the server end station comprising:

a set of one or more processors (606);
a tree data structure (TDS) generation module coupled to the set of processors
(606) and configured to,
generate a plurality of TDSs (522), wherein each TDS of the plurality of
TDSs (522) is to include a plurality of nodes (532) representing
both the plurality of VMs (101-103) and a plurality of network
devices (111-117) that forward traffic in the multi-tenant cloud
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network (100), and wherein each TDS of the plurality of TDSs
(522) is further to include a plurality of edges (530) representing
at least some of the plurality of communications links (130A-
130K), wherein each edge of the plurality of edges (530) is to
include a computed bandwidth value (536) indicating an amount
of bandwidth to be reserved over the communications link
represented by the edge for the plurality of VMs (101-103) of the
tenant (601), wherein the computed bandwidth value (536) is to
be based upon the set of bandwidth requirements (640), and
generate a weighted distance value (402) for each TDS of the plurality
of TDSs (522) based upon,
distances (538) in the TDS between the root node (534) and each
other node representing a VM, and
the computed bandwidth values (536) in the TDS between the
root node (534) and each other node representing a VM,
and
a TDS selection module coupled to the set of processors (606) and configured to
select the TDS of the plurality of TDSs (522) having a smallest
weighted distance value (402) as the TDS having computed bandwidth

values (536) representing the optimal allocation of network bandwidth.

11.  The server end station of claim 10, wherein each TDS of the plurality of TDSs
(522) is a spanning tree.

12.  The server end station of claim 11, wherein the set of bandwidth requirements
(640) is to include, for each VM of the plurality of VMs (101-103), a required
outbound bandwidth (121) to be provided to the VM indicating a traffic rate that
the VM must be able to transmit.

13.  The server end station of claim 12, wherein the set of bandwidth requirements
(640) is further to include, for each VM of the plurality of VMs (101-103), a
required inbound bandwidth (122) to be provided to the VM indicating a traffic
rate that the VM must be able to receive.
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14.  The server end station of claim 13, wherein said computed bandwidth value

(536) for an edge is a minimum of’

a sum of all outbound bandwidths (121), of the set of bandwidth requirements
(640), required for those VMs of the plurality of VMs (101-103) having
representative nodes in a first partition (316) of one or more nodes,
wherein the first partition (316) of nodes is a first set of one or more
nodes of the plurality of nodes (532) in the spanning tree (300) that
remain connected when the edge (314) is removed from the spanning
tree (300); and

a sum of all inbound bandwidths (122), of the set of bandwidth requirements
(640), required for those VMs of the plurality of VMs (101-103) having
representative nodes in a second partition (318) of one or more nodes,
wherein the second partition (318) of nodes is a second set of one or
more nodes of the plurality of nodes (532) in the spanning tree (300) that
remain connected when the edge (314) is removed from the spanning
tree (300).

15.  The server end station of claim 10, further comprising:

a set of one or more network interfaces coupled to the set of processors (606)
and configured to receive, from a computing device (602) of a tenant
(601), a request for computing and network resources (644) in the multi-
tenant cloud network (100) for the tenant (601), the request comprising a
set of one or more messages identifying characteristics for the plurality
of VMs (101-103) to be allocated to the tenant (601) and further
identifying the set of bandwidth requirements (640) for the plurality of
VMs (101-103).

16.  The server end station of claim 15, wherein the set of network interfaces are
further configured to:
transmit a second set of one or more messages to,
allocate resources on a plurality of other computing devices (620, 622,
624) in the multi-tenant cloud network (100) for the plurality of
VMs (101-103), and



WO 2014/136005 PCT/IB2014/059006

17.

30

allocate bandwidth resources in the multi-tenant cloud network (100)
according to the computed bandwidth values (536) of the
identified TDS.

A computer-readable storage medium that provides instructions which, when
executed by a set of one or more processors (606) of a computing device (604),
cause the computing device (604) to determine an optimal allocation of network
bandwidth on a plurality of communications links (130A-130K) for connecting
a plurality of virtual machines (VMs) (101-103) of a tenant (601) in a multi-
tenant cloud network (100) based upon a set of bandwidth requirements (640)
for the plurality of VMs (101-103) by performing operations comprising:
generating, by the computing device (604), a plurality of tree data structures
(TDSs), wherein each TDS of the plurality of TDSs (522) includes a
plurality of nodes (532) representing both the plurality of VMs (101-
103) and a plurality of network devices (111-117) that forward traffic in
the multi-tenant cloud network (100), and wherein cach TDS of the
plurality of TDSs (522) further includes a plurality of edges (530)
representing at least some of the plurality of communications links
(130A-130K), wherein each edge of the plurality of edges (530) includes
a computed bandwidth value (536) indicating an amount of bandwidth
to be reserved over the communications link represented by the edge for
the plurality of VMs (101-103) of the tenant (601), wherein the
computed bandwidth value (536) is based upon the set of bandwidth
requirements (640);
generating, by the computing device (604), a weighted distance value (402) for
cach TDS of the plurality of TDSs (522) based upon,
distances (538) in the TDS between the root node (534) and each other
node representing a VM, and
the computed bandwidth values (536) in the TDS between the root node
(534) and each other node representing a VM; and
selecting, by the computing device (604), the TDS of the plurality of TDSs
(522) having a smallest weighted distance value (402) as the TDS
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having computed bandwidth values (536) representing the optimal

allocation of network bandwidth.

18.  The computer-readable storage medium of claim 17, wherein the set of
bandwidth requirements (640) includes, for each VM of the plurality of VMs
(101-103):

a required outbound bandwidth (121) to be provided to the VM indicating a
traffic rate that the VM must be able to transmit; and

a required inbound bandwidth (122) to be provided to the VM indicating a
traffic rate that the VM must be able to receive.

19.  The computer-readable storage medium of claim 18, wherein said computed
bandwidth value (536) for an edge is a minimum of’

a sum of all outbound bandwidths (121), of the set of bandwidth requirements
(640), required for those VMs of the plurality of VMs (101-103) having
representative nodes in a first partition (316) of one or more nodes,
wherein the first partition (316) of nodes is a first set of one or more
nodes of the plurality of nodes (532) in the spanning tree (300) that
remain connected when the edge (314) is removed from the spanning
tree (300); and

a sum of all inbound bandwidths (122), of the set of bandwidth requirements
(640), required for those VMs of the plurality of VMs (101-103) having
representative nodes in a second partition (318) of one or more nodes,
wherein the second partition (318) of nodes is a second set of one or
more nodes of the plurality of nodes (532) in the spanning tree (300) that
remain connected when the edge (314) is removed from the spanning

tree (300).

20.  The computer-readable storage medium of claim 17, wherein the operations

further comprise:
receiving, from a computing device (602) of a tenant (601), a request for
computing and network resources (644) in the multi-tenant cloud

network (100) for the tenant (601), the request comprising a set of one



WO 2014/136005 PCT/IB2014/059006

32

or more messages identifying characteristics for the plurality of VMs
(101-103) to be allocated to the tenant (601) and further identifying the
set of bandwidth requirements (640) for the plurality of VMs (101-103);

allocating resources on a plurality of other computing devices (620, 622, 624) in
the multi-tenant cloud network (100) for the plurality of VMs (101-103);
and

allocating bandwidth resources in the multi-tenant cloud network (100)
according to the computed bandwidth values (536) of the identified
TDS.
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Fig. 7

700

GENERATING, BY THE COMPUTING DEVICE, A PLURALITY GF TREE DATA STRUCTURES
{TDSg), WHEREIN EACH TDS OF THE PLURALITY OF TDSs INCLUDES A PLURALITY OF NODES
REPRESENTING BOTH A PLURALITY OF VMs FOR A TENANT AND A PLURALITY OF NETWORK
DEVICES THAT FORWARD TRAFFIC IN THE MULTI-TENANT CLOUD NETWORK, AND WHEREIN

EACH TDS OF THE PLURALITY OF TDSs FURTHER INCLUDES A PLURALITY OF EDGES
REPRESENTING AT LEAST SOME OF THE PLURALITY OF COMMUNICATIONS LINKS, WHEREIN
EACH EDGE OF THE PLURALITY GF EDGES INCLUDES A COMPUTED BANDWIDTH VALUE
INDICATING AN AMOUNT OF BANDWIDTH TO BE RESERVED OVER THE COMMUNICATIONS
LINK REPRESENTED BY THE EDGE FOR THE PLURALITY OF Vis OF THE TENANT, WHEREIN
THE COMPUTED BANDWIDTH VALUE IS BASED URON THE SET OF BANDWIDTH
REQUIREMENTS 718

¥

GENERATING, BY THE COMPUTING DEVICE, A WEIGHTED DISTANCE VALUE FOR EACH TDS
OF THE PLURALITY OF TDSS BASED UPON (1) DISTANCES IN THE TDS BETWEEN THE ROOT
NODE AND EACH OTHER NODE REPRESENTING A VM, AND {2} THE COMPUTED BANDWIDTH
VALUES IN THE TOS BETWEEN THE ROOT NODE AND EACH OTHER NODE REPRESENTING A
Wi
720

¥

SELECTING, BY THE COMPUTING DEVICE, THE TDS OF THE PLURALITY OF TDSS HAVING A
SMALLEST WEIGHTED DISTANCE VALUE AS THE TDS HAVING COMPUTED BANDWIDTH
VALUES REPRESENTING THE OPTIMAL ALLOCATION OF NETWORK BANDWIDTH 730
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Fig. 8

RECEIVING, FROM A COMPUTING DEVICE OF A TENANT, AREQUEST FOR
COMPUTING AND NETWORK RESQURCES IN THE MULTI-TENANT CLOUD
NETWORK, THE REQUEST COMPRISING A 3ET OF ONE OR MORE
MESSAGES IDENTIFYING CHARACTERISTICS FOR THE PLURALITY OF YMS
TO BE ALLOCATED TO THE TENANT AND FURTHER IDENTIFYING THE SEY
OF BANDWIDTH REQUIREMENTS FOR THE PLURALITY OF VMS
810

¥

DETERMINING AN OPTIMAL ALLOCATION OF NETWORK BANDWIDTH ON A
PLURALITY OF COMMUNICATIONS LINKS FOR A PLURALITY OF VIRTUAL
MACHINES IN A MULTITENANT CLOUD NETWORK BASED UPON A SET OF
BANDWIDTH REQUIREMENTS FOR THE PLURALITY OF VMS
700

¥
ALLOCATING RESOURCES ON A PLURALITY OF OTHER COMPUTING
DEVICES IN THE MULTI-TENANT CLOUD NETWORK FOR THE PLURAUTY OF
VMS
820

¥

ALLOCATING BANDWIDTH RESOURCES IN THE MULTI-TENANT CLOUD
NETWORK ACCORDING TO THE COMPUTED BANDWIDTH VALUES OF THE
IDENTIFIED TOS
830
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