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## [57] <br> ABSTRACT

The present invention is intended to exactly extract a feature-region along its contour line without erroneously extracting any moving object other than the feature-region. An extraction signal from a feature-region main-portion extracting circuit is sent to a small region eliminating circuit whereby an erroneously extracted small region is detected and eliminated as an erroneously extracted noisy portion. The small region eliminating circuit compares a small region with four predetermined detection patterns, discriminates it as a region other than the feature (face)-region if no match is found and causes a center pixel of a window of $3 \times 3$ pixels to have a logical value of zero. An output of the small region eliminating circuit is sent to a blank filling circuit which compares its input with four predetermined detection patterns, discriminates it as a face-region if a match is found and makes a central pixel of a window of $13 \times 13$ pixels have a logical value of 1 . The above-mentioned extraction method can reliably extract features of the face-region and is free from the erroneous extraction of any moving object other than the face.

7 Claims, 16 Drawing Sheets
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| WEIGHT COEFFICIENT | $K_{0}$ | $K_{1}$ | $K_{2}$ | $K_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| EXAMPLE | 1 | 1 | 1 | 1 |
| $(1)$ | 1 | 2 | 2 | 1 |
| $(2)$ | 4 | 2 | 1 | 1 |

FIG. 22
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|  |  |  |
| :---: | :---: | :---: |
| $V$ | $P$ | 1 |
| $P$ | $P^{2}$ | $P$ |
| 1 | $P$ | 1 |

## FIG.23A

| FEATURE-REGION <br> EXTRACTION <br> SIGNAL | 0 | 1 |
| :---: | :---: | :---: |
| $P$ | 1 | 8 |
| $\Delta Q$ | +10 | 0 |

FIG.23B

| FEATURE-REGION <br> EXTRACTION <br> SIGNAL | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P$ | 1 | 2 | 4 | 8 | 8 |
| $\Delta Q$ | +10 | +5 | +2 | 0 | 0 |

## FEATURE-REGION EXTRACTION METHOD AND FEATURE-REGION EXTRACTION CRECUT

This application is a continuation of application Ser. No. 08/276,205 now abandoned filed on Jul. 18, 1994.

## BACKGROUND OF THE INVENTION

The present invention relates to a feature-region extraction method and a feature-region extraction circuit and, more particularly, to a feature-region extraction method and a feature-region extraction circuit which are capable of extracting a feature-region of an image for processing the image according to its feature at a pre-processing portion of an image coding device and which are intended to be used, for example, in videotelephone systems, video conference systems and so on.

At a motion picture coding and transmitting device for a video telephone, since any transmission line has a limited or finite capacity to transmit a number of bits at a time, it cannot allocate enough bits to an image information. Accordingly, a decoded image may have an impaired picture quality with a mosquito-like distortion, a block distortion and the like. On the other hand, most of the images to be transmitted include an important portion and less important portions. On the basis of this fact, a method is proposed that reduces the subjective deterioration of an image quality by keeping the important portion free from the ill effects of deterioration.

For example, in systems such as video telephone systems, the image of the face region is so important that such systems have been directed toward extracting the face region, preferentially allocating the amount of information transmitted and making the image quality of the face region better, aiming at improvement of the subjective image quality.
The prior art that is concerned with the present invention is disclosed in the publication "Color motion picture coding device featured by preferentially processing a face image" (Hideyuki Ueno, Image Information vol. 24, March 1992, pp. 29-35). The face-region extraction method of the prior art described in the publication will be explained as follows.
The prior art first determines the difference between two neighboring frames of the motion picture inputted to get the interframe differential image and then divides the interframe differential image into rectangular regions. In the respective rectangular regions, the method makes a histogram representing the number of pixels, in which the interframe difference signal is larger than a certain threshold, on an H -axis. The method scans the histogram from the left to right, comparing its values with a certain threshold "th" to detect the left and right ends of the moving region.
The image screen is scanned from the upper left end until a first moving region is found. This moving region has a coordinate on a V-axis, which represents a position at the top of one's head. The image screen is then scanned from the left and the right by a certain range of lower image to determine the left and right ends of the moving region. And then, the outermost positions of the moving region on the H -axis represent the coordinates of the left and right ends of the face. The face length is determined by multiplying the face width by a predetermined coefficient "all". The prior art considers the thus determined image region as a face-region.

As mentioned above, the conventional feature-region extracting method estimates a face-region from an interframe difference signal representing the amount of motion.
feature-region extraction method whereby in extracting a feature-region by using means for extracting a featureregion and a memory means for storing a feature-region 5 extraction signal, a criterion is given a hysteresis characteristic depending upon whether a pixel backed by $L$ frames ( $L$ is a positive integer) and/or its neighbor pixel is a feature-
region or not, making it possible to effectively prevent the feature-region from being extracted with flickers and thereby to further improve the subjective image quality.
It is another object of the present invention to provide a feature-region extraction method whereby a feature-region is extracted by using its characteristic, and feature-region extraction signals of plural frames from a memory of M frames ( $M$ is a positive integer) are weighted for extracting a weighted feature-region so as to further improve the image quality.

It is another object of the present invention to provide a feature-region extraction circuit whereby a feature-region extraction circuit that includes a means for extracting a main portion of a feature-region and for filling a dropout region can extract a feature-region exactly along its contour line, and thereby adaptive processing of an image region other than the featured one with a low-pass filter can be performed free from the image deterioration.

A feature-region extracting method, according to the present invention, can extract a feature-region by using a small color difference region including a feature color difference component of a feature-region within a color difference coordinate system having two axes representing two respective color difference signals, eliminating the possibility of erroneously extracting any other moving object than the feature-region. Furthermore, the method is capable of exactly extracting a feature-region along its contour, allowing adaptive processing with a low-pass filter to improve the subjective image quality without emphasizing the extracted region's contour. It binarizes two color difference signals by use of specified thresholds to produce a common region and extracts therefrom a feature-region without erroneously extracting any other moving object than the feature-region.

According to the present invention, a feature-region can be extracted from a plurality of small color difference regions including a feature color difference component of a feature-region, and no other region than the featured one can be extracted even in the case when feature color difference components are widely dispersed within a color difference coordinate system having two axes representing two color difference signals.

In addition, since a feature-region can be correctly extracted along its contour line, it is possible to apply any adaptive processing such as pre-filter processing, which is a low-pass filter processing controlled by an extracted signal, or a quantizing control for roughening the step-size of the quantization of a background region to improve the subjective image quality without unnaturally emphasizing the contour line of the extracted feature-region.

To realize the above-mentioned purposes, the present invention was made to provide:
(1) A feature-region extracting method which determines a small color difference region including a feature color difference component of a feature-region within a color difference coordinate system defined by two axes of two color difference signals and which extracts an image region that has a color difference component within a small color difference region mentioned above as a feature-region;
(2) A means to make a small color difference region be a common region having two color difference signals binarized by certain thresholds and which extracts a feature-region therefrom;
(3) A means to extract a feature-region from a plurality of 65 small color difference regions (in addition to item (1) or (2)); or
(4) A means to extract a feature-region along its contour line together with a dropout region enclosed within the contour line of the feature-region as a feature region; or
(5) A means to binarize two color difference signals of an image by certain thresholds, extract a feature-region from the common region of the binarized color difference signals and detect patterns for blank filling which are suitably weighted according to the distance for filling up the dropout region; or
(6) A means to provide a criterion with an hysteresis characteristic depending upon whether a pixel backed by $L$ frames ( $L$ is a positive integer) and/or an adjoining one relating to a feature-region or not and uses it when extracting a feature-region by using a means for extracting the feature-region and a memory means for storing a feature-region extraction signal; or
(7) A means to extract a feature-region by using its characteristic, generate output signals of feature-region extraction of frames from a memory of $\mathbf{M}$ frames ( $\mathbf{M}$ is a positive integer) and make the frame feature-region extraction signals weighted to extract a weighted feature-region; or
(8) A feature-region extraction circuit which comprises a feature-region main-portion extracting circuit for extracting an image region having a feature color difference component of a feature-region and a blank filling circuit for filling up a dropout region which is sandwiched in between the feature-region and which has a different color difference component other than the featured one; and further,
(9) A means to include the feature-region main-portion extracting circuit which comprises a comparison circuit for comparing two color difference signals with the upper limit threshold and the lower limit threshold, and an AND gate circuit for determining the logical product of outputs of the comparison circuit and extracting a common region; and further,
(10) A means to include another feature-region mainportion extracting circuit which comprises a first comparison circuit for comparing two color difference signals with a first upper limit threshold and a first lower limit threshold, a first AND gate circuit for determining a logical product of outputs of the first comparison circuit and extracting a common region, a second comparison circuit for comparing two color difference signals to a second upper limit threshold and a second lower limit threshold, a second AND gate circuit for determining a logical product of outputs of the second comparison circuit and extracting a common region and an OR gate circuit for determining a logical sum of the first comparison circuit's output and the second comparison circuit's output and extracting feature regions distributed among a plurality of regions.

## BRIEF DESCRIPTION OF DRAWINGS

FIGS. 1A, 1B and 1C show a diagram for explaining an interframe difference according to the prior art;

FIGS. 2A, and 2B are a diagram for explaining a conventional method for plotting a histogram;

FIGS. 3A, 3B and 3C are a diagram for explaining a conventional face-region extraction;

FIG. 4 is a block diagram for explaining a feature-region extraction circuit embodied in the present invention;
FIG. 5 is a diagram (1) for explaining the distribution of the skin-color of a person, according to the present invention;

FIG. 6 is a diagram (2) for explaining the distribution of the skin-color of a person, according to the present invention;

FIG. 7 is a diagram (3) for explaining the distribution of the skin-color of a person, according to the present invention;
FIG. 8 is a diagram showing an example of a circuit for extracting the main portion of a feature-region according to FIG. 4;

FIG. 9 is a diagram showing another example of a circuit for extracting the main portion of a feature-region according to FIG. 4;

FIG. 10 is a diagram showing a further example of a circuit for extracting the main portion of a feature-region according to FIG. 4;
FIGS. 11A, 11B, 11C and 11D show a small region eliminating detection pattern (1), according to the present invention;

FIGS. 12A, 12B, 12C and 12D show detection patterns (1) for blank filling, according to the present invention;

FIGS. 13A, 13B, 13C and 13D show detection patterns (2) for blank filling, according to the present invention;

FIGS. 14A, 14B, 14C and 14D show detection patterns (3) for blank filling, according to the present invention;

FIGS. 15A, 15B, 15C and 15D show detection patterns (4) for blank filling, according to the present invention;

FIG. 16 shows another example of a feature-region extraction circuit, according to the present invention;

FIGS. 17A, 17B, 17C and 17D show detection patterns (2) for eliminating a small region, according to the present invention;

FIG. 18 shows detection patterns (3) for eliminating a small region, according to the present invention;

FIGS. 19A, 19B, 19C and 19D show a pattern (4) for judging a face-region of a preceding frame for eliminating a small region according to the present invention;

FIG. 20 shows another example of a feature-region extraction circuit according to the present invention;

FIG. 21 shows weight coefficients according to the present invention;

FIG. 22, shows coefficients of a pre-filter according to the present invention; and

FIGS. 23A and 23B show variables of adaptive control according to the present invention.

## PREFERRED EMBODIMENT OF THE INVENTION

FIGS. 1A to 1 C are diagrams for explaining a conventional interframe difference signal, FIGS. 2A and 2B are diagrams for explaining a conventional histogram plotting method and FIGS. 3A to 3C are diagrams for explaining a conventional face-region extracting method.

The prior art first determines the difference signal between two neighboring frames (frame N shown in FIG. 1A and frame $N+1$ shown in FIG. 1B) of the motion picture inputted to get the interframe differential image shown in FIG. 1C and then divides the interframe differential image into rectangular regions as shown in FIG. 2A. In the respective rectangular regions, the method makes a histogram representing the number of pixels, in which the interframe difference signal is larger then a certain threshold, on an H-axis as shown in FIG. 2B. The method scans the histogram from the left to right, comparing its values with a
certain threshold "th" to detect the left and right ends of the moving regions.

As shown in FIG. 3A, the image screen is scanned from the upper left end until a first moving region is found. This moving region has a coordinate on a V-axis, which represents a position at the top of one's head. The image screen is then scanned from the left to right by a certain range of lower image to determine the left and right ends of the moving region as shown in FIG. 3B. And then, the outermost positions of the moving region on the H -axis represent the coordinates of the left and right ends of the face. The face length is determined by multiplying the face width by a predetermined coefficient " $\alpha$ " as shown in FIG. 3C. The prior art considers the thus determined image region as a face-region.

As mentioned above, the conventional feature-region extracting method estimates a face-region from an interframe difference representing the amount of motion. Consequently, if the image includes any other moving object than the face-region, the prior art method may erroneously take the object as a face part. Furthermore, the method can roughly extract a face-region only in the form of a rectangle, which contour may be emphasized when the regions other than the face are adaptively processed with a low-pass filter. This may impair the subjective image quality.

Referring, now to the accompanying drawings, preferred embodiments of the present invention will be described in detail as follows:

FIG. 4 is a block diagram for explaining an embodiment (1) of a feature-region extracting circuit according to the present invention, which comprises a feature-region mainportion extracting circuit 1 , a small region eliminating circuit 2 and a blank filling circuit 3. The feature-region main-portion extracting circuit 1 extracts an image region, including therein a feature color difference component of a feature-region and passes the extraction signal to a small region eliminating circuit 2 whereby a small region is eliminated as a portion erroneously extracted by the effect of noise or the like. The output signal from the small region eliminating circuit 2 is passed to the blank filling circuit 3 which fills up a dropout region which has a color difference component other than the featured one and then produces a feature-region extraction signal.
The present invention provides a method for extracting a face-region, utilizing the characteristic that skin-color components occupying most of one's face-region as shown in FIG. 5, concentrate on a small color difference region (hatched portion) within the color difference region defined by a coordinate system indicating a U-signal level on a vertical axis and a V-signal level on a horizontal axis. As shown in FIG. 6, the small color difference region is made a common region by binarizing two color difference signals of an image through the specific thresholds and then extracting a face-region therefrom. In short, this method is made to extract a face-region on the basis that its feature (skin) color is apt to concentrate on a small color difference region (enclosed by, line segments $\mathrm{C}_{H U}, \mathrm{C}_{L U}, \mathrm{C}_{H V}, \mathrm{C}_{E V}$ ) within a coordinate system indicating a $U$-signal level on a vertical axis and a V-signal level on a horizontal axis.

Even if the skin color that occupies most of a human face-region is distributed among a plurality of small color difference regions (e.g. the area $A$ enclosed by line segments $\mathrm{C}_{H U 1}, \mathrm{C}_{L U 1}, \mathrm{C}_{H_{V 1}}, \mathrm{C}_{L V 1}$ and an area B enclosed by line segments $\mathrm{C}_{H U 2}, \mathrm{C}_{L_{U 2}}, \mathrm{C}_{\mathrm{HV}_{2}}, \mathrm{C}_{\mathrm{CVV}_{2}}$ as shown in FIG. 7) within a coordinate system indicating a $U$-signal level on a vertical axis and a V-signal level on a horizontal axis as
shown in FIG. 7, it is possible to extract the face-region exactly without error. Indeed, since human skin color components may be distributed among a plurality of small color difference regions of, e.g., whitish, blackish or any other hue, it is desirable to extract a face-region by the method of the present invention.

FIG. 8 shows an example of the feature-region mainportion extracting circuit shown in FIG. 4, which uses a memory 4 for implementing the feature-region extracting method shown in FIG. 5.
The feature-region main-portion circuit 1 extracts a skincolor region occupying the major portion of one's faceregion. This circuit 1 can be composed of a memory 4 such as a random access memory, a read-only memory and so on. The memory 4 stores two color difference signals $U$ and $V$ which are connected to its addresses A15 - A8 and A7 - A0 respectively. In the memory space represented by 16 -bit addresses, one area corresponding to the hatched region of FIG. 5 is filled with the digit 1 (logical one) and other regions are filled with the digit 0 (logical zero). Accordingly, an output $D$ of the memory 4 is 1 when the signals $U$ and $V$ are signals of a skin-color region corresponding to the hatched region shown in FIG. 5 , and changes to 0 when the signals U and V relate to a region other than the face's. The main portion of a face-region can be thus extracted However, a face-region extracted at this step lacks the regions such as the eyes, the eyebrows and the lips, differing in color from the skin-color portion. Furthermore, it may also include a region or regions other than the face-region, which were erroneously extracted because of noise or the like.

FIG. 9 shows another example of a feature-region mainportion extracting circuit shown in FIG. 4, which is composed of comparison circuits 5 to 8 and an AND gate circuit 9 to implement the feature-region extraction method shown in FIG. 6.

The comparison circuits 5 to 8 compare two color difference signals ( U and V ) with the upper and lower limit thresholds $\mathrm{C}_{H U}, \mathrm{C}_{L U}, \mathrm{C}_{H V}, \mathrm{C}_{L V}$. The comparison circuit 5 provides an output signal having the logical value of 1 when $\mathrm{U} \leqq \mathrm{C}_{H U}$. Similarly, the comparison circuits 6 to 8 provide output signals having a logical value of 1 respectively when $\mathrm{U} \geqq \mathrm{C}_{L V}, \mathrm{~V} \leqq \mathrm{C}_{\boldsymbol{H V}}$ and $\mathrm{V} \leqq \mathrm{C}_{\boldsymbol{L V}}$. Output signals of these comparison circuits 5 to 8 are passed to the AND gate circuit 9 which provides a logical product of the output signals, extracting therefrom a common region. Consequently, the output of the AND gate circuit includes the logical value of 1 for the skin-color region enclosed by line segments $\mathrm{C}_{H U}$, $\mathrm{C}_{L U}, \mathrm{C}_{\boldsymbol{H V}}, \mathrm{C}_{L V}$ shown in FIG. 6. A main portion of a face-region can be thus extracted, but it lacks the regions such as the eyes, the brows and the lips, differing in color from the skin-color portion and may also include a region or regions other than the face-region, which were erroneously extracted because of a noise or the like.

FIG. 10 illustrates a further example of a feature-region main-portion extracting circuit shown in FIG. 4, which is composed of comparison circuits 10 to $\mathbf{1 3}$ (for comparing with first upper and lower limit thresholds), a first AND gate circuit 14, comparison circuits 15 to 18 (for comparison with second upper and lower limit thresholds), a second AND gate, circuit 19 and an OR gate circuit 20 to implement the feature-region extraction method shown in FIG. 7.

The comparison circuits 10 to 13 compare two color difference signals ( U and V ) with upper and lower limit thresholds $\mathrm{C}_{\mathrm{HU}_{2}}, \mathrm{C}_{\mathrm{LUV}_{2}}, \mathrm{C}_{\mathrm{HV}_{2}}, \mathrm{C}_{\boldsymbol{L V} 2}$. The comparison circuit 10 provides an output signal of a logical value of 1 when
$\mathrm{U} \leqq \mathrm{C}_{\text {HU1 }}$. Similarly, the comparison circuits 11 to $\mathbf{1 3}$ provide output signals of the logical value of 1 respectively at $\mathrm{U} \leqq \mathrm{C}_{L U 1}, \mathrm{~V} \geqq \mathrm{C}_{H V 1}$ and $\mathrm{V} \leqq \mathrm{C}_{L V 1}$. The comparison circuits 15 to 18 compare two color difference signals ( U and V ) with upper and lower limit thresholds $\mathrm{C}_{\mathrm{HUV}_{2}}, \mathrm{C}_{L U 2}, \mathrm{C}_{H V_{2}}, \mathrm{C}_{L V_{2}}$. The comparison circuit 15 provides an output signal of a logical value of 1 when $\mathrm{U} \leqq \mathrm{C}_{H U 2}$. Similarly, the comparison circuits 16 to 18 provide output signals of the logical value of 1respectively at $\mathrm{UaC} \mathrm{C}_{L U 2}, \mathrm{~V} \leqq \mathrm{C}_{L U 2}$ and $\mathrm{V} \geqq \mathrm{C}_{L V 2}$. Output signals of the comparison circuits $\mathbf{1 0}$ to $\mathbf{1 3}$ are passed to the first AND gate circuit 14 which provides a logical product of the output signals, extracting a common region. Output signals of the comparison circuits $\mathbf{1 5}$ to $\mathbf{1 8}$ are passed to the second AND gate circuit 19 which provides a logical product of the output signals, extracting therefrom a common region.

The outputs of the AND gate circuits 14 and 19 are passed to the OR gate circuit 20 which provides a logical sum of the outputs. Consequently, the output of the OR gate circuit 20 is a logical value of 1 for both the feature-region $A$ enclosed by line segments $\mathrm{C}_{H U 1}, \mathrm{C}_{L U 1}, \mathrm{C}_{H V 1}$ and $\mathrm{C}_{L V 1}$ and the feature-region $B$ enclosed by line segments $C_{H U 2}$, $\mathrm{C}_{L V_{2}} \mathrm{C}_{\mathrm{HVV}_{2}}$ and $\mathrm{C}_{L V_{2}}$ as shown in FIG. 7. The main portion of a face-region can thus be extracted with no error even if an attribute of a feature-region is distributed among a plurality of regions within a coordinate system indicating a U-signal level on a vertical axis and a V-signal level on a horizontal axis. However, the face-region extracted at this step lacks the regions such as the eyes, the eyebrows and the lips, differing in color from the face's skin-color portion and may also include a region or regions other than the faceregion which were erroneously extracted because of a noise or the like.

Therefore, the extraction signal from the feature-region main-portion extracting circuit 1 enters the small regioneliminating circuit 2 (shown in FIG. 4) which identifies a small region erroneously detected and eliminates it, as a region detected due to the effect of noise. This circuit compares a feature-region signal with each of four detection patterns shown in FIGS. 11A to 11D and gives a logical value of 0 to the center pixel of a window of $3 \times 3$ pixels as a region other than the face when no match is found. A center pixel is judged to be a face-region when a logical product of 6 pixels (o:circle) shown in a circular form is 1 in each detection pattern.

The output signal from the small region eliminating circuit 2 is passed to the blank filling circuit 3 which compares its input signal with each of four detection patterns shown in FIGS. 12A to 12D and gives a logical value of 1 to a center pixel of a window of $13 \times 13$ pixels as a faceregion when a match is found. A center pixel is judged as a face-region when both logical sums of 6 pixels ( $\Delta$ :triangles) and 6 pixels ( 0 :diamonds) are 1 in each detection pattern. Detection patterns other than those shown in FIGS. 12A to 12D may be used if they have a similar effect. For example, patterns shown in FIGS. 13A to 13B are applicable as detection patterns. Furthermore, it is possible to use both of these detection patterns ( 8 patterns) in such a way that the logical value of 1 is given to a center pixel of a window when a signal pattern matches any one of the eight detection patterns.

The above-mentioned face-region extraction method can prevent erroneous extraction of any moving object other than the face-region and extract the face-region exactly along its contour line, making it possible to adoptively process any other region than the face through the faceregion extraction signal, e.g., with a low-pass filter without
unnaturally emphasizing the contour lines of the face-region and thereby not impairing the subjective image quality.

Although the above-described embodiment of the present invention performs the extraction of a face-region, it is also capable of extracting any feature-region other than the face by changing thresholds for color difference signals. The present invention also provides the possibility to extract a feature-region by using a luminance signal in combination with color difference signals or by using color signals $\mathrm{R}, \mathrm{G}$, B and so on. In addition, windows having sizes other than $3 \times 3$ and $13 \times 13$ are also applicable to performing the process to eliminate erroneously extracted small regions and to fill dropout regions with the same effect. The present invention can also provide a feature-region extraction method that does not include the small region eliminating circuit but assures a like effect.

As described above, the present invention provides a feature-region extraction method whereby a small color difference region having a feature color difference component of a feature-region of an image is located within a color difference coordinate system defined by two axes representing two color difference signals and an image region that has a color difference component within a small color difference region mentioned above is then extracted as a feature-region. In case the feature-region includes a portion having another color difference signal than the featured one, the extracted feature-region includes therein dropout regions that, however, can be filled in to produce a complete featureregion.

The blank filling circuit $\mathbf{3}$ compares the feature extraction signal with each of four detection patterns shown in FIGS. $\mathbf{1 4}(a)$ to $\mathbf{1 4}(d)$ and classifies a center pixel of a window of $13 \times 13$ pixels as a feature-region and gives it a logical value of 1 when a match is found. In each detection pattern, a logical product of pixels shown in the form of a triangle ( $\Delta$ ) and a circle (o) (logical product (1)), a logical product of pixels shown in the form of a black triangle ( $\mathbf{\Delta}$ ) and a circle (o) (logical product (2)), a logical product of pixels in the form of a square ( $\square$ ) and a circle ( 0 ) (logical product (3)) and a logical product of pixels shown in the form of a black square ( $\square_{\text {) }}$ ) and a circle ( O ) (logical product (4)) are first determined for each solid line, then a logical sum (1) of the logical products (1) and the logical products (2) of all lines is determined, a logical sum (2) of the logical products (3) and the logical products (4) of all lines is determined and a logical product of the logical sum (1) and the logical sum (2) is finally calculated. A center pixel of the window of $13 \times 13$ pixels is judged as a feature-region if the result of the final logical operation is 1 .

Detection patterns other than those shown in FIGS. 14A to 14 D are also used with the similar effect. For example, detection patterns shown in FIGS. 15A to 15D may be applied. A center pixel of a window of $13 \times 13$ pixels is classified as a feature-region having a logical value of 1 when the feature-region extraction signal matches any one of these four detection patterns. In each detection pattern, a logical product of pixels shown in the form of a triangle ( $\Delta$ ) and a circle (o) (logical product (1)) and a logical product of pixels shown in the form of a black triangle ( $\mathbf{A}$ ) and a circle (o) (logical product (2)) are first determined for each solid line, and a logical sum of the logical products (1) and the logical products ( 2 ) of all lines is then determined. A center pixel of the window of $13 \times 13$ pixels is judged as a featureregion if the result of the final logical operation is 1 .

It is also possible to use a combination of both the detection patterns shown in FIGS. 14 and 15 in such a way
that a center pixel of a window of $13 \times 13$ pixels is judged as a feature-region and is given a logical value of 1 if a match with any one of eight detection patterns is found.

FIG. 16 shows another example (embodiment 2) of a feature-region extraction circuit according to the present invention, which comprises a feature-region main-portion extracting circuit 21 , a small region eliminating circuit 22, a blank filling circuit and a frame memory 24 . The operation of this feature-region extraction circuit is as follows:

Similarly with the case of the embodiment of FIG. 4, the feature-region main-portion extracting circuit 21 extracts a skin-color region, occupying most of one's face-region. The extracted face-region, however, lacks different color regions such as the eyes, the eyebrows and the lips, and may include an region other than the face which was erroneously detected as a skin-color region because of a noise signal. Therefore, an extraction signal generated by the featureregion main-portion extracting circuit 21 is sent to the small region eliminating circuit 22 whereby a small region, erroneously extracted due to the effect of a noise signal, is eliminated from the extraction signal. The output of the small region eliminating circuit is stored to the frame memory 24 and a signal delayed by one frame is, returned to the small region eliminating circuit 22.

The small region eliminating circuit 22 may use detection Patterns shown in FIGS. 17A to 17D in the case an extraction signal delayed by one frame from the frame memory 24 is not a face-region and a detection pattern shown in FIG. 18 in the case the extraction signal delayed by one frame from the frame memory 24 is a face-region. In each the extraction signal delayed by one frame is not a face-region, a present extraction signal is compared with each of four detection patterns shown in FIGS. 17A to 17D and a center pixel of a window of $5 \times 5$ pixels is recognized as a region other than the face and is given a logical value of 0 when no match is found. In each of the detection patterns, a center pixel is recognized as a face-region when a logical product of 15 pixels shown in the form of a circle is 1 . On the other hand, in the case the extraction signal delayed by one frame is a face-region, a present extraction signal is compared with the detection pattern shown in FIG. 18 and a center pixel of a window of $3 \times 3$ pixels is recognized as a region other than the face and is given a logical value of 0 when no match is found. In this pattern, a center pixel is recognized as a face-region when a logical sum of 9 pixels shown in the form of a circle is 1 .

Another example of detection patterns may be applicable in the small region eliminating circuit 22: The detection patterns shown in FIGS. 19A to 19D are used for an extraction signal delayed by one frame from the frame memory 24. In the case they do not match any one of 4 detection patterns shown in FIGS. 19A to 19D and is not recognized as a face-region, the detection patterns shown in FIGS. 17A to 17D are used as the detection patterns for the present extraction signal. On the other hand, in the case they match any one of 4 detection patterns shown in FIGS. 19A to 19 D and is recognized as a face-region, the detection pattern shown in FIG. 18, is used as the detection pattern for the present extraction signal. In each of the detection patterns of FIGS. 19A to 19D, the extraction signal delayed by one frame is judged as a face-region when a logical product of 3 pixels shown in the form of a circle ( 0 ) is 1 or 1 pixel shown in the form of a black circle ( $)$ is 1.

In the case the extraction signal delayed by one frame is not a face-region, a present extraction signal is compared with each of 4 detection patterns shown in FIGS. 17A to 17D
and a center pixel of a window of $5 \times 5$ pixels is given a logical value of 0 as a region other than the face when no match is found. In this case, each pattern is used in such a way that the center pixel is recognized as the face-region when a logical product of 15 pixels, shown in the form of a circle, is 1 .

On the other hand, in the case the extraction signal is a face-region, a present extraction signal is compared with the detection pattern shown in FIG. 18 and a center pixel of a window of $3 \times 3$ pixels is given a logical value of 0 a region other than the face when no match is found. This detection pattern is used in such a way that the center pixel is recognized as the face-region when a logical sum of 9 pixels, shown in the form of a circle, is 1 .

These detection patterns provide a relaxed face-region criterion for the present extraction signal when the extraction signal delayed by one frame is a face-region. In short, a hysteresis characteristic is given to each face-region detection pattern for the present signal. This may increase the margin for noise to prevent the face-region from being extracted with flickers. The output signal of the small region eliminating circuit 22 enters the blank filling circuit 23 that, similarly to the case of the embodiment 1 , fills in dropout regions (the eyes, the eyebrows, the lips and so on) of the face-region with different colors other than the face's skincolor.

The above-mentioned face-region extraction method eliminates the possibility of erroneously extracting any moving object other than the face-region. A face-region can be extracted exactly along its contour line, therefore the face-region extraction signal may withstand the adaptive processing of portions other than the face-region, for example, with a low-pass filter, assuring that the subjective image quality is not impaired by unnaturally emphasized boundaries. According to the present invention, it is possible to prevent a face-region from being distorted with flickers that are easily detected by human eyes. This feature may considerably improve the subjective image quality.

Although the above-described embodiment is used for extracting the face-region of an image, it can extract any kind of feature-region other than the face by changing the thresholds for color difference signals. The small region eliminating circuit can also use detection patterns having other sizes than the windows of $3 \times 3$ and $5 \times 5$ pixels or may work with other patterns having like effects. Similar effects can be obtained by giving a hysteresis characteristic to thresholds of the feature-region extraction circuit or to detection patterns of the blank filling circuit.

According to the present invention, it is possible to obtain the same effects as those of the small region eliminating circuit and the blank filling circuit even if either of these circuits is not provided.

The feature-region extraction method according to the present invention can extract a face-region with no flicker noise by giving a hysteresis characteristic to a face-region criterion depending upon whether a pixel of a frame backed by $L$ frames ( $L$ is a positive integer) and/or its neighboring pixel is a feature-region or not.

FIG. 20 shows another example (embodiment 3) of a feature-region extraction circuit according to the present invention wherein a frame memory is indicated by numeral 31 and other components similar in function to those of FIG. 4 are given the same numerals.

The frame memory 31 generates a series of feature-region extraction signals of frame No . N ( N is a positive integer), $\mathbf{N}-1, \mathrm{~N}-2, \ldots \mathrm{~N}-\mathrm{M}$ ( M is a positive integer) through a
memory of $M$ frames ( $M$ is a positive integer). These feature-region extraction signals are weighted to get therefrom feature-region extraction signals $\mathrm{F}_{N}$ weighted to be adoptively processed by pre-filtering or quantification control.

The weighted feature-region extraction signal $F>$, is expressed as follows:

$$
F_{N}=\Sigma a_{N-r} \cdot \mathbf{K}_{r}
$$

where $\mathrm{a}_{N}$ indicates whether a feature-region extraction signal of a frame $N$ relates to a face-region ( $a_{N}=1$ ) or not ( $a_{N}=0$ : background region) and $K_{r}$ is a weight coefficient of a frame No. (N-I).

If $\mathbf{M}=3, \mathbf{K}$, can take, for example, any one of values (weight coefficient) shown in FIG. 21. In the case of the example (1) all of $K_{0}$ to $K_{3}$ are 1 . In the case of the example (2) $K_{0}$ and $K_{3}$ are 1 and $K_{1}$ and $K_{2}$ are 2 . In the case of the example (3), $\mathrm{K}_{\mathrm{o}}$ is $4, \mathrm{~K}_{1}$ is $2, \mathrm{~K}_{2}$ and $\mathrm{K}_{3}$ are 1.

When a two-dimensional pre-filter for processing a luminance signal, a color difference signal has a coefficient shown in FIG. 22, a variable of adaptive control can take, e.g., values shown in FIG. 23A and 23B. FIGS. 23A and 23B show adaptive control variables respectively in the case of not-weighted or weighted control. FIG. 23B shows a case that a feature-region extraction signal $\mathrm{F}_{N}$ is weighted as shown in the example (1) of FIG. 21. In case of the feature-region extraction signal $F_{N}$ being not-weighted, the coefficient $P$ of the two-dimensional pre-filter is equal to 1 and a variation $\Delta Q$ of a quantizing step size is equal to +10 when the feature-region extraction signal $F_{N}$ is 0 , whereas $\mathrm{P}=8$ and $\Delta Q=0$ when the signal $F_{N}$ is 1 . In case of the feature-region extraction signal $F_{N}$ being weighted, $P=1$ and $\Delta \mathrm{Q}=+10$ are obtained when the feature-region extraction signal $\mathrm{F}_{N}$ is $0 . \mathrm{P}=2$ and $\Delta \mathrm{Q}=+5$ are obtained when the signal $\mathrm{F}_{N}$ is $1, \mathrm{P}=4$ and $\Delta \mathrm{Q}=+2$ when the signal $\mathrm{F}_{N}$ is $2, \mathrm{P}=8$ and $\Delta \mathrm{Q}=0$ when the signal $\mathrm{F}_{N}$ is 3 , and $\mathrm{P}=8$ and $\Delta \mathrm{Q}=0$ when the signal $F_{N}$ is 4.

According to the present invention, it is possible to use an output signal of the blank filling circuit 3 as a feature-region extraction signal to be adoptively processed with a pre-filter or by quantization control. Furthermore, it is also possible to put an output signal from the blank filling circuit 3 into the frame memory 31 and use an output signal of the frame memory 31 as a feature-region extraction signal.

Application of the weighted feature-region extraction 5 signal may not impair the image quality even if the signal includes any erroneously detected portion. Noise may damage a feature-region extraction signal in such a way that a certain portion may be erroneously extracted with discontinuity of time. In such case, if adaptive control variables 50 shown in FIG. 23A are used, $P$ and $\Delta Q$ can considerably vary depending upon whether the feature-region extraction signal is 0 or 1 , resulting in that the signal includes flicker portions thus impairing the image quality. On the contrary, if weighted adaptive control variables shown in FIG. 23B are 5 used, the adaptive control variables vary smoothly as the feature-region extraction signal changes from 0 to 4 . This may reduce the deterioration of the image quality.

The face-region extraction method according to the present invention eliminates the possibility of erroneously extracting any moving object other than the face. Since the face-region can be extracted exactly along its contour line, the face-region extraction signal may withstand the adaptive processing of a background region with a low-pass filter or/and by quantization control for roughening the quantization step size of the background region/thereby assuring not to impair the subjective image quality with an unnaturally emphasized boundary.

Although the above-described embodiment is used for extracting the face-region of an image, it can extract any kind of feature-region other than a face by changing the thresholds for color difference signals. It is also possible to perform a feature-region extraction by using luminance signals in combination with color difference signals or by using color signals such as R, G, B and so on. The windows with different sizes other than $3 \times 3$ and $13 \times 13$ pixels may be applicable with like effects for small region elimination and blank filling processing. The feature-region extracting method, according to the present invention, can realize the fine extraction of a feature-region on an image without a small region eliminating circuit.
As this invention may be embodied in several forms without departing from the spirit of essential characteristics thereof, the present embodiment is therefore illustrative and not restrictive, since the scope of the invention is defined by the appended claims rather than by the description preceding them, and all changes that fall within metes and bounds of the claims, or equivalents of such metes and bounds are therefore intended to be embraced by the claims.

I claim:

1. A method of extracting a feature-region from a color image for purposes of image transmission in a transmission system having finite transmission capacity, comprising the steps of:
defining a color difference coordinate system having two axes, and representing each pixel of said color image by two respective color difference signals in said system;
identifying at least one region of contiguous pixels, based on whether their color difference signal values fall within a predetermined value range, as a small color difference region defined within said color difference coordinate system;
extracting an image region having color difference signals within said color difference region as the feature-region to which to apply preferential treatment, compared to a remaining portion of said color image; and
allocating a greater part of said finite information transmission capacity to said extracted feature-region as said preferential treatment, and a remaining part of said capacity to a non-extracted portion of said color image.
2. A method according to claim 1 which predetermines a small color difference region including feature color difference signals of a feature-region within a color difference coordinate system having two axes, each axis representing a respective color difference signal, and
extracts, as the feature-region, an image region having a color difference component in the predetermined small color difference region mentioned above.
3. A method of extracting a feature-region from a color image, according to claim 2 ,
wherein the predetermined small color difference region is a common region of two color difference signals, which are respectively binary signals, digitized by respective specified thresholds and wherein the featureregion is extracted therefrom.
4. A method according to claim 1, which extracts a feature-region along its contour line, together with dropout regions, which do not satisfy said predetermined criteria, but which are enclosed within the feature contour line of the feature-region.
5. A method according to claim 3 , wherein any dropout regions within the feature-region are filled in by applying predetermined detection patterns which consist of nearby pixels, and are weighted by distance.
6. A method of extracting a feature-region from a color image, according to claim 2 ,
wherein the feature-region is extracted from a plurality of predetermined small color difference regions.
7. A method of extracting a feature-region from a color image, according to claim 3 ,
wherein the feature-region is extracted from a plurality of predetermined small color difference regions.
