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DATA REPLICATION ACROSS SERVERS 

BACKGROUND OF THE INVENTION 

0001. The present invention relates generally to the field of 
computer storage systems, and more particularly to ensuring 
consistency in redundant backup systems. 
0002 Replication is a process by which redundant sys 
tems ensure consistency and synchronicity across multiple 
systems. In general, a replication process involves one or 
more source systems and at least one target system. The 
Source system typically controls the replication process. In 
Some cases, the source system is the primary server being 
updated and the target system serves as a redundant backup to 
the Source system. In this case, a replication process involves 
the source system determining what data is on the Source 
system that needs to be added to the target system in order to 
maintain consistency and synchronicity between the systems. 
After identifying the data to be transmitted from the source 
system to the target system, the source system packages the 
data into batches to efficiently transfer the data from the 
Source system to the target system. In other cases, data may 
also exist on the target server that needs to be transmitted to 
the source server in order to maintain consistency and Syn 
chronicity among the servers. 

SUMMARY 

0003 Embodiments of the present invention provide 
methods, systems, and computer program products for repli 
cating data between redundant sources. In one embodiment, 
during a reverse replication process, roles of a source system 
and target system are altered Such that the Source system 
transmits a request to the target system for one or more 
identified objects on the target system. The target system then 
generates one or more batches of objects comprising the one 
or more identified objects and transmits the one or more 
batches of objects to the source computer system. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0004 FIG. 1 is a functional block diagram illustrating a 
server replication environment, in accordance with an 
embodiment of the present invention; 
0005 FIG. 2 is a flowchart depicting operational steps of 
an Source replication program, on a source system within the 
environment of FIG. 1, inaccordance with an embodiment of 
the present invention; 
0006 FIG.3 is a flowchart depicting operational steps of a 
target replication program, on a target system within the 
environment of FIG. 1, inaccordance with an embodiment of 
the present invention; and 
0007 FIG. 4 depicts a block diagram of components of a 
system in the environment of FIG. 1, in accordance with an 
embodiment of the present invention. 

DETAILED DESCRIPTION 

0008 Embodiments of the present invention recognize 
that the replication process between servers often entails 
transmitting significantamounts of data among multiple serv 
ers in order to maintain consistency and synchronicity among 
redundant servers. Certain strategies for replication include 
one or more servers acting as source systems, while one or 
more other servers act as target systems. The Source systems 
control the replication process. The Source systems control 
the replication process by performing certain functions. Such 
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as determining the locations of files to be transferred to 
another server to maintain synchronicity and organizing the 
files to be transferred into batches for transmission. 
0009. In some cases, data exists on a target system that 
must be sent to the Source system to maintain consistency and 
synchronicity. This process is known as “reverse replication.” 
In this situation, the source-target architecture becomes inef 
ficient and time-consuming as the source system must acquire 
information about the data that it lacks from the target system. 
For example, a source system must determine the location of 
the files within the target system and the size of the files. The 
Source system then organizes the files to be transferred into 
batches. The source must then instruct the target system to 
retrieve the files, batch the files for transmission, and transfer 
the files to the source system. Such a process results in mul 
tiple communications between the Source system and the 
target system to ensure that the Source system has the requi 
site information to direct the reverse replication process. The 
information that the source system requires to direct the 
reverse replication is readily available to the target server 
without requiring additional communication between the 
Source system and the target system. Embodiments of the 
present invention disclose a mechanism for altering the roles 
of the source system and the target system during a reverse 
replication. 
00.10 Embodiments of the present invention will now be 
discussed with reference to several figures. FIG. 1 is a func 
tional block diagram illustrating a server replication environ 
ment ('environment'), generally designated 100, in accor 
dance with an exemplary embodiment of the present 
invention. Environment 100 includes source system 102 and 
target system 112 interconnected via network 120. 
0011 Network 120 can be, for example, a local area net 
work (LAN), a wide area network (WAN), such as the Inter 
net, a dedicated short range communications network, or any 
combination thereof, and may include wired, wireless, fiber 
optic, or any other connection known in the art. In general, the 
communication network can be any combination of connec 
tions and protocols that will Support communication between 
Source system 102 and target system 112. 
0012 Source system 102 and target system 112 can each 
be a specialized computer server, a desktop computer, a lap 
top computer, a tablet computer, a netbook computer, a per 
Sonal computer (PC), or any other computer system known in 
the art. In certain embodiments, Source system 102 and target 
system 112 represent computer systems utilizing clustered 
computers and components that act as a single pool of seam 
less resources when accessed through network 120, as is 
common in data centers with cloud computing applications. 
In general, Source system 102 and target system 112 are 
representative of any programmable electronic devices or 
combination of programmable electronic devices capable of 
reading machine readable program instructions and commu 
nicating with other computing devices via network 120. 
Source system 102 and target system 112 may each include 
internal and external hardware components, as depicted and 
described in further detail with respect to FIG. 4. 
0013 Source system 102 includes source replication pro 
gram 104 and source objects 106. In the exemplary embodi 
ment of FIG. 1, source replication program 104 is a software 
application capable of receiving instructions, for example, 
through a user interface (not shown), and communicating 
with target system 112 via network 120. Source objects 106 
includes data (e.g., computer readable files) and any associ 
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ated metadata stored on Source system 102. In the exemplary 
embodiment of FIG. 1, source objects 106 represent a set of 
stored computer objects, such as those stored in a database or 
file repository, and are intended to be match a similar set of 
objects (e.g., target objects 116) stored on one or more target 
systems (e.g., target system 112). 
0014 Target system 112 includes target replication pro 
gram 114 and target objects 116. In the exemplary embodi 
ment of FIG. 1, target replication program 114 is a Software 
application that directs the reverse replication process of 
objects from target objects 116 to source objects 106 in 
response to receiving an instruction from source replication 
program 104 to initiate the reverse replication operation. In 
the exemplary embodiment of FIG. 1, target objects 116 
represent a set of stored computer objects, such as those 
stored in a database or file repository, and, in a consistent and 
synchronized environment, contain identical copies of the 
objects stored in source objects 106. In the event that source 
system 102 undergoes a period of unavailability (e.g., during 
maintenance or failure), target objects 116 may be updated 
independently of source objects 106, necessitating a reverse 
replication from target system 112 to source system 102 in 
order to maintain consistency and synchronicity of environ 
ment 100. 

0015 Target system 112 is a redundant system that pro 
vides a back up to source system 102 in the event of mainte 
nance or failure of the Source system. In the event of mainte 
nance or failure of source system 102, target system 112 
becomes the primary access point to the objects stored in 
source objects 106 and target objects 116 which, in a syn 
chronized system, will contain copies of identical objects. 
During the time that source system 102 cannot be accessed 
(e.g., because of maintenance or failure) target objects 116 
can be updated by users accessing target objects 116 on target 
system 112, for example, through network 120. In some 
embodiments of the present invention, target system 112 can 
provide an independent access point for geographically dis 
persed users attempting to access the data maintained by 
source system 102 and target system 112. In these embodi 
ments, source system 102 and target system 112 may receive 
updates to source objects 106 and target objects 116, respec 
tively, independently. In Such embodiments, reverse replica 
tion may be necessary in order to maintain consistency and 
synchronicity among source system 102 and target system 
112. 

0016 FIG. 2 is a flowchart depicting operational steps of 
Source replication program 104, on Source system 102 within 
environment 100, in accordance with an exemplary embodi 
ment of the present invention. 
0017. In step 202, source replication program 104 receives 
an instruction to commence replication. In the exemplary 
embodiment of FIG. 2, source replication program 104 
receives the instruction to commence replication from a user 
providing instructions to source system 102, for example, 
through a user interface. In other embodiments, Source repli 
cation program 104 can receive the instruction to commence 
replication based on an automatic instruction generated based 
on regular time intervals (e.g., daily or hourly replications). In 
yet other embodiments, Source replication program 104 can 
receive the instruction to commence replication based on a 
triggering condition. For example, Source replication pro 
gram 104 can receive the instruction to commence replication 
any time that source system 102 detects that an object stored 
in source objects 106 is updated. 
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0018. In step 204, source replication program 104 identi 
fies one or more objects existing on target system 112 that do 
not exist on source system 102. In the exemplary embodiment 
of FIG. 2, each system (i.e., Source system 102 and target 
system 112) maintains an updated list of objects and their 
versions that another system in environment 100 can access 
and compare to its own list. For example, Source system 102 
maintains a current list, or log, of the objects stored in Source 
objects 106. In other embodiments, a baseline marker may be 
used instead of a list, such as a timestamp. If a timestamp is 
used, the timestamp may be sufficient for each system. The 
log also includes update and version information about the 
objects stored in source objects 106. Similarly, target system 
112 maintains a list or log of objects stored in target objects 
116, as well as any update or version information regarding 
those target objects. In the exemplary embodiment of FIG. 2, 
Source replication program 104 instructs Source system 102 
to compare the objects on the source log with those on the 
target log in order to identify any objects that are in target 
system 112 that are not in source system 102, including 
updated versions of previously existing objects. In other 
embodiments, source system 102 and target system 112 trans 
mit information from one system to the other each time an 
object on one system is updated or added. In these other 
embodiments, source replication program 104 identifies one 
or more objects existing on target system 112 but not on 
Source system 102 by receiving a transmission from target 
system 112 that informs source replication program 104 that 
an object in target objects 116 has been updated or added. 
0019. In step 206, source replication program 104 trans 
mits a “send data' request to target system 112 for each of the 
one or more objects identified in step 204 that exist on target 
system 112 but not on source system 102. As will be appre 
ciated by one skilled in the art, the “send data request can be 
in any language understood by source system 102 and target 
system 112 and capable of communicating a request for data. 
For example, the “send data request can be in a structured 
query language (SQL). In the exemplary embodiment 
depicted in FIG. 1, source system 102 transmits the “send 
data request via network 120. 
0020. In step 208, source replication program 104 trans 
mits an instruction to target system 112 to initiate a reverse 
replication process. In the exemplary embodiment of FIG. 2, 
Source replication program 104 transmits an instruction, via 
network 120, to target system 112 that instructs target system 
112 to initiate target replication program 114. The instruction 
to initiate the reverse replication process includes instructions 
for target system 112 to become the controlling system in 
environment 100. In response to receiving the instruction to 
initiate the reverse replication process, target system 112 
replaces source system 102 as the system controlling the 
replication process. That is, Source system 102 releases con 
trol of the replication process to target system 112 at least for 
the duration of the reverse replication. Alternatively, the 
Source system(s) and the target system(s) may replicate one 
another simultaneously after differences are determined 
between the systems. In various embodiments of the present 
invention, target system 112 becomes the system that identi 
fies the objects to be transferred, builds the batches of files for 
efficient transfer, and ultimately transfers the objects from 
target system 112 to source system 102. Accordingly, 
embodiments of the present invention reduces at least some of 
the inefficient communication between the source system and 
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the target system that can be necessary when the Source 
system controls the reverse replication process. 
0021 FIG. 3 is a flowchart depicting operational steps of 
target replication program 114, on target system 112 within 
the environment 100, in accordance with an exemplary 
embodiment of the present invention. 
0022. In step 302, target replication program 114 receives 
“send data requests for the identified objects that exist on 
target system 112 but do not exist on source system 102. In the 
exemplary embodiment of FIG. 3, target replication program 
114 receives the “send data requests that were sent by source 
replication program 104. In certain embodiments, target rep 
lication program 114 receives a “send data for each object 
that source replication program 104 identifies in step 204. In 
these embodiments, target replication program 114 maintains 
a list or table of the identified object which can be used as a 
reference in order to locate the identified objects and retrieve 
them to build batches for transmission to source system 102. 
In various embodiments, the 'send data' request also 
includes instructions to target replication program 114 to 
build batches of the identified objects in order to facilitate 
efficient transmission of the objects from target system 112 to 
Source system 102 in a reverse replication process. 
0023. In step 304, target replication program 114 builds 
batches of the identified objects for transmission from target 
system 112 to source system 102. In the exemplary embodi 
ment, target replication program 114 uses an optimizing algo 
rithm for building batches of objects for efficient transfer to 
source system 102. Target system 112 accesses the log of 
“send data requests that were received, and then locates the 
objects in target objects 116. The objects retrieved from target 
objects 116 can be packaged into batches of objects for effi 
cient transmission. Because target system 112 is performing 
the reverse replication, certain actions that result in increased 
communication between the source system and the target 
system can be avoided during the batch building process. For 
example, target system 112 does not need to validate the 
presence or location of the data objects. Because target 
objects 116 are stored within target system 112, target system 
112 can access target objects 116 at will. In a reverse repli 
cation process controlled by source system 102, communica 
tion between source system 102 and target system 112 would 
be necessary in order to identify and locate the objects for 
transmission prior to source system 102 building batches. 
0024. In step 306, target replication program 114 receives 
an instruction to initiate a reverse replication process. In the 
exemplary embodiment of FIG. 3, target replication program 
114 receives the instruction to commence replication from a 
user providing instructions to target system 112, for example, 
through a user interface. In other embodiments, target repli 
cation program 114 can receive the instruction to commence 
replication based on an automatic instruction generated based 
on regular time intervals (e.g., daily or hourly replications). In 
yet other embodiments, target replication program 114 can 
receive the instruction to commence replication based on a 
triggering condition. For example, target replication program 
114 can receive the instruction to commence replication any 
time that a threshold number of batches is reached for trans 
mission. 
0025. In step 308, target replication program 114 transmits 
the batches of objects to source system 102. In the exemplary 
embodiment of FIG. 3, target replication program 114 trans 
mits each batch containing new or updated objects to Source 
system 102 via network 120. Accordingly, source system 102 
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receives the batches of objects which can be used to add to or 
replace objects in source objects 106. 
0026 FIG. 4 depicts a block diagram of components of 
Source system 102 and target system 112, in accordance with 
an illustrative embodiment of the present invention. It should 
be appreciated that FIG. 4 provides only an illustration of one 
implementation and does not imply any limitations with 
regard to the environments in which different embodiments 
may be implemented. Many modifications to the depicted 
environment may be made. 
0027 Source system 102 and target system 112 include 
communications fabric 402, which provides communications 
between computer processor(s) 404, memory 406, persistent 
storage 408, communications unit 412, and input/output 
(110) interface(s) 414. Communications fabric 402 can be 
implemented with any architecture designed for passing data 
and/or control information between processors (such as 
microprocessors, communications and network processors, 
etc.), system memory, peripheral devices, and any otherhard 
ware components within a system. For example, communi 
cations fabric 402 can be implemented with one or more 
buses. 
0028. Memory 406 and persistent storage 408 are com 
puter-readable storage media. In this embodiment, memory 
406 includes random access memory (RAM) 416 and cache 
memory 418. In general, memory 406 can include any Suit 
able Volatile or non-volatile computer-readable storage 
media. 
0029 Source replication program 104 and target replica 
tion program 114 are stored in persistent storage 408 of 
Source system 102 and target system 112, respectively, for 
access and/or execution by one or more of the respective 
computer processors 404 via one or more memories of 
memory 406. In this embodiment, persistent storage 408 
includes a magnetic hard disk drive. Alternatively, or in addi 
tion to a magnetic hard disk drive, persistent storage 408 can 
include a solid State hard drive, a semiconductor Storage 
device, read-only memory (ROM), erasable programmable 
read-only memory (EPROM), flash memory, or any other 
computer-readable storage media that is capable of storing 
program instructions or digital information. 
0030 The media used by persistent storage 408 may also 
be removable. For example, a removable hard drive may be 
used for persistent storage 408. Other examples include opti 
cal and magnetic disks, thumb drives, and Smart cards that are 
inserted into a drive for transfer onto another computer-read 
able storage medium that is also part of persistent storage 408. 
0031 Communications unit 412, in these examples, pro 
vides for communications with other data processing systems 
or devices. In these examples, communications unit 412 
includes one or more network interface cards. Communica 
tions unit 412 may provide communications through the use 
of either or both physical and wireless communications links. 
Source replication program 104 and target replication pro 
gram 114 may be downloaded to persistent storage 408 
through communications unit 412. 
0032 I/O interface(s) 414 allows for input and output of 
data with other devices that may be connected to source 
system 102 and/or target system 112. For example, I/O inter 
face(s) 4.14 may provide a connection to external devices 420 
Such as a keyboard, keypad, a touchscreen, and/or some other 
suitable input device. External devices 420 can also include 
portable computer-readable storage media Such as, for 
example, thumb drives, portable optical or magnetic disks, 
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and memory cards. Software and data used to practice 
embodiments of the present invention, e.g., Source replication 
program 104 and target replication program 114, can be 
stored on Such portable computer-readable storage media and 
can be loaded onto persistent storage 408 via I/O interface(s) 
414. I/O interface(s) 4.14 also connect to a display 422. 
0033 Display 422 provides a mechanism to display data 
to a user and may be, for example, a computer monitor. 
0034. The programs described herein are identified based 
upon the application for which they are implemented in a 
specific embodiment of the invention. However, it should be 
appreciated that any particular program nomenclature herein 
is used merely for convenience, and thus the invention should 
not be limited to use solely in any specific application iden 
tified and/or implied by such nomenclature. 
0035. The flowchart and block diagrams in the Figures 
illustrate the architecture, functionality, and operation of pos 
sible implementations of systems, methods, and computer 
program products according to various embodiments of the 
present invention. In this regard, each block in the flowchart 
or block diagrams may represent a module, segment, or por 
tion of instructions, which comprises one or more executable 
instructions for implementing the specified logical function 
(s). In some alternative implementations, the functions noted 
in the block may occur out of the order noted in the figures. 
For example, two blocks shown in Succession may, in fact, be 
executed Substantially concurrently, or the blocks may some 
times be executed in the reverse order, depending upon the 
functionality involved. It will also be noted that each block of 
the block diagrams and/or flowchart illustration, and combi 
nations of blocks in the block diagrams and/or flowchart 
illustration, can be implemented by special purpose hard 
ware-based systems that perform the specified functions or 
acts or carry out combinations of special purpose hardware 
and computer instructions. 
0036. The present invention may be a system, a method, 
and/or a computer program product. The computer program 
product may include a computer readable storage medium (or 
media) having computer readable program instructions 
thereon for causing a processor to carry out aspects of the 
present invention. 
0037. The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device. The computer readable 
storage medium may be, for example, but is not limited to, an 
electronic storage device, a magnetic storage device, an opti 
cal storage device, an electromagnetic storage device, a semi 
conductor storage device, or any Suitable combination of the 
foregoing. A non-exhaustive list of more specific examples of 
the computer readable storage medium includes the follow 
ing: a portable computer diskette, a hard disk, a random 
access memory (RAM), a read-only memory (ROM), an eras 
able programmable read-only memory (EPROM or Flash 
memory), a static random access memory (SRAM), a por 
table compact disc read-only memory (CD-ROM), a digital 
versatile disk (DVD), a memory stick, a floppy disk, a 
mechanically encoded device Such as punch-cards or raised 
structures in a groove having instructions recorded thereon, 
and any suitable combination of the foregoing. A computer 
readable storage medium, as used herein, is not to be con 
Strued as being transitory signals perse, such as radio waves 
or other freely propagating electromagnetic waves, electro 
magnetic waves propagating through a waveguide or other 
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transmission media (e.g., light pulses passing through a fiber 
optic cable), or electrical signals transmitted through a wire. 
0038 Computer readable program instructions described 
herein can be downloaded to respective computing/process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a network, 
for example, the Internet, a local area network, a wide area 
network and/or a wireless network. The network may com 
prise copper transmission cables, optical transmission fibers, 
wireless transmission, routers, firewalls, Switches, gateway 
computers and/or edge servers. A network adapter card or 
network interface in each computing/processing device 
receives computer readable program instructions from the 
network and forwards the computer readable program 
instructions for storage in a computer readable storage 
medium within the respective computing/processing device. 
0039 Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions, instruction-set-architecture (ISA) instructions, 
machine instructions, machine dependent instructions, 
microcode, firmware instructions, state-setting data, or either 
Source code or object code written in any combination of one 
or more programming languages, including an object ori 
ented programming language Such as Smalltalk, C++ or the 
like, and conventional procedural programming languages, 
Such as the “C” programming language or similar program 
ming languages. The computer readable program instructions 
may execute entirely on the user's computer, partly on the 
users computer, as a stand-alone Software package, partly on 
the user's computer and partly on a remote computer or 
entirely on the remote computer or server. In the latter sce 
nario, the remote computer may be connected to the user's 
computer through any type of network, including a local area 
network (LAN) or a wide area network (WAN), or the con 
nection may be made to an external computer (for example, 
through the Internet using an Internet Service Provider). In 
Some embodiments, electronic circuitry including, for 
example, programmable logic circuitry, field-programmable 
gate arrays (FPGA), or programmable logic arrays (PLA) 
may execute the computer readable program instructions by 
utilizing state information of the computer readable program 
instructions to personalize the electronic circuitry, in order to 
perform aspects of the present invention. 
004.0 Aspects of the present invention are described 
herein with reference to flowchart illustrations and/or block 
diagrams of methods, apparatus (systems), and computer pro 
gram products according to embodiments of the invention. It 
will be understood that each block of the flowchart illustra 
tions and/or block diagrams, and combinations of blocks in 
the flowchart illustrations and/or block diagrams, can be 
implemented by computer readable program instructions. 
0041. These computer readable program instructions may 
be provided to a processor of a general purpose computer, 
special purpose computer, or other programmable data pro 
cessing apparatus to produce a machine, such that the instruc 
tions, which execute via the processor of the computer or 
other programmable data processing apparatus, create means 
for implementing the functions/acts specified in the flowchart 
and/or block diagram block or blocks. These computer read 
able program instructions may also be stored in a computer 
readable storage medium that can direct a computer, a pro 
grammable data processing apparatus, and/or other devices to 
function in a particular manner, Such that the computer read 
able storage medium having instructions stored therein com 
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prises an article of manufacture including instructions which 
implement aspects of the function/act specified in the flow 
chart and/or block diagram block or blocks. 
0042. The computer readable program instructions may 
also be loaded onto a computer, other programmable data 
processing apparatus, or other device to cause a series of 
operational steps to be performed on the computer, other 
programmable apparatus or other device to produce a com 
puter implemented process, such that the instructions which 
execute on the computer, other programmable apparatus, or 
other device implement the functions/acts specified in the 
flowchart and/or block diagram block or blocks. 
0043. The flowchart and block diagrams in the figures 
illustrate the architecture, functionality, and operation of pos 
sible implementations of systems, methods, and computer 
program products according to various embodiments of the 
present invention. In this regard, each block in the flowchart 
or block diagrams may represent a module, segment, or por 
tion of instructions, which comprises one or more executable 
instructions for implementing the specified logical function 
(s). In some alternative implementations, the functions noted 
in the block may occur out of the order noted in the figures. 
For example, two blocks shown in Succession may, in fact, be 
executed Substantially concurrently, or the blocks may some 
times be executed in the reverse order, depending upon the 
functionality involved. It will also be noted that each block of 
the block diagrams and/or flowchart illustration, and combi 
nations of blocks in the block diagrams and/or flowchart 
illustration, can be implemented by special purpose hard 
ware-based systems that perform the specified functions or 
acts or carry out combinations of special purpose hardware 
and computer instructions. 
0044) The descriptions of the various embodiments of the 
present invention have been presented for purposes of illus 
tration, but are not intended to be exhaustive or limited to the 
embodiments disclosed. Many modifications and variations 
will be apparent to those of ordinary skill in the art without 
departing from the scope and spirit of the invention. The 
terminology used herein was chosen to best explain the prin 
ciples of the embodiment, the practical application or techni 
cal improvement over technologies found in the marketplace, 
or to enable others of ordinary skill in the art to understand the 
embodiments disclosed herein. 
What is claimed is: 
1. A method for replicating data between redundant 

resources, the method comprising: 
receiving, at a source computer system, an instruction to 

replicate the source computer system and a target com 
puter system; 

identifying, by one or more computer processors, one or 
more objects stored in the target computer system that 
are not stored in the source computer system; 

transmitting, by one or more computer processors, a 
request from the Source computer system to the target 
computer system for the one or more identified objects; 

generating, at the target computer, one or more batches of 
objects comprising the one or more identified objects; 
and 

transmitting the one or more batches of objects from the 
target computer system to the source computer system. 

2. The method of claim 1, further comprising: 
responsive to transmitting the request from the source com 

puter system to the target computer system for the one or 
more identified objects, transmitting an instruction from 
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the Source computer system to the target computer sys 
tem to build the one or more batches of objects. 

3. The method of claim 1, wherein identifying the one or 
more objects stored in the target computer system that are not 
stored in the source computer system comprises: 

determining, by one or more computer processors, that the 
Source computer system is unavailable for a period of 
time; and 

generating, by one or more computer processors, a list of 
one or more objects in the target system that are created, 
modified, or deleted during the period of time for which 
the Source computer system is unavailable. 

4. The method of claim 1, wherein identifying the one or 
more objects stored in the target computer system that are not 
stored in the source computer system comprises: 

comparing, by one or more computer processors, a first list 
of objects on the Source computer system with a second 
list of objects on the target computer system to identify 
one or more objects in the second list of objects that are 
not in the first list of objects. 

5. The method of claim 1, further comprising: 
responsive to transmitting the request from the source com 

puter system to the target computer system for the one or 
more identified objects, transmitting, from the source 
computer system to the target computer system, an 
instruction to initiate a replication operation. 

6. The method of claim 1, wherein the request from the 
Source computer system to the target computer system for the 
one or more identified objects comprises a request in a struc 
tured query language. 

7. The method of claim 1, wherein the source computer 
system receives the instruction to replicate the source com 
puter system and the target computer system in response to 
detecting that one or more objects stored in the source com 
puter system have been modified since a previous replication. 

8. A computer program product for replicating data 
between redundant resources, the computer program product 
comprising: 

one or more computer-readable storage media and pro 
gram instructions stored on the one or more computer 
readable storage media, the program instructions com 
prising: 
program instructions to receive, at a source computer 

system, an instruction to replicate the source com 
puter system and a target computer system; 

program instructions to identify one or more objects 
stored in the target computer system that are not 
stored in the Source computer system; 

program instructions to transmit a request from the 
Source computer system to the target computer sys 
tem for the one or more identified objects: 

program instructions to generate, at the target computer, 
one or more batches of objects comprising the one or 
more identified objects; and 

program instructions to transmit the one or more batches 
of objects from the target computer system to the 
Source computer system. 

9. The computer program product of claim 8, wherein the 
program instructions stored on the one or more computer 
readable storage media further comprise: 

program instructions to, responsive to transmitting the 
request from the Source computer system to the target 
computer system for the one or more identified objects, 
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transmit an instruction from the Source computer system 
to the target computer system to build the one or more 
batches of objects. 

10. The computer program product of claim 8, wherein the 
program instructions to identify one or more objects stored in 
the target computer system that are not stored in the Source 
computer system comprise: 

program instructions to determine that the Source computer 
system is unavailable for a period of time; and 

program instructions to generate a list of one or more 
objects in the target system that are created, modified, or 
deleted during the period of time for which the source 
computer system is unavailable. 

11. The computer program product of claim 8, wherein the 
program instructions to identify one or more objects stored in 
the target computer system that are not stored in the Source 
computer system comprise: 

program instructions to compare a first list of objects on the 
Source computer system with a second list of objects on 
the target computer system to identify one or more 
objects in the second list of objects that are not in the first 
list of objects. 

12. The computer program product of claim 8, wherein the 
program instructions stored on the one or more computer 
readable storage media further comprise: 

program instructions to, responsive to transmitting the 
request from the Source computer system to the target 
computer system for the one or more identified objects, 
transmit, from the Source computer system to the target 
computer system, an instruction to initiate a replication 
operation. 

13. The computer program product of claim 8, wherein the 
request from the source computer system to the target com 
puter system for the one or more identified objects comprises 
a request in a structured query language. 

14. The computer program product of claim 8, wherein the 
Source computer system receives the instruction to replicate 
the source computer systemand the target computer system in 
response to detecting that one or more objects stored in the 
Source computer system have been modified since a previous 
replication. 

15. A computer system for replicating data between redun 
dant resources, the computer system comprising: 

one or more computer processors; 
one or more computer-readable storage media; 
program instructions stored on the computer-readable stor 

age media for execution by at least one of the one or 
more processors, the program instructions comprising: 
program instructions to receive, at a source computer 

system, an instruction to replicate the Source com 
puter system and a target computer system; 

program instructions to identify one or more objects 
stored in the target computer system that are not 
stored in the Source computer system; 
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program instructions to transmit a request from the 
Source computer system to the target computer sys 
tem for the one or more identified objects: 

program instructions to generate, at the target computer, 
one or more batches of objects comprising the one or 
more identified objects; and 

program instructions to transmit the one or more batches 
of objects from the target computer system to the 
Source computer system. 

16. The computer system of claim 15, wherein the program 
instructions stored on the computer-readable storage media 
further comprise: 

program instructions to, responsive to transmitting the 
request from the Source computer system to the target 
computer system for the one or more identified objects, 
transmit an instruction from the Source computer system 
to the target computer system to build the one or more 
batches of objects. 

17. The computer system of claim 15, wherein the program 
instructions to identify one or more objects stored in the target 
computer system that are not stored in the source computer 
system comprise: 

program instructions to determine that the Source computer 
system is unavailable for a period of time; and 

program instructions to generate a list of one or more 
objects in the target system that are created, modified, or 
deleted during the period of time for which the source 
computer system is unavailable. 

18.The computer system of claim 15, wherein the program 
instructions to identify one or more objects stored in the target 
computer system that are not stored in the source computer 
system comprise: 

program instructions to compare a first list of objects on the 
Source computer system with a second list of objects on 
the target computer system to identify one or more 
objects in the second list of objects that are not in the first 
list of objects. 

19. The computer system of claim 15, wherein the program 
instructions stored on the computer-readable storage media 
further comprise: 

program instructions to, responsive to transmitting the 
request from the Source computer system to the target 
computer system for the one or more identified objects, 
transmit, from the Source computer system to the target 
computer system, an instruction to initiate a replication 
operation. 

20. The computer system of claim 15, wherein the source 
computer system receives the instruction to replicate the 
Source computer system and the target computer system in 
response to detecting that one or more objects stored in the 
Source computer system have been modified since a previous 
replication. 


