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(57) Zusammenfassung: Großdatennetzwerk oder -system
für ein Prozesssteuerungssystem oder eine Anlage, welches
einen Großdatenapparat einschließt, der einen Datenspei-
cherbereich, der konfiguriert ist, um unter Verwendung eines
gemeinsamen Datenschemas mehrere Typen von Prozess-
daten und/oder Anlagedaten (wie Konfigurations- und Echt-
zeitdaten) zu speichern, die in dem Prozesssteuerungssys-
tem verwendet, in diesem generiert oder von diesem emp-
fangen werden, und ein oder mehrere Datenempfängerre-
chenvorrichtungen einschließt, um die Daten von mehreren
Knoten oder Vorrichtungen zu empfangen. Die Daten kön-
nen an den Knoten gecacht und mit Zeitstempel versehen
und zur Speicherung an den Großdatenapparat gestreamt
werden. Das Prozesssteuerungssystem-Großdatensystem
stellt Dienste und/oder Datenanalysen bereit, um automa-
tisch oder manuell vorschreibende und/oder prognostische
Kenntnisse herauszufinden, und um bezogen auf die gefun-
denen Kenntnisse Änderungen und/oder Zusätze an dem
Prozesssteuerungssystem und dem Set der Dienste und/
oder Analysen vorzunehmen, um das Prozesssteuerungs-
system oder die Anlage zu optimieren.
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Beschreibung

TECHNISCHES GEBIET

[0001]  Die vorliegende Offenbarung betrifft allge-
mein Prozessanlagen und Prozesssteuerungssyste-
me und insbesondere die Verwendung von Großda-
ten in Prozessanlagen und im Prozesssteuerungs-
system.

HINTERGRUND

[0002]  Verteilte Prozesssteuerungssysteme, wie je-
ne, die in chemischen, Erdöl- und anderen Pro-
zessanlagen verwendet werden, schließen typischer-
weise einen oder mehrere Prozesscontroller ein,
die kommunikativ über analoge, digitale oder kom-
biniert analog/digitale Busse an eine oder mehre-
re Feldvorrichtungen gekoppelt sind, oder über ei-
ne drahtlose Kommunikationsverbindung oder ein
Netzwerk. Die Feldvorrichtungen, die beispielswei-
se Ventile, Ventilpositionierer, Schalter und Sender
(z. B. Temperatur-, Druck-, Pegel- und Durchfluss-
ratensensoren) sein können, befinden sich innerhalb
der Prozessumgebung und führen allgemein physi-
sche oder Prozesssteuerungsfunktionen durch, wie
das Öffnen oder Schließen von Ventilen, das Mes-
sen von Prozessparametern, usw., um einen oder
mehrere Prozesse zu steuern, die innerhalb der Pro-
zessanlage oder des Systems ausgeführt werden.
Intelligente Feldvorrichtungen, wie die Feldvorrich-
tungen, die nach dem wohlbekannten Fieldbuspro-
tokoll arbeiten, können auch Steuerungsberechnun-
gen, Alarmfunktionen und andere Steuerungsfunk-
tionen durchführen, die üblicherweise innerhalb des
Controllers implementiert sind. Die Prozesscontrol-
ler, die sich typischerweise auch innerhalb der An-
lagenumgebung befinden, empfangen Signale, die
Prozessmessungen angeben, die von den Feldvor-
richtungen durchgeführt werden, und/oder andere In-
formationen, die die Feldvorrichtungen betreffen, und
führen eine Controlleranwendung aus, bei der bei-
spielsweise unterschiedliche Steuerungsmodule lau-
fen, die Prozesssteuerungsentscheidungen treffen,
Steuerungssignale basierend auf empfangenen In-
formationen generieren und mit den Steuerungsmo-
dulen oder -blöcken koordinieren, die in den Feldvor-
richtungen durchgeführt werden, wie HART®, Wire-
lessHART®, und FOUNDATION® Fieldbus-Feldvor-
richtungen. Die Steuerungsmodule in dem Control-
ler senden die Steuerungssignale über die Kommuni-
kationsleitungen oder -verbindungen zu den Feldvor-
richtungen, um dadurch den Betrieb von mindestens
einem Teil der Prozessanlage oder des Systems zu
steuern.

[0003]  Informationen von den Feldvorrichtungen
und dem Controller werden üblicherweise über ei-
ne Datenautobahn einer oder mehreren Hardware-
vorrichtungen zur Verfügung gestellt, wie Arbeitssta-

tionen von Bedienpersonal, PCs oder Rechenvor-
richtungen, Datenhistorien, Berichtgeneratoren, zen-
tralisierten Datenbanken oder anderen zentralisier-
ten administrativen Rechenvorrichtungen, die sich
typischerweise in Kontrollräumen oder anderen Or-
ten befinden, die von der aggressiveren Anlagen-
umgebung entfernt liegen. Jede dieser Hardwarevor-
richtungen ist typischerweise über die Prozessanla-
ge oder über einen Teil der Prozessanlage zentra-
lisiert. Diese Hardwarevorrichtungen führen Anwen-
dungen aus, die es beispielsweise einer Bedienper-
son ermöglichen, Funktionen zur Steuerung eines
Prozesses und/oder zum Betreiben der Prozessan-
lage durchzuführen, wie das Ändern von Einstellun-
gen der Prozesssteuerungsroutine, Modifizieren des
Betriebs der Steuermodule innerhalb der Control-
ler oder der Feldvorrichtungen, Anzeigen des aktu-
ellen Zustands des Prozesses, Anzeigen von Alar-
men, die von Feldvorrichtungen und Controllern ge-
neriert wurden, Simulieren des Betriebs des Pro-
zesses zur Schulung von Personal oder zum Test
der Prozesssteuerungssoftware, Pflegen und Aktua-
lisieren einer Konfigurationsdatenbank, usw. Die von
den Hardwarevorrichtungen, Controllern und Feld-
vorrichtungen verwendete Datenautobahn kann ei-
nen verdrahteten Kommunikationsweg, einen draht-
losen Kommunikationsweg oder eine Kombination
von verdrahteten und drahtlosen Kommunikations-
wegen einschließen.

[0004]  Das DeltaVTM Steuerungssystem, das von
Emerson Process Management angeboten wird,
schließt mehrere Anwendungen ein, die in unter-
schiedlichen Vorrichtungen gespeichert und in die-
sen ausgeführt werden, die sich an verschiedenen
Stellen innerhalb einer Prozessanlage befinden. Eine
Konfigurationsanwendung, die auf einer oder mehre-
ren Arbeitsstationen oder Rechenvorrichtungen liegt,
ermöglicht Anwendern das Erstellen oder Ändern von
Prozesssteuerungsmodulen und das Herunterladen
dieser Prozesssteuermodule über eine Datenauto-
bahn auf dedizierte verteilte Controller. Diese Steu-
ermodule sind in der Regel aus kommunikativ mitein-
ander verbundenen Funktionsblöcken zusammenge-
setzt, die in einem objektorientierten Programmier-
protokoll Objekte sind, die innerhalb des Steuersche-
mas, das auf Eingaben in dieses basiert, Funktio-
nen durchführen und Ausgaben an andere Funktions-
blöcke innerhalb des Steuerschemas bereitstellen.
Die Konfigurationsanwendung kann einem Konfigu-
rationsdesigner auch ermöglichen, Benutzerschnitt-
stellen zu erstellen oder zu verändern, die durch ei-
ne Anzeigeanwendung verwendet werden, um einer
Bedienperson Daten anzuzeigen und es der Bedien-
person zu ermöglichen, Einstellungen, wie Sollwert-
punkte, innerhalb der Prozesssteuerroutinen zu än-
dern. Jeder dedizierte Controller und in einigen Fäl-
len eine oder mehrere Feldvorrichtungen speichern
eine jeweilige Controlleranwendung und führen die-
se aus, die dieser zugeordnete und an diese her-
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untergeladene Steuermodule ausführt, um tatsäch-
liche Prozesssteuerfunktionalität zu implementieren.
Die Anzeigeanwendungen, die auf einer oder mehre-
ren Arbeitsstationen von Bedienpersonen (oder an ei-
ner oder mehreren Fernrechenvorrichtungen in kom-
munikativer Verbindung mit der Arbeitsstation der Be-
dienperson und der Datenautobahn) ausgeführt wer-
den können, empfangen über die Datenautobahn Da-
ten von der Controlleranwendung und zeigen diese
Daten Prozesssteuerungssystemdesignern, Bedien-
personen oder Anwendern über die Benutzerschnitt-
stellen an, und sie können beliebige Anzahlen unter-
schiedlicher Ansichten bereitstellen, wie eine Bedien-
personansicht, eine Ingenieursansicht, eine Techni-
keransicht, usw. Eine Datenhistorienanwendung wird
typischerweise in einer Datenhistorienvorrichtung ge-
speichert und von dieser ausgeführt, die einige oder
alle der über die Datenautobahn bereitgestellten Da-
ten sammelt und speichert, während eine Konfigu-
rationsdatenbankanwendung noch auf einem weite-
ren Computer laufen kann, der mit der Datenauto-
bahn verbunden ist, um die aktuelle Prozesssteuer-
routinenkonfiguration und damit assoziierte Daten zu
speichern. Die Konfigurationsdatenbank kann sich al-
ternativ auf der selben Arbeitsstation wie die Konfigu-
rationsanwendung befinden.

[0005] Die Architektur von zurzeit bekannten Pro-
zesssteueranlagen und Prozesssteuerungssyste-
men wird durch den begrenzten Speicher von Con-
troller und Vorrichtung, die Kommunikationsband-
breite und die Fähigkeiten des Controller- und
Vorrichtungsprozessors stark beeinflusst. In zur-
zeit bekannten Prozesssteuerungssystemarchitektu-
ren wird beispielsweise die Verwendung des dyna-
mischen und statischen nichtflüchtigen Speichers im
Controller üblicherweise minimiert oder mindestens
sorgfältig gemanagt. Infolgedessen muss ein Benut-
zer während der Systemkonfiguration (z. B. a prio-
ri) typischerweise auswählen, welche Daten in dem
Controller archiviert oder gespeichert werden sollen,
wie häufig gespeichert werden soll und ob Kompres-
sion verwendet werden soll oder nicht, und der Con-
troller wird demnach mit diesem begrenzten Set von
Datenregeln konfiguriert. Daten, die in Fehlersuche
und Prozessanalyse brauchbar sein könnten, wer-
den demnach oft nicht archiviert, und wenn sie ge-
sammelt werden, sind die brauchbaren Informationen
möglicherweise infolge von Datenkompression verlo-
ren gegangen.

[0006]  Um zudem die Speichernutzung in zurzeit
bekannten Prozesssteuerungssystemen zu minimie-
ren, werden ausgewählte Daten, die archiviert oder
gespeichert werden sollen (wie durch die Konfigurati-
on des Controllers angegeben wird) zur Speicherung
in einer passenden Datenhistorie oder einem Daten-
silo an die Arbeitsstation oder Rechenvorrichtung be-
richtet. Die aktuellen Techniken, die zum Berichten
der Daten verwendet werden, nutzen Kommunikati-

onsressourcen schlecht aus und legen dem Control-
ler exzessive Last auf. Aufgrund der Zeitverzögerun-
gen in der Kommunikation und Abtastung in der His-
torie oder dem Silo sind die Datensammlung und Ver-
gabe des Zeitstempels oft mit dem tatsächlichen Pro-
zess nicht synchronisiert.

[0007] Um die Nutzung des Controllerspeichers zu
minimieren, bleiben in ähnlicher Weise in Chargen-
prozesssteuerungssystemen Chargenrezepte und
Momentaufnahmen der Controllerkonfiguration typi-
scherweise in einer zentralisierten administrativen
Rechenvorrichtung oder einem zentralisierten admi-
nistrativen Ort (z. B. in einem Datensilo oder einer
Historie) gespeichert und werden nur bei Bedarf an
einen Controller übertragen. Eine derartige Strate-
gie bringt erhebliche Stoßlasten in den Controller
und Kommunikationen zwischen der Arbeitsstation
oder der zentralisierten administrativen Rechenvor-
richtung und dem Controller ein.

[0008] Die Fähigkeits- und Leistungseinschränkun-
gen relationaler Datenbanken von derzeit bekannten
Prozesssteuerungssystemen spielen ferner in Kom-
bination mit den bislang hohen Kosten für Platten-
speicherung eine große Rolle bei der Strukturie-
rung von Daten in unabhängige Entitäten oder Si-
los, um die Ziele spezieller Anwendungen zu erfüllen.
Beispielsweise werden innerhalb des DeltaVTM Sys-
tems Archivierungen von Prozessmodellen, fortlau-
fenden Historiendaten und Chargen- und Ereignisda-
ten in drei unterschiedlichen Anwendungsdatenban-
ken oder Datensilos gespeichert. Jedes Silo hat ei-
ne andere Benutzerschnittstelle, um auf die darin ge-
speicherten Daten zuzugreifen.

[0009] Wenn die Daten auf diese Weise strukturiert
werden, entsteht eine Barriere in der Weise, wie
auf historisierte Daten zugegriffen und diese verwen-
det werden. Die wahre Ursache von Schwankungen
der Produktqualität kann beispielsweise mit Daten in
mehr als einem dieser Datensilos assoziiert sein. Auf-
grund der unterschiedlichen Dateistrukturen der Silos
ist es jedoch nicht möglich, Tools bereitzustellen, die
den raschen und einfachen Zugriff auf diese Daten
zur Analyse ermöglichen. Audit- und Synchronisati-
onsfunktionen müssen zudem durchgeführt werden,
um zu gewährleisten, dass Daten über unterschiedli-
che Silos konsistent sind.

[0010]  Die zuvor erörterten Einschränkungen der-
zeit bekannter Prozessanlagen und Prozesssteue-
rungssysteme und andere Einschränkungen können
sich in unerwünschter Weise während des Betriebs
und der Optimierung von Prozessanlagen oder Pro-
zesssteuerungssystemen manifestieren, beispiels-
weise während des Betriebs der Anlage, bei der Feh-
lerbehebung und/oder prognostischen Modellierung.
Solche Einschränkungen erzwingen beispielsweise
mühselige und lange Arbeitsabläufe, die durchge-
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führt werden müssen, um Daten zur Fehlerbehebung
und zur Generierung aktualisierter Modelle zu erhal-
ten. Die erhaltenen Daten können zudem infolge von
Datenkompression, unzureichender Bandbreite oder
Zeitstempelverschiebungen ungenau sein.

[0011] „Großdaten” bezieht sich allgemein auf eine
Sammlung von einem oder mehreren Datensets, die
so groß oder komplex sind, dass traditionelle Da-
tenbankmanagementtools und/oder Datenverarbei-
tungsanwendungen (z. B. relationale Datenbanken
und Statistikpakete für den Desktop) nicht in der La-
ge sind, die Datensets innerhalb einer hinnehmbaren
Zeit zu managen. Anwendungen, die Großdaten ver-
wenden, sind in der Regel transaktional und endan-
wendergesteuert oder -fokussiert. Web-Suchmaschi-
nen, Anwendungen in sozialen Medien, Marketingan-
wendungen und Einzelhandelanwendungen können
beispielsweise Großdaten nutzen und manipulieren.
Großdaten können von einer verteilten Datenbank
unterstützt werden, die die Parallelverarbeitungsfä-
higkeiten von modernen Multiprozess-Mehrkernser-
vern in vollem Maße nutzen.

KURZFASSUNG

[0012]  Ein Prozesssteuerungssystem-Großdaten-
netzwerk oder -system für ein Prozesssteuerungs-
system oder eine Anlage liefert eine Infrastruktur,
um Data Mining im Großmaßstab und Datenanaly-
se von Prozessdaten zu unterstützen. In einer Aus-
führungsform schließt das Prozesssteuer-Großda-
tennetzwerk oder -system eine Vielzahl von Knoten
ein, um alle (oder fast alle) Daten zu sammeln und zu
speichern, die durch Vorrichtungen, die in das Pro-
zesssteuerungssystem oder die Anlage eingeschlos-
sen oder damit assoziiert sind, generiert, empfangen
und/oder beobachtet werden. Einer der Knoten des
Prozesssteuer-Großdatennetzwerks kann insbeson-
dere ein Prozesssteuerungssystem-Großdatenappa-
rat sein. Der Prozesssteuerungssystem-Großdaten-
apparat kann einen unitären logischen Datenspei-
cherbereich einschließen, der konfiguriert ist, um un-
ter Verwendung eines gemeinsamen Formats meh-
rere Typen von Daten zu speichern, die durch das
Prozesssteuerungssystem, die Prozessanlage und
einen oder mehrere durch die Prozessanlage gesteu-
erte Prozesse generiert sind oder diese betreffen.
Der unitäre logische Datenspeicherbereich kann bei-
spielsweise Konfigurationsdaten, fortlaufende Daten,
Ereignisdaten, Anlagendaten, Daten, die eine Benut-
zeraktion angeben, Netzwerkmanagementdaten und
Daten speichern, die durch Systeme bereitgestellt
werden oder zu diesen gehören, die außerhalb des
Prozesssteuerungssystems oder der Anlage liegen.

[0013] Im Unterschied zu Prozesssteuerungssyste-
men des Standes der Technik muss die Identität von
Daten, die an den Knoten des Prozesssteuerungs-
system-Großdatennetzwerks gesammelt werden, in

den Knoten nicht a priori definiert oder konfiguriert
werden. Die Rate, mit der Daten in den Knoten ge-
sammelt und von diesen übertragen wird, muss fer-
ner nicht a priori konfiguriert, ausgewählt oder defi-
niert werden. Das Prozesssteuer-Großdatensystem
kann stattdessen automatisch alle Daten, die in den
Knoten generiert, von diesen empfangen oder erhal-
ten werden, mit der Rate sammeln, mit der die Da-
ten generiert, empfangen oder erhalten werden, und
kann herbeiführen, dass die gesammelten Daten in
hoher Qualität (z. B. ohne Verwendung verlustreicher
Datenkompression oder jeglichen anderen Techni-
ken, die zu Verlust der Originalinformationen führen
können) dem Prozesssteuerungssystem-Großdaten-
apparat zur Speicherung geliefert werden (und gege-
benenfalls an andere Knoten des Netzwerks geliefert
werden).

[0014] Das Prozesssteuerungssystem-Großdaten-
system kann auch in der Lage sein, für jeglichen
Teil der gespeicherten Daten anspruchsvolle Da-
ten- und Trendanalysen bereitzustellen. Das Pro-
zesssteuer-Großdatensystem kann beispielsweise in
der Lage sein, automatische Datenanalyse über Pro-
zessdaten bereitzustellen (die in Prozesssteuerungs-
system des Standes der Technik in unterschiedli-
chen Datenbanksilos enthalten sind), ohne dass ir-
gendeine a priori-Konfiguration erforderlich ist und
ohne dass irgendeine Übersetzung oder Konvertie-
rung erforderlich ist. Das Prozesssteuerungssystem-
Großdatensystem kann basierend auf den Analysen
in der Lage sein, automatisch in die Tiefe gehen-
de Erkenntnisfindung bereitzustellen, und kann Än-
derungen an oder zusätzliche Entitäten für das Pro-
zesssteuerungssystem vorschlagen. Zudem oder al-
ternativ kann das Prozesssteuerungssystem-Groß-
datensystem Aktionen (vorgeschriebene, prognosti-
sche oder beide) durchführen, die auf der Kennt-
nisfindung basieren. Das Prozesssteuerungssystem-
Großdatensystem kann Anwendern auch die Durch-
führung von manueller Kenntnisfindung ermöglichen
und sie darin unterstützen, sowie in der Planung,
Konfiguration, dem Betreiben, Warten und Optimie-
ren der Prozessanlage und der damit assoziierten
Ressourcen.

[0015]  Kenntnisfindungs- und Großdatentechniken
innerhalb einer Prozesssteueranlage oder -umge-
bung unterscheiden sich inhärent von traditionel-
len Großdatentechniken. Traditionelle Großdaten-
anwendungen beinhalten typischerweise singuläre
Transaktionen, sind endanwendergesteuert und ha-
ben keine strengen Zeitanforderungen oder -abhän-
gigkeiten. Ein Web-Einzelhandel sammelt beispiels-
weise Großdaten, die angeschaute Produkte, ge-
kaufte Produkte und Kundenprofile betreffen, und
verwendet diese gesammelten Daten, um Werbung
und Vorschläge zum Kauf höherwertiger Produk-
te für individuelle Kunden maßzuschneidern, wenn
sie durch die Webseite des Einzelhandels navigie-
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ren. Wenn eine spezielle Einzelhandelstransaktion
(z. B. ein spezieller Datenpunkt) versehentlich aus
der Großdatenanalyse des Einzelhändlers wegfällt,
ist die Wirkung dieses Wegfalls vernachlässigbar,
insbesondere wenn die Anzahl der analysierten Da-
tenpunkte sehr groß ist. Im schlimmsten Fall kann
eine Werbung oder ein Vorschlag zum Kauf eines
höherwertigen Produkts für einen speziellen Kunden
nicht so genau maßgeschneidert werden, wie dies
der Fall sein könnte, wenn der weggefallene Daten-
punkt in die Großdatenanalyse des Einzelhändlers
eingeschlossen worden wäre.

[0016] In Prozessanlagen- und Prozesssteuerumge-
bungen ist die Dimension der Zeit und die Anwe-
senheit oder der Wegfall bestimmter Datenpunkte
jedoch kritisch. Wenn beispielsweise ein bestimm-
ter Datenwert nicht an eine Empfängerkomponen-
te der Prozessanlage innerhalb eines bestimmten
Zeitintervalls geliefert wird, kann der Prozess unkon-
trolliert werden, was zu einem Feuer, einer Explo-
sion, Geräteverlust und/oder Verlust des menschli-
chen Lebens führen kann. Mehrere und/oder komple-
xe zeitbasierte Beziehungen zwischen unterschiedli-
chen Komponenten, Entitäten und/oder Prozessen,
die innerhalb der Prozessanlage und/oder außerhalb
der Prozessanlage operieren, können ferner die Be-
triebseffizienz, Produktqualität und/oder Anlagensi-
cherheit beeinflussen. Die durch die hier beschriebe-
nen Prozesssteuerungssystem-Großdatentechniken
bereitgestellte Erkenntnisfindung kann ermöglichen,
dass derartige zeitbasierte Beziehungen gefunden
und genutzt werden, wodurch eine effizientere und
sicherere Prozessanlage möglich wird, die ein höher-
wertiges Produkt produzieren kann.

[0017] Die hier beschriebenen Techniken können
beispielsweise automatisch finden, dass eine Kombi-
nation eines speziellen Eingangsmaterialcharakteris-
tikums, eines Umgebungsluftdrucks an einer speziel-
len Straße und eines speziellen ungeplanten Ereig-
nisses zu einer Verschlechterung der Produktqualität
von X % führen kann. Die Techniken können automa-
tisch ermitteln, dass die potentielle Verschlechterung
der Produktqualität verringert werden kann, indem
ein Parameter eines anderen Prozesses angepasst
wird, der dreißig Minuten nach dem ungeplanten Er-
eignis ausgeführt wird, und kann automatisch Schritte
durchführen, um den Parameter entsprechend anzu-
passen. Die hier beschriebenen Erkenntnisfindungs-
und Prozesssteuerungssystem-Großdatentechniken
können demnach ermöglichen, dass derartige Bezie-
hungen und Aktionen gefunden werden und inner-
halb einer Prozessanlage oder Prozesssteuerumge-
bung darauf reagiert werden kann, wie hier detaillier-
ter beschrieben ist.

KURZE BESCHREIBUNG DER ZEICHNUNGEN

[0018]  Fig. 1 ist ein Blockdiagramm eines beispiel-
haften Großdatennetzwerks für eine Prozessanlage
oder Prozesssteuerungssystem;

[0019] Fig. 2 ist ein Blockdiagramm, das eine
beispielhafte Anordnung von Providerknoten illus-
triert, die in das Prozesssteuerungssystem-Großda-
tennetzwerk von Fig. 1 eingeschlossen sind;

[0020] Fig. 3 ist ein Blockdiagramm, das eine bei-
spielhafte Verwendung von Anwendungsdatenemp-
fängern zur Speicherung oder Historisierung von Da-
ten in der Prozesssteuerungssystem-Großdatenan-
wendung von Fig. 1 illustriert;

[0021] Fig. 4 ist ein Blockdiagramm, das eine
beispielhafte Verwendung von Anwendungsdaten-
dienstleistern zum Zugriff auf historisierte Daten illus-
triert, die in der Prozesssteuerungssystem-Großda-
tenanwendung von Fig. 1 gespeichert sind;

[0022] Fig. 5 ist ein Blockdiagramm einer beispiel-
haften Ausführungsform des Prozesssteuerungssys-
tem-Großdatenstudios von Fig. 1;

[0023] Fig. 6 ist ein Blockdiagramm einer beispiel-
haften Kopplung zwischen einer Konfigurations- und
Explorationsumgebung, die durch das Prozesssteue-
rungssystem-Großdatenstudio von Fig. 1 bereitge-
stellt wird, und einer Laufzeitumgebung der Prozess-
anlage oder des Prozesssteuerungssystems; und

[0024] Fig. 7 ist ein Flussdiagramm eines beispiel-
haften Verfahrens zur Unterstützung von Großdaten
in einem Prozesssteuerungssystem oder einer Pro-
zessanlage.

DETAILLIERTE BESCHREIBUNG

[0025]  Fig. 1 ist ein Blockdiagramm eines beispiel-
haften Großdatennetzwerks 100 für eine Prozess-
anlage oder ein Prozesssteuerungssystem 10. Das
beispielhafte Prozesssteuerungssystem-Großdaten-
netzwerk 100 schließt eine(n) Prozessteuerungssys-
tem-Großdatenapparat oder -anwendung 102, ei-
nen Backbone 105 eines Prozesssteuerungssystem-
Großdatennetzwerks und eine Vielzahl von Knoten
108 ein, die kommunikativ mit dem Backbone 105
verbunden sind. Prozessbezogene Daten, anlagen-
bezogene Daten und andere Typen von Daten kön-
nen gesammelt und in der Vielzahl von Knoten 108
gecacht werden, und die Daten können über den
Netzwerk-Backbone 105 an den Prozesssteuerungs-
system-Großdatenapparat oder die entsprechende
Anwendung 102 zur langfristigen Speicherung (z. B.
„Historisierung“) und Verarbeitung geliefert werden.
In einer Ausführungsform können mindestens einige
der Daten zwischen Knoten des Netzwerks 100 ge-
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liefert werden, z. B. um einen Prozess in Echtzeit zu
steuern.

[0026] Jeglicher mit dem Prozesssteuerungssys-
tem 10 zusammenhängende Typ von Daten kann
in der Prozesssteuerungssystem-Großdatenanwen-
dung 102 gesammelt und gespeichert werden. In ei-
ner Ausführungsform können Prozessdaten gesam-
melt und gespeichert werden. Echtzeit-Prozessda-
ten, wie fortlaufende, Chargen-, Mess- und Ereignis-
daten, die generiert werden, während ein Prozess in
der Prozessanlage 10 gesteuert wird (und die in ei-
nigen Fällen einen Effekt einer Echtzeitausführung
des Prozesses angeben) können beispielsweise ge-
sammelt und gespeichert werden. Prozessdefiniti-
ons-, Anordnungs- oder Einrichtungsdaten, wie Kon-
figurationsdaten und/oder Chargenrezeptdaten, kön-
nen gesammelt und gespeichert werden. Daten, die
der Konfiguration, Ausführung und den Ergebnissen
von Prozessdiagnostik entsprechen, können gesam-
melt und gespeichert werden. Auch andere Typen
von Prozessdaten können gesammelt und gespei-
chert werden.

[0027] In einer Ausführungsform können Datenau-
tobahnverkehrsdaten und Netzwerkmanagementda-
ten des Backbones 105 und Daten von verschiede-
nen anderen Kommunikationsnetzwerken der Pro-
zessanlage 10 gesammelt und gespeichert werden.
Benutzerbezogene Daten, wie Daten, die sich auf
Benutzerdatenverkehr, Anmeldeversuche, Abfragen
und Anweisungen beziehen, können in einer Ausfüh-
rungsform gesammelt und gespeichert werden. Text-
daten (z. B. Protokolle, Betriebsabläufe, Handbücher,
usw.), Raumdaten (z. B. positionsbezogene Daten)
und Multimediadaten (z. B. Videoüberwachung, Vi-
deoclips, usw.) können gesammelt und gespeichert
werden.

[0028] Daten, die sich auf die Prozessanlage 10 be-
ziehen (z. B. auf physische Geräte, die zu der Pro-
zessanlage 10 gehören, wie Maschinen und Vor-
richtungen), jedoch möglicherweise nicht durch An-
wendungen generiert werden können, die einen Pro-
zess direkt konfigurieren, steuern oder diagnostizie-
ren, können gesammelt und gespeichert werden.
Vibrationsdaten und Dampfabscheidedaten können
beispielsweise gesammelt und gespeichert werden.
Anlagensicherheitsdaten können gesammelt und ge-
speichert werden. Daten, die einen Wert eines Pa-
rameters angeben, der mit Anlagensicherheit korre-
spondiert (z. B. Korrosionsdaten, Gasdetektierungs-
daten, usw.) können beispielsweise gespeichert wer-
den, oder Daten, die ein Ereignis anzeigen, das mit
Anlagensicherheit korrespondiert, können gespei-
chert werden. Daten, die mit der Integrität von Ma-
schinen, Anlagegeräten und/oder -vorrichtungen kor-
respondieren, können gesammelt und gespeichert
werden. Gerätedaten (z. B. Pumpenintegritätsdaten,
die basierend auf Vibrationsdaten und anderen Da-

ten ermittelt wurden) können beispielsweise gesam-
melt werden. Daten, die der Konfiguration, Ausfüh-
rung und den Ergebnissen von Geräte-, Maschinen-
und/oder Gerätediagnostik entsprechen, können ge-
sammelt und gespeichert werden.

[0029] In einigen Ausführungsformen können Daten,
die durch Entitäten generiert oder an solche übertra-
gen werden, die sich außerhalb der Prozessanlage
10 befinden, gesammelt und gespeichert werden, wie
Daten, die die Kosten von Rohmaterialien betreffen,
erwartete Ankunftszeiten von Teilen oder Geräten,
Wetterdaten und andere externe Daten. In einer Aus-
führungsform können alle Daten, die durch alle Kno-
ten 108 generiert, von diesen empfangen oder beob-
achtet werden, welche kommunikativ mit dem Netz-
werk-Backbone 105 verbunden sind, gesammelt und
deren Speicherung in einer Prozesssteuerungssys-
tem-Großdatenanwendung 102 herbeigeführt wer-
den.

[0030] In einer Ausführungsform schließt das Pro-
zesssteuerungssystem-Großdatennetzwerk 100 ein
Prozesssteuerungssystem-Großdatenstudio 109 ein,
das so konfiguriert ist, dass es eine Primärbenutzer-
schnittstelle zum Prozesssteuerungssystem-Groß-
datennetzwerk 100 bereitstellt, die zur Konfigurati-
on und Datenexploration dient, z. B. eine Benutzer-
schnittstelle oder eine Schnittstelle, die von ande-
ren Anwendungen genutzt werden kann. Das Pro-
zesssteuerungssystem-Großdatenstudio 109 kann
über den Backbone 105 des Prozesssteuerungs-
system-Großdatennetzwerks mit der Großdaten-
anwendung 102 verbunden sein, oder kann di-
rekt mit der Prozesssteuerungssystem-Großdaten-
anwendung 102 verbunden sein.

Prozesssteuer-Großdatennetzwerkknoten

[0031] Die Vielzahl der Knoten 108 des Prozess-
steuer-Großdatennetzwerks 100 kann mehrere un-
terschiedliche Gruppen von Knoten 110–115 ein-
schließen. Eine erste Gruppe von Knoten 110, die
hier als „Providerknoten 110” oder „Providervorrich-
tungen 110“ bezeichnet werden, kann einen oder
mehrere Knoten oder Vorrichtungen einschließen,
die Prozesssteuerungsdaten generieren, routen und/
oder empfangen, um zu ermöglichen, dass Prozesse
in der Prozessanlagenumgebung 10 in Echtzeit ge-
steuert werden. Beispiele für Providervorrichtungen
oder -knoten 110 können Vorrichtungen einschlie-
ßen, deren Hauptfunktion das Generieren von und/
oder Arbeiten an Prozesssteuerungsdaten betrifft,
um einen Prozess zu steuern, z. B. verdrahtete und
drahtlose Feldvorrichtungen, Controller und Einga-
be/Ausgabe (E/A-Geräte). Andere Beispiele für Pro-
vidervorrichtungen 110 können Vorrichtungen ein-
schließen, deren Hauptfunktion die Bereitstellung
von Zugang zu oder Routen durch ein oder meh-
rere Kommunikationsnetzwerke des Prozesssteue-
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rungssystems ist (von denen eines das Prozess-
steuer-Großnetzwerk 100 ist), z. B. Zugangspunkte,
Router, Schnittstellen für verdrahtete Steuerbusse,
Gateways zu drahtlosen Kommunikationsnetzwer-
ken, Gateways zu externen Netzwerken oder Syste-
men und andere derartige Routing- und Netzwerk-
vorrichtungen. Noch weitere Beispiele für Provider-
vorrichtungen 110 können Vorrichtungen einschlie-
ßen, deren Hauptfunktion in der temporären Spei-
cherung von Prozessdaten und anderen verwandten
Daten, die im gesamten Prozesssteuerungssystem
10 anfallen, und im Herbeiführen der Übertragung
der temporär gespeicherten Daten zur Historisierung
in der Prozesssteuerungssystem-Großdatenanwen-
dung 102 liegt.

[0032] In einer Ausführungsform ist mindestens ei-
ne der Providervorrichtungen 110 kommunikativ in
direkter Weise mit dem Backbone 105 des Pro-
zesssteuer-Großdatennetzwerks verbunden. In einer
Ausführungsform ist mindestens eine der Provider-
vorrichtungen 110 kommunikativ in indirekter Weise
mit dem Backbone 105 des Prozesssteuer-Großda-
tennetzwerks verbunden. Eine Drahtlos-Feldvorrich-
tung kann beispielsweise über einen Router und Zu-
gangspunkt und ein Drahtlos-Gateway kommunika-
tiv mit dem Backbone 105 verbunden sein. Provider-
vorrichtungen 110 haben typischerweise keine inte-
grale Benutzerschnittstelle, obwohl einige der Pro-
vidervorrichtungen 100 über die Fähigkeit zur kom-
munikativen Verbindung mit einer Benutzerrechen-
vorrichtung oder Benutzerschnittstelle verfügen kön-
nen, z. B. durch Kommunikation über eine verdrah-
tete oder drahtlose Kommunikationsverbindung, oder
indem eine Benutzerschnittstellenvorrichtung in ei-
nen Port der Providervorrichtung 110 gesteckt wird.

[0033] Eine zweite Gruppe von Knoten 112, die hier
als „Benutzerschnittstellenknoten 112” oder „Benut-
zerschnittstellenvorrichtungen 112“ beschrieben wer-
den, kann einen oder mehrere Knoten oder Vorrich-
tungen einschließen, die jeweils eine integrierte Be-
nutzerschnittstelle aufweisen, über die einen Benut-
zer oder eine Bedienperson mit dem Prozesssteue-
rungssystem oder der Prozessanlage 10 interagie-
ren kann, um Aktivitäten durchzuführen, die die Pro-
zessanlage 10 betreffen (z. B. Konfigurieren, Anzei-
gen, Überwachen, Testen, Analysieren, Diagnostizie-
ren, Bestellen, Planen, Zeitplanung, Anmerken und/
oder andere Aktivitäten). Beispiele für diese Benut-
zerschnittstellenknoten oder -vorrichtungen 112 kön-
nen mobile oder stationäre Rechenvorrichtungen, Ar-
beitsstationen, handgeführte Vorrichtungen, Tablets,
Oberflächenrechenvorrichtungen und jegliche ande-
re Rechenvorrichtung mit einem Prozessor, einem
Speicher und einer integralen Benutzerschnittstelle
einschließen. Integrierte Benutzerschnittstellen kön-
nen einen Bildschirm, eine Tastatur, eine Kleintasta-
tur, eine Maus, Schaltflächen, Touchscreen, Touch-
pad, eine biometrische Schnittstelle, Lautsprecher

und Mikrofone, Kameras und/oder jegliche andere
Benutzerschnittstellentechnologie einschließen. Je-
der Benutzerschnittstellenknoten 112 kann ein oder
mehrere integrierte Benutzerschnittstellen einschlie-
ßen. Benutzerschnittstellenknoten 112 können eine
direkte Verbindung mit dem Backbone 105 des Pro-
zesssteuer-Großdatennetzwerks einschließen, oder
können eine indirekte Verbindung mit dem Backbone
105 einschließen, z. B. über einen Zugangspunkt
oder ein Gateway. Benutzerschnittstellenknoten 112
können kommunikativ in verdrahteter und/oder draht-
loser Weise mit dem Backbone 105 des Prozess-
steuersystem-Großdatennetzwerks verbunden sein.
Ein Benutzerschnittstellenknoten 112 kann in einigen
Ausführungsformen ad-hoc mit dem Netzwerk-Back-
bone verbunden werden.

[0034]  Die Vielzahl von Knoten 108 des Prozess-
steuer-Großdatennetzwerks 100 ist natürlich nicht
nur auf Providerknoten 110 und Benutzerschnittstel-
lenknoten 112 begrenzt. Einer oder mehrere andere
Typen von Knoten 115 können auch in die Vielzahl
der Knoten 108 eingeschlossen werden. Ein Knoten
eines Systems, das sich außerhalb der Prozessanla-
ge 10 befindet (z. B. ein Laborsystem oder ein Ma-
terialhandhabungssystem) kann beispielsweise kom-
munikativ mit dem Netzwerk-Backbone 105 des Sys-
tems 100 verbunden sein. Ein Knoten oder eine Vor-
richtung 115 kann kommunikativ über eine direkte
oder indirekte Verbindung mit dem Backbone 105
verbunden sein. Ein Knoten oder eine Vorrichtung
115 kann kommunikativ über eine verdrahtete oder
drahtlose Verbindung mit dem Backbone 105 ver-
bunden sein. In einigen Ausführungsformen kann die
Gruppe von anderen Knoten 115 aus dem Prozess-
steuerungssystem-Großdatennetzwerk 100 wegfal-
len.

[0035] In einer Ausführungsform können mindes-
tens einige der Knoten 108 des Prozesssteuerungs-
system-Großdatennetzwerks 100 eine integrierte
Firewall einschließen. Jegliche Anzahl der Knoten
108 (z. B. null Knoten, ein Knoten oder mehr als ein
Knoten) können ferner jeweils entsprechenden Spei-
cherraum (in Fig. 1 durch die Symbole MX kennt-
lich gemacht) einschließen, um Aufgaben (Tasks),
Messungen, Ereignisse und andere Daten in Echt-
zeit zu speichern oder zu cachen. Ein Speicherraum
MX kann Speicherraumtechnologie mit hoher Dich-
te umfassen, beispielsweise Festkörperlaufwerkspei-
cher, Halbleiterspeicher, optische Speicher, Moleku-
larspeicher, biologischen Speicher oder jegliche an-
dere geeignete Speicherraumtechnologie mit hoher
Dichte. Der Speicherraum MX kann in einigen Ausfüh-
rungsformen auch Flash-Speicher einschließen. Der
Speicherraum MX (und in einigen Fällen Flash-Spei-
cher) kann konfiguriert werden, um Daten temporär
zu speichern oder zu cachen, die an seinem jewei-
ligen Knoten 108 generiert, empfangen oder ander-
weitig beobachtet wird. Der Flash-Speicher MX von
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mindestens einem der Knoten 108 (z. B. eine Con-
trollervorrichtung) kann auch Momentaufnahmen der
Knotenkonfiguration, Chargenrezepte und/oder an-
dere Daten speichern, um Verzögerung bei der Ver-
wendung dieser Informationen während des norma-
len Betriebs oder nach einem Stromausfall oder an-
derem Ereignis zu minimieren, welches dazu führt,
dass der Knoten offline ist. In einer Ausführungsform
des Prozesssteuersystem-Großdatennetzwerks 100
können alle der Knoten 110, 112 und jegliche Anzahl
der Knoten 115 Speicherraum MX mit hoher Dichte
einschließen. Es sei darauf hingewiesen, dass un-
terschiedliche Typen oder Technologien von hoch-
dichtem Speicherraum MX über den Set von Knoten
108 oder über einen Teilset von Knoten eingesetzt
werden kann, der in dem Set von Knoten 108 einge-
schlossen ist.

[0036] In einer Ausführungsform kann jegliche An-
zahl der Knoten 108 (beispielsweise null Knoten, ein
Knoten oder mehr als ein Knoten) jeweils entspre-
chende Mehrkern-Hardware einschließen (z. B. ei-
nen mehrkernigen (Multi-Core)-Prozessor oder ande-
ren Typ von Parallelprozessor), wie in Fig. 1 durch die
Symbole PMCX dargestellt ist. Mindestens einige der
Knoten 108 können einen der Kerne ihres jeweiligen
Prozessors PMCX zum Cachen von Echtzeitdaten an
dem Knoten angeben, und in einigen Ausführungs-
formen zum Herbeiführen der Übertragung der ge-
cachten Daten zur Speicherung in der Prozesssteue-
rungssystem-Großdatenanwendung 102. Zusätzlich
oder alternativ können mindestens einige der Kno-
ten 108 mehr als einen der mehreren Kerne des je-
weiligen Multicore-Prozessors PMCX zum Cachen von
Echtzeitdaten angeben. Der eine oder die mehreren
angegebenen Kerne zum Cachen von Echtzeitdaten
(und in einigen Fällen zum Herbeiführen der Speiche-
rung der gecachten Daten in der Großdatenanwen-
dung 102) kann/können in einigen Ausführungsfor-
men ausschließlich angegeben werden (z. B. kann/
können der eine oder die mehreren angegebenen
Kerne keine andere Verarbeitung durchführen mit
Ausnahme von Verarbeitung, die Cachen und Über-
tragen von Großdaten betrifft). In einer Ausführungs-
form können mindestens einige der Knoten 108 an-
geben, dass einer ihrer Kerne Operationen zur Steue-
rung eines Prozesses in der Prozessanlage 10 durch-
führt. In einer Ausführungsform kann/können ein oder
mehrere Kerne ausschließlich zur Durchführung von
Operationen zur Steuerung eines Prozesses angege-
ben werden und dürfen nicht zum Cachen und Über-
tragen von Großdaten verwendet werden. Es sei dar-
auf hingewiesen, dass unterschiedliche Typen oder
Technologien von Multicoreprozessoren PMCX über
das Set von Knoten 108 oder über ein Teilset von
Knoten des Sets von Knoten 108 eingesetzt werden
können. In einer Ausführungsform des Prozesssteue-
rungssystem-Großdatennetzwerks 100 können alle
der Knoten 110, 112 und jegliche Anzahl der Knoten

115 irgendeinen Typ von Multicoreprozessor PMCX
einschließen.

[0037] Wenn auch Fig. 1 die Knoten 108 als jeweils
sowohl einen Multicoreprozessor PMCX als auch ei-
nen hochdichten Speicher MX einschließend veran-
schaulicht, sei jedoch darauf hingewiesen, dass nicht
jeder der Knoten 108 sowohl einen Multicoreprozes-
sor PMCX als auch einen hochdichten Speicher MX
einschließen muss. Einige der Knoten 108 können
beispielsweise nur einen Multicoreprozessor PMCX
und nicht einen hochdichten Speicher MX einschlie-
ßen, einige der Knoten 108 können nur einen hoch-
dichten Speicher MX und nicht einen Multicoreprozes-
sor PMCX einschließen, einige der Knoten 108 können
sowohl einen Multicoreprozessor PMCX als auch ei-
nen hochdichten Speicher MX einschließen, und/oder
einige der Knoten 108 können weder einen Multico-
reprozessor PMCX noch einen hochdichten Speicher
MX einschließen.

[0038] Beispiele für Echtzeitdaten, die durch Provi-
derknoten oder -vorrichtungen 110 gecacht oder ge-
sammelt werden können, können Messdaten, Kon-
figurationsdaten, Chargendaten, Ereignisdaten und/
oder fortlaufende Daten einschließen. Es können bei-
spielsweise Echtzeitdaten gesammelt werden, die
Konfigurationen, Chargenrezepten, Sollwerten, Aus-
gaben, Raten, Steueraktionen, Diagnostiken, Alar-
men, Ereignissen und/oder Änderungen daran ent-
sprechen. Einige Beispiele für Echtzeitdaten können
Prozessmodelle, Statistiken, Statusdaten und Netz-
werk- und Anlagemanagementdaten einschließen.

[0039] Beispiele für Echtzeitdaten, die durch Benut-
zerschnittstellenknoten oder -vorrichtungen 112 ge-
cacht oder gesammelt werden können, können bei-
spielsweise Benutzeranmeldungen, Benutzerabfra-
gen, Daten, die von einem Benutzer erfasst werden
(z. B. mittels Kamera, Audio- oder Videoaufzeich-
nungsvorrichtung), Benutzerbefehle, Erstellung, Ver-
änderung oder Löschung von Dateien, physischer
oder räumlicher Ort eines Benutzerschnittstellenkno-
tens oder einer Benutzerschnittstellenvorrichtung, Er-
gebnisse einer Diagnostik oder eines Tests, die/der
an der Benutzerschnittstellenvorrichtung 112 durch-
geführt wurde, und andere Aktionen oder Aktivitä-
ten, die durch einen Benutzer initiiert wurden oder mit
diesem zusammenhängen, der mit einem Benutzer-
schnittstellenknoten 112 interagiert.

[0040] Gesammelte Daten können dynamische oder
statische Daten sein. Gesammelte Daten können bei-
spielsweise Datenbankdaten, Streaming-Daten und/
oder Transaktionsdaten einschließen. Jegliche Da-
ten, die ein Knoten 108 generiert, empfängt oder be-
obachtet, können allgemein mit einem entsprechen-
den Zeitstempel oder der Angabe der Zeit der Samm-
lung/des Cachens gesammelt oder gecacht werden.
Alle Daten, die ein Knoten 108 generiert, empfängt
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oder beobachtet, werden in einer bevorzugten Aus-
führungsform in seinem Speicherraum (z. B. Spei-
cherung im hochdichten Speicher MX) mit einer jewei-
ligen Angabe einer Zeit der Sammlung/des Cachens
jedes Datums (z. B. einem Zeitstempel) gesammelt
oder gecacht.

[0041] In einer Ausführungsform kann jeder der Kno-
ten 110, 112 (und gegebenenfalls mindestens einer
der anderen Knoten 115) konfiguriert werden, um au-
tomatisch Echtzeitdaten zu sammeln oder zu cachen
und herbeizuführen, dass die gesammelten/gecach-
ten Daten an die Großdatenanwendung 102 und/oder
andere Knoten 108 geliefert werden, ohne dass ver-
lustreiche Datenkompression, Teilabtastung von Da-
ten oder Konfigurieren des Knotens für Datensamm-
lungszwecke erforderlich ist. Im Unterschied zu Pro-
zesssteuersystemen des Standes der Technik muss
die Identität von Daten, die an den Knoten oder
Vorrichtungen 108 des Prozesssteuersystem-Groß-
datennetzwerks 100 gesammelt werden, a priori in
den Vorrichtungen 108 nicht definiert oder konfigu-
riert werden. Die Rate, mit der Daten in den Kno-
ten 108 gesammelt und von diesen abgegeben wird,
muss zudem auch nicht konfiguriert, ausgewählt oder
definiert werden. Die Knoten 110, 112 (und gegebe-
nenfalls mindestens einer der anderen Knoten 115)
des Prozesssteuer-Großdatensystems können statt-
dessen automatisch alle Daten, die in den Knoten ge-
neriert, von diesen empfangen oder erhalten werden,
mit der Rate sammeln, mit der die Daten generiert,
empfangen oder erhalten werden, und herbeiführen,
dass die gesammelten Daten in hoher Qualität (z.
B. ohne Verwendung verlustreicher Datenkompressi-
on oder jeglicher anderer Techniken, die zu Verlust
der Originalinformationen führen können) an die Pro-
zesssteuer-Großdatenanwendung 102 und gegebe-
nenfalls an andere Knoten 108 des Netzwerks 100
geliefert werden.

[0042] In Fig. 2 ist ein detailliertes Blockdiagramm
gezeigt, das beispielhafte Providerknoten 110 illus-
triert, die mit dem Backbone 105 des Prozesssteu-
er-Großdatennetzwerks verbunden sind. Provider-
knoten 110 können, wie bereits erörtert, Vorrichtun-
gen einschließen, deren Hauptfunktion im automa-
tischen Generieren und/oder Empfangen von Pro-
zesssteuerungsdaten liegt, die verwendet werden,
um Funktionen zur Steuerung eines Prozesses in
Echtzeit in der Prozessanlagenumgebung 10 durch-
zuführen, wie Prozesscontroller, Feldvorrichtungen
und E/A-Vorrichtungen. In einer Prozessanlagenum-
gebung 10 empfangen Prozesscontroller Signale, die
von Feldvorrichtungen durchgeführte Prozessmes-
sungen angeben, verarbeiten diese Informationen,
um eine Steuerroutine zu implementieren, und gene-
rieren Steuersignale, die über verdrahtete oder draht-
lose Kommunikationsverbindungen zu anderen Feld-
vorrichtungen gesendet werden, um den Betrieb ei-
nes Prozesses in der Anlage 10 zu steuern. Min-

destens eine Feldvorrichtung führt in der Regel ei-
ne physische Funktion durch (z. B. ein Ventil öff-
nen oder schließen, eine Temperatur erhöhen oder
absenken, usw.), um den Betrieb eines Prozesses
zu steuern, und einige Typen von Feldvorrichtun-
gen können unter Verwendung von E/A-Vorrichtun-
gen mit Controllern kommunizieren. Prozesscontrol-
ler, Feldvorrichtungen und E/A-Vorrichtungen kön-
nen verdrahtet oder drahtlos sein, und jegliche An-
zahl und Kombination von verdrahteten und drahtlo-
sen Prozesscontrollern, Feldvorrichtungen und E/A-
Vorrichtungen können Knoten 110 des Prozesssteu-
er-Großdatennetzwerks 100 sein.

[0043] Fig. 2 illustriert einen Controller 11, der kom-
munikativ mit den verdrahteten Feldvorrichtungen
15–22 über Eingabe/Ausgabe-(E/A)-Karten 26 und
28 verbunden ist und kommunikativ über ein Draht-
los-Gateway 35 und den Netzwerk-Backbone 105 mit
den drahtlosen Feldvorrichtungen 40–46 verbunden
ist. (Der Controller 11 kann in einer anderen Ausfüh-
rung jedoch unter Verwendung eines anderen Kom-
munikationsnetzwerks als Backbone 105, wie unter
Verwendung einer anderen verdrahteten oder einer
drahtlosen Kommunikationsverbindung, kommunika-
tiv mit dem Drahtlos-Gateway 35 verbunden sein.)
In Fig. 2 ist der Controller 11 als Knoten 110 des
Prozesssteuerungssystem-Großdatennetzwerks 100
gezeigt und ist direkt mit dem Backbone 105 des Pro-
zesssteuerungs-Großdatennetzwerks verbunden.

[0044] Der Controller 11, der beispielsweise der Del-
taVTM Controller sein kann, der von Emerson Pro-
cess Management angeboten wird, kann betrieben
werden, um einen Chargenprozess oder einen konti-
nuierlichen Prozess unter Verwendung von mindes-
tens einer der Feldvorrichtungen 15–22 und 40–46
zu implementieren. Der Controller 11 kann kommu-
nikativ mit den Feldvorrichtungen 15–22 und 40–46
unter Verwendung von beliebiger gewünschter Hard-
ware und Software mit beispielsweise Standard 4–
20 ma Vorrichtungen, E/A-Karten 26, 28 und/oder be-
liebigem intelligenten Kommunikationsprotokoll ver-
bunden sein, wie dem FOUNDATION® Fieldbuspro-
tokoll, dem HART® Protokoll, dem drahtlosen Wire-
lessHART® Protokoll, usw. In einer Ausführungsform
kann der Controller 11 zusätzlich oder alternativ mit
mindestens einigen der Feldvorrichtungen 15–22 und
40–46 unter Verwendung des Backbones 105 des
Großdatennetzwerks verbunden sein. In der in Fig. 2
illustrierten Ausführungsform sind der Controller 11,
die Feldvorrichtungen 15–22 und die E/A-Karten 26,
28 drahtgebundene Vorrichtungen, und die Feldvor-
richtungen 40–46 sind drahtlose Feldvorrichtungen.
Die verdrahteten Feldvorrichtungen 15–22 und draht-
losen Feldvorrichtungen 40–46 können natürlich jeg-
lichem anderen gewünschten Standard/jeglichen an-
deren gewünschten Standarten oder Protokollen ent-
sprechen, wie verdrahteten oder drahtlosen Proto-
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kollen einschließlich jeglichen zukünftig entwickelten
Standards oder Protokollen.

[0045] Der Controller 11 von Fig. 2 schließt einen
Prozessor 30 ein, der ein oder mehrere Prozess-
steuerungsroutinen (gespeichert in einem Speicher
32) implementiert oder beaufsichtigt, wozu Steuer-
schleifen gehören können. Der Prozessor 30 kann
mit den Feldvorrichtungen 15–22 und 40–46 und
mit anderen Knoten (z. B. Knoten 110, 112, 115)
kommunizieren, die kommunikativ mit dem Back-
bone 105 verbunden sind. Es sei darauf hinge-
wiesen, dass jegliche Steuerroutinen oder -module
(einschließlich Qualitätsprognose- und Fehlererken-
nungsmodulen oder Funktionsblöcken), die hier be-
schrieben sind, Teile aufweisen können, die von an-
deren Controllern oder anderen Vorrichtungen im-
plementiert oder ausgeführt werden, falls dies ge-
wünscht wird. Die hier beschriebenen Steuerrouti-
nen oder -module, die in dem Prozesssteuerungs-
system 10 implementiert werden sollen, können je-
de beliebige Form annehmen, einschließlich Soft-
ware, Firmware, Hardware, usw. Steuerroutinen kön-
nen in jedem gewünschten Softwareformat imple-
mentiert werden, wie unter Verwendung von objekt-
orientierter Programmierung, Leiterlogik, sequentiel-
len Funktionsdiagrammen, Funktionsblockdiagram-
men oder unter Verwendung von jeglicher ande-
ren Softwareprogrammiersprache oder jedes ande-
ren Designparadigmas. Die Steuerungsroutinen kön-
nen in jedem gewünschten Speichertyp gespeichert
werden, wie Schreib-Lese-Speicher (RAM) oder Nur-
Lese-Speicher (ROM). Die Steuerungsroutinen kön-
nen in ähnlicher Weise in beispielsweise ein oder
mehrere EPROMs, EEPROMs, anwendungsspezifi-
sche integrierte Schaltkreise (ASICs) oder jegliche
anderen Hardware- oder Firmwareelemente hardco-
diert werden. Der Controller 11 kann somit konfi-
guriert werden, um eine Steuerungsstrategie oder
Steuerungsroutine in jeder gewünschten Weise zu
implementieren.

[0046] Die Steuerung 11 implementiert in einigen
Ausführungsformen eine Steuerungsstrategie, die et-
was verwendet, das üblicherweise als Funktionsblö-
cke bezeichnet wird, wobei jeder Funktionsblock ein
Objekt oder anderer Teil (z. B. eine Unterroutine)
einer gesamten Steuerungsroutine ist und zusam-
men mit anderen Funktionsblöcken (über als Links
bezeichnete Kommunikationen) arbeitet, um inner-
halb des Prozesssteuerungssystems 10 Prozess-
steuerungsschleifen zu implementieren. Funktions-
blöcke auf Steuerungsbasis führen in der Regel eine
von einer Eingabefunktion, wie sie mit einem Sender,
einem Sensor oder anderer Messvorrichtung für Pro-
zessparameter assoziiert ist, einer Steuerungsfunk-
tion, wie sie mit einer Steuerungsroutine assoziiert
ist, die PID, Fuzzy Logic usw. Steuerung durchführt,
oder einer Ausgabefunktion durch, die den Betrieb
irgendeiner Vorrichtung, wie eines Ventils, steuert,

um irgendeine physische Funktion innerhalb des Pro-
zesssteuerungssystems 10 durchzuführen. Natürlich
gibt es Hybrid- und andere Typen von Funktionsblö-
cken. Funktionsblöcke können in Controller 11 ge-
speichert und durch diesen ausgeführt werden, was
in der Regel der Fall ist, wenn diese Funktionsblö-
cke für Standard 4–20 ma Geräte und irgendwel-
che Typen von intelligenten Feldvorrichtungen, wie
HART-Vorrichtungen, verwendet werden oder mit ih-
nen assoziiert sind, oder können in den Feldvorrich-
tungen selbst gespeichert und durch diese implemen-
tiert sein, was bei Fieldbus-Vorrichtungen der Fall
sein kann. Der Controller 11 kann eine oder mehre-
re Steuerungsroutinen 38 einschließen, die eine oder
mehrere Steuerschleifen implementieren können. Je-
de Steuerungsschleife wird typischerweise als Steu-
ermodul beschrieben und kann durchgeführt werden,
indem einer oder mehrere der Funktionsblöcke aus-
geführt werden.

[0047] Die verdrahteten Feldvorrichtungen 15–22
können jegliche Typen von Vorrichtungen sein, wie
Sensoren, Ventile, Sender, Positionierer, usw., wäh-
rend die E/A-Karten 26 und 28 jegliche Typen von
E/A-Vorrichtungen sein können, die jeglichem ge-
wünschten Kommunikations- oder Conttrollerproto-
koll entsprechen. In der in Fig. 2 illustrierten Aus-
führungsform sind die Feldvorrichtungen 15–18 Stan-
dard 4–20 ma Vorrichtungen oder HART-Vorrichtun-
gen, die über analoge Leitungen oder kombinier-
te analoge und digitale Leitungen mit der E/A-Kar-
te 26 kommunizieren, während die Feldvorrichtun-
gen 19–22 intelligente Geräte sind, wie FOUNDA-
TION® Fieldbus Feldvorrichtungen, die über einen di-
gitalen Bus unter Verwendung eines Fieldbus-Kom-
munikationsprotokolls mit der E/A-Karte 28 kommuni-
zieren. In einigen Ausführungsformen können jedoch
mindestens einige der verdrahteten Feldvorrichtun-
gen 15–22 und/oder mindestens einige der E/A-Kar-
ten 26, 28 mit dem Controller 11 unter Verwendung
des Backbones 105 des Großdatennetzwerks kom-
munizieren. In einigen Ausführungsformen können
jedoch mindestens einige der verdrahteten Feldvor-
richtungen 15–22 und/oder mindestens einige der E/
A-Karten 26, 28 Knoten des Prozesssteuerungssys-
tem-Großdatennetzwerks 100 sein.

[0048] In der in Fig. 2 gezeigten Ausführungs-
form kommunizieren die drahtlosen Feldvorrichtun-
gen 40–46 in einem Drahtlosnetzwerk 70 unter Ver-
wendung eines Drahtlosprotokolls, wie des Wireless-
HART-Protokolls. Derartige Feldvorrichtungen 40–46
können direkt mit einem oder mehreren anderen Kno-
ten 108 des Prozesssteuer-Großdatennetzwerks 100
kommunizieren, die auch so konfiguriert sind, dass
sie drahtlos (beispielsweise mit dem Drahtlosproto-
koll) kommunizieren. Um mit einem oder mehreren
anderen Knoten 108 zu kommunizieren, die nicht zur
drahtlosen Kommunikation konfiguriert sind, können
die drahtlosen Feldvorrichtungen 40–46 ein Drahtlos-
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Gateway 35 nutzen, das mit dem Backbone 105 oder
einem anderen Prozesssteuerungskommunikations-
netzwerk verbunden ist. In einigen Ausführungsfor-
men können mindestens einige der drahtlosen Feld-
vorrichtungen 40–46 Knoten des Prozesssteuerungs-
system-Großdatennetzwerks 100 sein.

[0049] Das Drahtlos-Gateway 35 ist ein Beispiel
für eine Providervorrichtung 110, die Zugang zu
verschiedenen Drahtlosvorrichtungen 40–58 eines
Drahtloskommunikationsnetzwerks 70 bereitstellen
kann. Das Drahtlos-Gateway 35 bietet insbesonde-
re kommunikative Kopplung zwischen den Drahtlos-
vorrichtungen 40–58, den verdrahteten Vorrichtun-
gen 11–28 und/oder anderen Knoten 108 des Pro-
zesssteuer-Großdatennetzwerks 100 (einschließlich
des Controllers 11 von Fig. 2). Das Drahtlos-Gateway
35 kann beispielsweise kommunikative Kopplung un-
ter Verwendung des Backbones 105 des Großdaten-
netzwerks und/oder durch Verwendung von einem
oder mehreren anderen Kommunikationsnetzwerken
der Prozessanlage 10 bereitstellen.

[0050] Das Drahtlos-Gateway bietet in einigen Fäl-
len kommunikative Kopplung durch Routing-, Puf-
ferungs- und Zeitgebungsdienste an untere Schich-
ten der Protokollstapel der verdrahteten oder draht-
losen Kommunikation (z. B. Adressenkonvertierung,
Routing, Paketsegmentierung, Priorisierung, usw.),
während eine gemeinsam genutzte Schicht oder
gemeinsam genutzte Schichten der Protokollstapel
der drahtgebundenen und drahtlosen Kommunikati-
on durchtunnelt werden. Das Drahtlos-Gateway 35
kann in anderen Fällen Befehle zwischen draht-
gebundenen und Drahtlos-Protokollen übersetzen,
die keinerlei Protokollschichten gemeinsam nutzen.
Zusätzlich zu Protokoll- und Befehlskonvertierung
kann das Drahtlos-Gateway 35 synchronisierte Zeit-
gebung bereitstellen, die von Zeitschlitzen und Su-
perframes (Sets von Kommunikationszeitschlitzen
mit identischem zeitlichem Abstand) eines Zeitpla-
nungsschemas verwendet werden, das mit dem in
dem Drahtlos-Netzwerk 70 implementierten Drahtlo-
sprotokoll assoziiert ist. Das Drahtlos-Gateway 35
kann ferner Netzwerkmanagement und administra-
tive Funktionen für das Drahtlosnetzwerk 70 bereit-
stellen, wie Ressourcenmanagement, Leistungsan-
passungen, Linderung von Netzwerkfehlern, Über-
wachung des Datenverkehrs, Sicherheit und derglei-
chen. Das Drahtlos-Gateway 35 kann ein Knoten 110
des Prozesssteuerungssystem-Großdatennetzwerks
100 sein.

[0051] Ähnlich den verdrahteten Feldvorrichtungen
15–22 können die Drahtlosfeldvorrichtungen 40–46
des Drahtlosnetzwerks 70 physische Steuerfunktio-
nen innerhalb der Prozessanlage 10 durchführen, z.
B. Ventile öffnen und schließen sowie Messungen
von Prozessparametern durchführen. Die Drahtlos-
feldvorrichtungen 40–46 sind jedoch so konfiguriert,

dass sie unter Verwendung des Drahtlosprotokolls
des Netzwerks 70 kommunizieren. Die Drahtlosfeld-
vorrichtungen 40–46, das Drahtlos-Gateway 35 und
andere Drahtlosknoten 52–58 des Drahtlosnetzwerks
70 sind als solche Produzenten und Konsumenten
der Drahtloskommunikationspakete.

[0052] In einigen Szenarien kann das Drahtlosnetz-
werk 70 nicht-drahtlose Vorrichtungen einschließen.
Eine Feldvorrichtung 48 von Fig. 2 kann beispiels-
weise eine alte 4–20 mA Vorrichtung sein, und ei-
ne Feldvorrichtung 50 kann eine traditionelle verdrah-
tete HART-Vorrichtung sein. Die Feldvorrichtungen
48 und 50 können, um innerhalb des Netzwerks 70
zu kommunizieren, über einen Drahtlosadapter (WA)
52a oder 52b mit dem Drahtloskommunikationsnetz-
werk 70 verbunden sein. Die Drahtlosadapter 52a,
52b können zudem andere Kommunikationsproto-
kolle unterstützen, wie Foundation® Fieldbus, PRO-
FIBUS, DeviceNet, usw. Das Drahtlosnetzwerk 70
kann ferner einen oder mehrere Netzwerkzugangs-
punkte 55a, 55b einschließen, die physische Vor-
richtungen in verdrahteter Kommunikation mit dem
Drahtlos-Gateway 35 trennen können oder mit dem
Drahtlos-Gateway 35 als integrale Vorrichtung be-
reitgestellt werden können. Das Drahtlosnetzwerk 70
kann auch einen oder mehrere Router 58 einschlie-
ßen, um Pakete von einer drahtlosen Vorrichtung
innerhalb des Drahtloskommunikationsnetzwerks 70
an eine andere Drahtlosvorrichtung weiterzuleiten.
Die Drahtlosvorrichtungen 32–46 und 52–58 können
miteinander und mit dem Drahtlos-Gateway 35 oder
Drahtlosverbindungen 60 des drahtlosen Kommuni-
kationsnetzwerks 70 kommunizieren.

[0053] Fig. 2 schließt demnach mehrere Beispie-
le für Providervorrichtungen 110 ein, die vorrangig
dazu dienen, verschiedenen Netzwerken des Pro-
zesssteuerungssystems Netzwerkroutingfunktionali-
tät und Administration zur Verfügung zu stellen. Das
Drahtlos-Gateway 35, die Zugangspunkte 55a, 55b
und der Router 58 schließen Funktionalität zum Rou-
ten von Drahtlospaketen in dem drahtlosen Kommu-
nikationsnetzwerk 70 ein. Das Drahtlos-Gateway 35
führt Verkehrsmanagement und administrative Funk-
tionen für das Drahtlosnetzwerk 70 durch und rou-
tet Verkehr zu und von verdrahteten Netzwerken, die
sich in kommunikativer Verbindung mit dem Draht-
losnetzwerk 70 befinden. Das Drahtlosnetzwerk 70
kann ein drahtloses Prozesssteuerungsprotokoll ver-
wenden, das speziell Prozesssteuerungsnachrichten
und -funktionen unterstützt, wie WirelessHART.

[0054] Die Providerknoten 110 des Prozesssteuer-
Großdatennetzwerks 100 können jedoch auch ande-
re Knoten einschließen, die unter Verwendung ande-
rer Drahtlosprotokolle kommunizieren. Die Provider-
knoten 110 können beispielsweise einen oder meh-
rere Drahtloszugangspunkte 72 einschließen, die an-
dere Drahtlosprotokolle einsetzen, wie WiFi oder an-
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dere IEE 802.11-konforme drahtlose LAN-Netzwerk-
protokolle, Mobilkommunikationsprotokolle wie Wi-
MAX (Worldwide Interoperability for Microwave Ac-
cess), LTE (Long Term Evolution) oder andere ITU-
R-(International Telecommunication Union Radio-
communication Sector)-kompatible Protokolle, Kurz-
wellenradiokommunikationen, wie Nahfeldkommuni-
kationen (NFC) und Bluetooth oder andere Drahtlos-
kommunikationsprotokolle. Solche Drahtloszugangs-
punkte 72 ermöglichen typischerweise, dass hand-
geführte oder sonstige tragbare Rechenvorrichtun-
gen (z. B. Benutzerschnittstellenvorrichtungen 112)
über ein entsprechendes Drahtlosnetzwerk kommu-
nizieren können, das sich von dem Drahtlosnetz-
werk 70 unterscheidet und ein anderes Drahtlos-
protokoll als das Drahtlosnetzwerk 70 unterstützt. In
einigen Szenarien kann/können zusätzlich zu trag-
baren Rechenvorrichtungen ein oder mehrere Pro-
zesssteuervorrichtungen (z. B. Controller 11, Feld-
vorrichtungen 15–22 oder Drahtlosvorrichtungen 35,
40–58) auch drahtlos kommunizieren, wie durch die
Zugangspunkte 72 unterstützt wird.

[0055] Die Providerknoten 110 können zusätzlich
oder alternativ einen oder mehrere Gateways 75,
78 zu Systemen einschließen, die sich außerhalb
des unmittelbaren Prozesssteuerungssystems 10 be-
finden. Solche Systeme sind in der Regel Kunden
oder Anbieter von Informationen, die durch das Pro-
zesssteuerungssystem 10 generiert oder von die-
sem betrieben werden. Ein Anlagen-Gateway-Kno-
ten 75 kann beispielsweise die unmittelbare Prozess-
anlage 10 (mit ihrem eigenen jeweiligen Backbone
105 des Prozesssteuer-Großdatennetzwerks) mit ei-
ner anderen Prozessanlage mit ihrem eigenen jewei-
ligen Backbone des Prozesssteuer-Großdatennetz-
werks kommunikativ verbinden. Ein Backbone 105 ei-
nes Einzelprozesssteuer-Großdatennetzwerks kann
mehrere Prozessanlagen oder Prozesssteuerungs-
umgebungen bedienen.

[0056] In einem anderen Beispiel kann ein Anlagen-
Gateway-Knoten 75 die unmittelbare Prozessanlage
10 mit einer vorherigen Prozessanlage oder Anla-
ge des Standes der Technik kommunikativ verbin-
den, die kein Prozesssteuer-Großdatennetzwerk 100
oder Backbone 105 einschließt. In diesem Beispiel
kann der Anlagen-Gateway-Knoten 75 Nachrichten
zwischen einem Protokoll, das von dem Prozesssteu-
er-Großdaten-Backbone 105 der Anlage 10 genutzt
wird, und einem anderen Protokoll, das durch das frü-
here System genutzt wird (z. B. Ethernet, Profibus,
Fieldbus, DeviceNet, usw.) konvertieren oder über-
setzen.

[0057] Die Providerknoten 110 können ein oder
mehrere externe System-Gateway-Knoten 78 ein-
schließen, um das Prozesssteuer-Großdatennetz-
werk 100 kommunikativ mit dem Netzwerk eines
externen öffentlichen oder privaten Systems zu

verbinden, wie einem Laborsystem (z. B. Labor-
informationsmanagementsystem oder LIMS), einer
Operator Rounds-Datenbank, einem Materialhand-
habungssystem, einem Wartungsmanagementsys-
tem, einem Produktbestandssteuerungssystem, ei-
nem Produktionszeitplansystem, einem Wetterdaten-
system, einem Transport- und Handhabungssystem,
einem Verpackungssystem, dem Internet, einem Pro-
zesssteuerungssystem eines anderen Providers oder
anderen externen Systemen. Obwohl Fig. 2 nur ei-
nen einzelnen Controller 11 mit einer endlichen An-
zahl von

[0058] Feldvorrichtungen 15–22 und 40–46 illus-
triert, ist dies nur eine beispielhafte und nichtein-
schränkende Ausführungsform. In die Providerkno-
ten 110 des Prozesssteuer- Großdatennetzwerk 100
kann jede Anzahl von Controllern 11 eingeschlossen
werden, und beliebige der Controller 11 können mit
jedweder Anzahl von verdrahteten oder drahtlosen
Feldvorrichtungen 15–22 und 40–46 kommunizieren,
um einen Prozess in dem Plan zu steuern. Die Pro-
zessanlage 10 kann ferner auch jegliche Zahl von
Drahtlos-Gateways 35, Routern 58, Zugangspunkten
55, Drahtlosprozesssteuerungskommunikationsnetz-
werken 70, Zugangspunkten 72 und/oder Gateways
75, 78 einschließen.

[0059] Wie bereits erörtert, kann bzw. können ein
oder mehrere der Providerknoten 110 einen jeweili-
gen Mehrkernprozessor PMCX, einen jeweiligen Spei-
cherraum mit hoher Dichte MX oder sowohl einen
jeweiligen Mehrkernprozessor PMCX als auch einen
Speicherraum mit hoher Dichte MX einschließen (ge-
kennzeichnet in Fig. 2 durch das Symbol BD). Je-
der Providerknoten 100 kann seinen Speicherraum
MX (und in einigen Ausführungsformen seinen Flash-
Speicher) zum Sammeln und Cachen von Daten ein-
setzen. Jeder der Knoten 110 kann herbeiführen,
dass seine gecachten Daten an die Prozesssteue-
rungssystem-Großdatenanwendung 102 übertragen
werden. Ein Knoten 110 kann beispielsweise herbei-
führen, dass mindestens ein Teil der Daten in seinem
Cache periodisch an die Großdatenanwendung 102
übertragen werden. Der Knoten 110 kann alternativ
oder zusätzlich herbeiführen, dass mindestens ein
Teil der Daten in seinem Cache an die Großdatenan-
wendung 102 gestreamt werden. Die Prozesssteue-
rungssystem-Großdatenanwendung 102 kann in ei-
ner Ausführungsform ein Abonnent eines Streaming-
Dienstes sein, der die gecachten oder gesammelten
Daten von dem Knoten 110 überträgt. Der Provider-
knoten 110 kann in einer Ausführungsform den Strea-
ming-Dienst hosten.

[0060] Für Knoten 110, die eine direkte Verbindung
zu dem Backbone 105 haben (z. B. der Controller
11, das Anlagen-Gateway 75, das Drahtlos-Gateway
35) können die jeweiligen gecachten oder gesammel-
ten Daten in einer Ausführungsform direkt von dem
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Knoten 110 über den Backbone 105 an die Prozess-
steuer-Großdatenanwendung 102 übertragen wer-
den. Bei mindestens einigen der Knoten 110 kann
die Sammlung und/oder das Cachen jedoch in Ebe-
nen oder Schichten erfolgen, so dass gecachte oder
gesammelte Daten an einem Knoten, der sich wei-
ter nachgeordnet (d. h. weiter entfernt) von der Pro-
zesssteuer-Großdatenanwendung 102 befindet, zwi-
schendurch an einem Knoten gecacht werden, der
sich weiter vorgeordnet befindet (z. B. der Großda-
tenanwendung 102 näher ist).

[0061] Um Datencaching in Schichten oder Ebenen
zu illustrieren, wird ein beispielhaftes Szenarium be-
reitgestellt. In diesem beispielhaften Szenarium cacht
in Bezug auf Fig. 2 eine Feldvorrichtung 22 Prozess-
steuerdaten, die sie generiert oder empfängt, und
führt herbei, dass der Inhalt ihres Caches an eine
„vorgeordnete“ Vorrichtung abgegeben wird, die in
den Kommunikationsweg zwischen der Feldvorrich-
tung 22 und der Prozesssteuer-Großdatenanwen-
dung 102 eingeschlossen ist, wie die E/A-Vorrichtung
28 oder den Controller 11. Die Feldvorrichtung 22
kann beispielsweise den Inhalt ihres Caches an die
E/A-Vorrichtung 28 streamen, oder die Feldvorrich-
tung 22 kann den Inhalt ihres Caches periodisch an
die E/A-Vorrichtung 28 übertragen. Die E/A-Vorrich-
tung 28 cacht die Informationen, die von der Feldvor-
richtung 22 erhalten werden, in ihrem Speicher M5
(und kann in einigen Ausführungsformen auch Daten,
die von anderen nachgeordneten Feldvorrichtungen
19–21 erhalten wurden, in ihrem Speicher M5 cachen)
zusammen mit anderen Daten, die die E/A-Vorrich-
tung 28 direkt generiert, empfängt und beobachtet.
Die Daten, die an der E/A-Vorrichtung 28 gesammelt
und gecacht werden (einschließlich der Inhalte des
Caches der Feldvorrichtung 22) können dann peri-
odisch an den vorgeordneten Controller 11 übertra-
gen und/oder gestreamt werden. Auf Ebene des Con-
trollers 11 cacht in ähnlicher Weise der Controller 11
Informationen, die von nachgeordneten Vorrichtun-
gen empfangen wurden (z. B. den E/A-Karten 26, 28
und/oder jeglichen der Feldvorrichtungen 15–22) in
seinem Speicher M6 und aggregiert in seinem Spei-
cher M6 die nachgeordneten Daten mit Daten, die der
Controller 11 selbst direkt generiert, empfängt und
beobachtet. Der Controller kann dann periodisch die
aggregierten gesammelten oder gecachten Daten an
die Prozesssteuer-Großdatenanwendung 102 liefern
und/oder streamen.

[0062] In dem zweiten Beispielszenarium von Ca-
chen in Schichten oder Ebenen steuert der Control-
ler 11 einen Prozess unter Verwendung von ver-
drahteten Feldvorrichtungen (z. B. einer oder meh-
reren der Vorrichtungen 15–22) und mindestens ei-
ner Drahtlos-Feldvorrichtung (z. B. Drahtlos-Feldvor-
richtung 44). In einer ersten Ausführungsform dieses
zweiten Beispielszenariums werden die gecachten
oder gesammelten Daten an der Drahtlosvorrichtung

44 direkt von der Drahtlosvorrichtung 44 (z. B. über
das Großdatennetzwerk 105) an den Controller gelie-
fert und/oder gestreamt und in dem Controller-Cache
M6 zusammen mit Daten von anderen Vorrichtungen
oder Knoten gespeichert, die sich nachgeordnet zu
dem Controller 11 befinden. Der Controller kann peri-
odisch die in seinem Cache M6 gespeicherten Daten
an die Prozesssteuer-Großdatenanwendung 102 lie-
fern oder streamen.

[0063] In einer anderen Ausführungsform dieses
zweiten Beispielszenariums können die an der Draht-
losvorrichtung 44 gecachten oder gesammelten Da-
ten schließlich über einen alternativen Pfad in Ebe-
nen oder Schichten, z. B. über die Vorrichtung 42a,
den Router 52a, den Zugangspunkt 55a und das
Drahtlos-Gateway 35, an die Prozesssteuer-Großda-
tenanwendung 102 geliefert werden. In dieser Aus-
führungsform können mindestens einige der Knoten
41a, 52a, 55a oder 35 des alternativen Pfads Da-
ten von nachgeordneten Knoten cachen und ihre ge-
cachten Daten periodisch an einen weiter vorgeord-
net befindlichen Knoten liefern oder streamen.

[0064] Daher können unterschiedliche Typen von
Daten an unterschiedlichen Knoten des Verfah-
renssteuerungssystem-Großdatennetzwerks 100 un-
ter Verwendung verschiedener Schichtungs- oder
Ebenenanordnungen gecacht werden. Daten, die
der Steuerung eines Prozesses entsprechen, kön-
nen in einer Ausführungsform schichtenweise un-
ter Verwendung von Providervorrichtungen 110 ge-
cacht und geliefert werden, deren Hauptfunktionali-
tät in der Steuerung liegt (z. B. Feldvorrichtungen, E/
A-Karten, Controller), während Daten, die Netzwerk-
verkehrsmessung entsprechen, schichtenweise un-
ter Verwendung von Providervorrichtungen 110 ge-
cacht und geliefert werden können, deren Hauptfunk-
tionalität Verkehrsmanagement ist (z. B. Router, Zu-
gangspunkte und Gateways). Daten können in ei-
ner Ausführungsform über Providerknoten oder Vor-
richtungen 110 geliefert werden, deren Hauptfunkti-
on (und in einigen Szenarien einzige Funktion) in der
Sammlung und dem Cachen von Daten von nach-
geordneten Vorrichtungen liegt (hier aus „Historien-
knoten“ bezeichnet. Ein Ebenensystem von Histori-
enknoten oder Rechenvorrichtungen kann beispiels-
weise über das Netzwerk 100 lokalisiert sein, und je-
der Knoten 110 kann periodisch gecachte Daten an
einen Historienknoten einer ähnlichen Ebene, z. B.
unter Verwendung des Backbones 105, liefern oder
streamen. Nachgeordnete Historienknoten können
gecachte Daten an vorgeordnete Historienknoten lie-
fern oder streamen, und schließlich können die Histo-
rienknoten, die sich unmittelbar nachgeordnet zu der
Prozesssteuer-Großdatenanwendung 102 befinden,
die jeweiligen gecachten Daten zur Speicherung an
die Prozesssteuer-Großdatenanwendung 102 liefern
oder streamen.
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[0065]  Schichtenweises Cachen kann in einer Aus-
führungsform durch Knoten 110 durchgeführt wer-
den, die miteinander unter Verwendung des Back-
bones 105 des Prozesssteuerungssystem-Großda-
tennetzwerks kommunizieren. In einer Ausführungs-
form können mindestens einige der Knoten 110 ge-
cachte Daten an andere Knoten 110 auf einer ande-
ren Ebene unter Verwendung eines anderen Kom-
munikationsnetzwerks und/oder anderen Protokolls
kommunizieren, wie HART, WirelessHART, Fieldbus,
DeviceNet, WiFi, Ethernet oder anderem Protokoll.

[0066]  Obwohl ebenen- oder schichtweises Ca-
chen in Bezug auf Providerknoten 110 erörtert wur-
de, können die Konzepte und Techniken natürlich
in gleicher Weise auf Benutzerschnittstellenknoten
112 und/oder andere Typen von Knoten 115 des
Prozesssteuerungssystem-Großdatennetzwerks 100
angewendet werden. Das Teilset der Knoten 108
kann in einer Ausführungsform ebenen- oder schicht-
weises Cachen ausführen, während ein anderes Teil-
set der Knoten 108 herbeiführen kann, dass seine ge-
cachten/gesammelten Daten direkt an die Prozess-
steuer-Großdatenanwendung 102 geliefert werden,
ohne an einem Zwischenknoten gecacht oder tempo-
rär gespeichert zu werden. In einigen Ausführungs-
formen können Historienknoten Daten von mehreren
unterschiedlichen Knotentypen cachen, z. B. von ei-
nem Providerknoten 110 und einem Benutzerschnitt-
stellenknoten 112.

Backbone des Prozesssteuerungssystem-
Großdatennetzwerks

[0067] Der Backbone 105 des Prozesssteuerungs-
system-Großdatennetzwerks kann, wiederum in
Fig. 1, eine Vielzahl vernetzter Rechenvorrichtun-
gen oder Schalter einschließen, die konfiguriert
sind, um Pakete zu/von verschiedenen Knoten 108
des Prozesssteuerungssystem-Großdatennetzwerks
100 und zu/von der Prozesssteuer-Großdatenan-
wendung 102 zu routen (die selbst ein Knoten des
Prozesssteuerungssystem-Großdatennetzwerks 100
ist). Die Vielzahl von vernetzten Rechenvorrichtun-
gen des Backbones 105 kann durch eine beliebi-
ge Zahl drahtloser und/oder verdrahteter Verbindun-
gen miteinander verbunden sein. Der Backbone 105
des Prozesssteuerungssystem-Großdatennetzwerks
kann in einer Ausführungsform ein oder mehrere Fire-
wall-Vorrichtungen einschließen.

[0068] Der Backbone 105 des Großdatennetzwerks
kann ein oder mehrere geeignete Routingprotokolle
einschließen, z. B. Protokolle, die in die Internet Pro-
tocol (IP) Suite (z. B. UPD (User Datagram Proto-
col), TCP (Transmission Control Protocol), Ethernet,
usw.) oder andere geeignete Routing-Protokolle ein-
geschlossen sind. In einer Ausführungsform verwen-
den mindestens einige der Knoten 108 ein Stream-
ing-Protokoll, wie das Stream Control Transmission

Protocol (SCTP), um gecachte Daten von den Knoten
der Prozesssteuer-Großdatenanwendung 102 über
den Netzwerk-Backbone 105 zu streamen. Jeder
Knoten 108, der in das Prozessdaten-Großdaten-
netzwerk 100 eingeschlossen ist, kann typischerwei-
se mindestens eine Anwendungsschicht (und für ei-
nige Knoten zusätzliche Schichten) des Routing-Pro-
tokolls/der Routing-Protokolle unterstützen, das/die
von Backbone 105 unterstützt wird/werden. In einer
Ausführungsform wird jeder Knoten 108 innerhalb
des Prozesssteuerungssystem-Großdatennetzwerks
100 eindeutig identifiziert, z. B. durch eine eindeutige
Netzwerkadresse.

[0069] Mindestens ein Teil des Prozesssteuersys-
tem-Großdatennetzwerks 100 kann in einer Ausfüh-
rungsform ein Ad-hoc-Netzwerk sein. Als solches
können mindestens einige der Knoten 108 ad-hoc
sich mit dem Netzwerk-Backbone 105 (oder einem
anderen Knoten des Netzwerks 100) verbinden. Je-
der Knoten, der die Anforderung zur Teilnahme an
dem Netzwerk 100 stellt, muss in einer Ausführungs-
form authentifiziert werden. Authentifizierung wird in
folgenden Abschnitten detaillierter erörtert.

Prozesssteuerungssystem-Großdatenanwendung

[0070] In Fig. 1 ist in dem beispielhaf-
ten Prozesssteuerungssystem-Großdaten-Prozess-
steuerungsnetzwerk 100 der Prozesssteuer-Großda-
tenapparat oder die Anwendung 102 innerhalb des
Netzwerks 100 zentralisiert und konfiguriert, um Da-
ten (z. B. mittels Streaming und/oder über irgendein
anderes Protokoll) von den Knoten 108 des Netz-
werks 100 zu erhalten und die empfangenen Daten
zu speichern. Der Prozesssteuer-Großdatenapparat
oder die Anwendung 102 kann als solches einen Da-
tenspeicherbereich 120 zum Historisieren oder Spei-
chern der Daten, die von den Knoten 108 erhalten
werden, eine Vielzahl von Anwendungsdatenemp-
fängern 122 und eine Vielzahl von Anwendungsan-
forderungsdienstleistern 125 einschließen. Jede die-
ser Komponenten 120, 122, 125 der Prozesssteuer-
Großdatenanwendung 102 wird anschließend detail-
lierter beschrieben.

[0071] Der Prozesssteuerungssystem-Großdaten-
speicherbereich 120 kann mehrere physische Da-
tenlaufwerke oder Speicherentitäten umfassen, wie
RAID-(Redundant Array of Independent Disks)-Spei-
cher, Cloud-Speicher oder jegliche andere geeig-
nete Datenspeichertechnologie, die für Datenbank-
oder Datenzentrenspeicherung geeignet ist. Der Da-
tenspeicherbereich 120 hat für die Knoten 108 des
Netzwerks 100 jedoch das Aussehen eines einzel-
nen oder unitären logischen Datenspeicherbereichs
oder einer Entität. Der Datenspeicher 120 kann als
solches als ein zentralisierter Großdatenspeicherbe-
reich 120 für das Prozesssteuer-Großdatennetzwerk
100 oder die Prozessanlage 10 angezeigt werden. In
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einigen Ausführungsformen kann ein einzelner logi-
scher zentralisierter Datenspeicherbereich 120 meh-
rere Prozessanlagen bedienen (z. B. die Prozessan-
lage 10 und eine andere Prozessanlage). Ein zen-
tralisierter Datenspeicherbereich 120 kann beispiels-
weise mehrere Raffinerien eines Energieunterneh-
mens bedienen. Der zentralisierte Datenspeicherbe-
reich 120 kann in einer Ausführungsform direkt mit
dem Backbone 105 verbunden sein. Der zentralisier-
te Datenspeicherbereich 120 kann in einigen Aus-
führungsformen über mindestens eine Kommunikati-
onsverknüpfung mit hoher Bandbreite mit dem Back-
bone 105 verbunden sein. Der zentralisierte Daten-
speicherbereich 120 kann in einer Ausführungsform
eine integrale Firewall einschließen.

[0072] Die Struktur des unitären logischen Daten-
speicherbereichs 120 unterstützt in einer Ausfüh-
rungsform die Speicherung aller mit dem Prozess-
steuerungssystem zusammenhängenden Daten. Je-
der Eintrag, Datenpunkt oder jede Beobachtung der
Datenspeicherungsentität kann beispielsweise eine
Angabe der Identität der Daten (z. B. Quelle, Vorrich-
tung, Kennung, Position, usw.), einen Inhalt der Da-
ten (z. B. Messung, Wert, usw.) und einen Zeitstem-
pel einschließen, der die Zeit angibt, zu der die Daten
gesammelt, generiert, empfangen oder beobachtet
wurden. Diese Einträge, Datenpunkte oder Beobach-
tungen werden hier als „Zeitreihendaten” bezeichnet.
Die Daten können unter Verwendung eines gemein-
samen Formats einschließlich eines Schemas, das
beispielsweise skalierbare Speicherung, gestreamte
Daten und Abfragen mit niedriger Latenz unterstützt,
in dem Datenspeicherbereich 120 gespeichert wer-
den.

[0073] Das Schema kann in einer Ausführungsform
das Speichern mehrerer Beobachtungen in jeder Zei-
le und das Verwenden eines Zeilenschlüssels mit ei-
nem benutzerdefinierten Hash zur Filterung der Da-
ten in der Zeile einschließen. Der Hash basiert in ei-
ner Ausführungsform auf dem Zeitstempel und einer
Kennung (einem Tag). Der Hash kann beispielswei-
se ein gerundeter Wert des Zeitstempels sein, und
das Tag kann einem Ereignis oder einer Entität von
oder eine Relation zu dem Prozesssteuerungssys-
tem sein. Metadaten, die jeder Zeile oder einer Grup-
pe von Zeilen entsprechen, können in einer Ausfüh-
rungsform auch in dem Datenspeicherbereich 120
gespeichert werden, entweder integral mit den Zeit-
reihendaten oder getrennt von den Zeitreihendaten.
Die Metadaten können beispielsweise in wenig sche-
matisierter Weise getrennt von den Zeitreihendaten
gespeichert werden.

[0074] Das Schema, welches zum Speichern von
Daten in der Anwendungsdatenspeicherung 120 ver-
wendet wird, wird in einer Ausführungsform auch
zum Speichern von Daten in dem Cache MX von
mindestens einem der Knoten 108 eingesetzt. In

dieser Ausführungsform bleibt das Schema dem-
nach erhalten, wenn Daten von den lokalen Spei-
cherbereichen MX der Knoten 108 über den Back-
bone 105 des Prozesssteuerungssystem-Großda-
tenanwendungsdatenspeicher 120 übertragen wer-
den.

[0075] Zusätzlich zu der Datenspeicherung 120
kann die Prozesssteuerungssystem-Großdatenan-
wendung 102 ferner ein oder mehrere Anwendungs-
datenempfänger 122 einschließen, die jeweils so
konfiguriert sind, dass sie Datenpakete von dem
Backbone 105 empfangen, die Datenpakete verar-
beiten, um die darin enthaltenen wesentlichen Da-
ten und den Zeitstempel abzurufen, und die wesent-
lichen Daten und den Zeitstempel in dem Daten-
speicherbereich 120 zu speichern. Die Anwendungs-
datenempfänger 122 können beispielsweise auf ei-
ner Vielzahl von Rechenvorrichtungen oder Schal-
tern liegen. Mehrere Anwendungsdatenempfänger
122 (und/oder mehrere Instanzen von mindestens ei-
nem Datenempfänger 122) können in einer Ausfüh-
rungsform parallel an mehreren Datenpaketen ope-
rieren.

[0076] In Ausführungsformen, in denen die empfan-
genen Datenpakete das Schema einschließen, wel-
ches von dem Datenspeicherbereich 120 der Pro-
zesssteuer-Großdatenanwendung verwendet wird,
befüllen die Anwendungsdatenempfänger 122 ledig-
lich weitere Einträge oder Beobachtungen des Da-
tenspeicherbereichs mit der schematischen Informa-
tion (und können gegebenenfalls entsprechende Me-
tadaten speichern, sofern gewünscht). In Ausfüh-
rungsformen, in denen die empfangenen Datenpake-
te nicht das Schema verwenden, welches von dem
Datenspeicherbereich 120 genutzt wird, können die
Anwendungsdatenempfänger 122 die Pakete deko-
dieren und Zeitreihendatenbeobachtungen oder Da-
tenpunkte des Datenspeicherbereichs 120 der Pro-
zesssteuer-Großdatenanwendung (und gegebenen-
falls entsprechende Metadaten) entsprechend befül-
len.

[0077] Die Prozesssteuerungssystem-Großdaten-
anwendung 102 kann zudem ein oder mehre-
re Anwendungsanforderungsdienstleister 125 ein-
schließen, die jeweils konfiguriert sind, um auf
Zeitreihendaten und/oder Metadaten zuzugreifen,
die in dem Prozesssteuerungssystem-Großdatenan-
wendungsspeicher 120 gespeichert sind, z. B. auf
Anforderung einer anfordernden Entität oder Anwen-
dung. Die Anwendungsanforderungsempfänger 125
können beispielsweise auf einer Vielzahl von Re-
chenvorrichtungen oder Schaltern liegen. In einer
Ausführungsform liegen mindestens einige der An-
wendungsanforderungsdienstleister 125 und der An-
wendungsdatenempfänger 122 auf der selben Re-
chenvorrichtung oder den selben Rechenvorrichtun-
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gen (z. B. auf einer integrierten Vorrichtung) oder sind
in eine integrale Anwendung eingeschlossen.

[0078]  In einer Ausführungsform können mehre-
re Anwendungsanforderungsdienstleister 125 (und/
oder mehrere Instanzen von mindestens einem An-
wendungsanforderungsdienstleister 125) parallel an
mehreren Anforderungen von mehreren anfordern-
den Entitäten oder Anwendungen arbeiten. In einer
Ausführungsform kann ein einzelner Anwendungsan-
forderungsdienstleister 125 mehrere Anforderungen
bedienen, wie mehrere Anforderungen von einer ein-
zelnen Entität oder Anwendung oder mehrere Anfor-
derungen von unterschiedlichen Instanzen einer An-
wendung.

[0079] Die Fig. 3 und Fig. 4 sind beispielhaf-
te Blockdiagramme, die detailliertere Konzepte und
Techniken illustrieren, die mit den Anwendungsda-
tenempfängern 122 und den Anwendungsanforde-
rungsdienstleistern 125 der Prozesssteuerungssys-
tem-Großdatenanwendung 102 erreicht werden kön-
nen.

[0080] Fig. 3 ist ein beispielhaftes Blockdiagramm,
welches die Verwendung der Anwendungsdaten-
empfänger 122 zur Übertragung von Daten (z. B. ge-
streamten Daten) von den Knoten 108 des Prozess-
steuer-Großdatennetzwerks 100 an die Großdaten-
anwendung 102 zur Speicherung und Historisierung
illustriert. Fig. 3 illustriert vier beispielhafte Knoten
108 von Fig. 1, d. h. den Controller 11, eine Benutzer-
schnittstellenvorrichtung 12, das Drahtlos-Gateway
35 und ein Gateway zu einem Drittanbietergerät oder
Netzwerk 78. Die in Bezug auf Fig. 3 erörterten Tech-
niken und Konzepte können jedoch auf einen belie-
bigen Typ und eine beliebige Anzahl der Knoten 108
angewendet werden. Obwohl Fig. 3 zudem nur drei
Anwendungsdatenempfänger 122a, 122b und 122c
illustriert, können die Fig. 3 entsprechenden Techni-
ken und Konzepte auf jeden beliebigen Typ und je-
de beliebige Zahl von Anwendungsdatenempfängern
122 angewendet werden.

[0081] In der in Fig. 3 illustrierten Ausführungsform
schließt jeder der Knoten 11, 12, 35 und 78 einen je-
weiligen Scanner S11, S12, S35, S78 zum Erfassen von
Daten ein, die durch den Knoten 11, 12, 35 und 78 ge-
neriert, empfangen oder anderweitig beobachtet wer-
den. Die Funktionalität jedes Scanners S11, S12, S35,
S78 kann in einer Ausführungsform durch einen je-
weiligen Prozessor PMCX des jeweiligen Knotens 11,
12, 35, 78 ausgeführt werden. Der Scanner S11, S12,
S35, S78 kann herbeiführen, dass die erfassten Daten
und ein entsprechender Zeitstempel temporär in ei-
nem jeweiligen lokalen Speicher M11, M12, M35, M78
gespeichert oder gecacht werden können, beispiels-
weise in einer Weise wie zuvor beschrieben. Die er-
fassten Daten schließen als solche Zeitreihendaten
oder Echtzeitdaten ein. Die erfassten Daten werden

in einer Ausführungsform in jedem der Speicher M11,
M12, M35 und M78 unter Verwendung des Schemas
gespeichert oder gecacht, das von dem Prozesssteu-
er-Großdatenspeicherbereich 120 genutzt wird.

[0082] Jeder Knoten 11, 12, 35 und 78 kann mindes-
tens einige der gecachten Daten an einen oder meh-
rere Anwendungsdatenempfänger 122a–122c über-
tragen, z. B. unter Verwendung des Netzwerk-Back-
bones 105. Mindestens ein Knoten 11, 12, 35, 78
kann beispielsweise mindestens einige der Daten
von seinem jeweiligen Speicher MX schieben („pus-
hen“), wenn der Cache bis zu einem bestimmten
Schwellenwert gefüllt ist. Der Schwellenwert des Ca-
ches kann in einer Ausführungsform einstellbar sein.
In einer Ausführungsform kann mindestens ein Kno-
ten 11, 12, 35, 78 mindestens einige der Daten aus
seinem jeweiligen Speicher MX pushen, wenn eine
Ressource (z. B. eine Bandbreite des Netzwerks 105,
der Prozessor PMCX oder irgendeine andere Ressour-
ce) in ausreichendem Maße verfügbar ist. In einer
Ausführungsform kann ein Verfügbarkeitsschwellen-
wert einer speziellen Ressource einstellbar sein.

[0083] In einigen Ausführungsformen kann mindes-
tens ein Knoten 11, 12, 35, 78 mindestens einige
der in den Speichern MX gespeicherten Daten in pe-
riodischen Intervallen pushen. Die Periodizität eines
speziellen Zeitintervalls, in dem Daten gepusht wer-
den, kann auf einem Datentyp, dem Typ des pus-
henden Knotens, dem Ort des pushenden Knotens
und/oder anderen Kriterien basieren. Die Periodizität
eines speziellen Zeitintervalls kann in einer Ausfüh-
rungsform einstellbar sein. In einigen Ausführungs-
formen kann mindestens ein Knoten 11, 12, 35, 78
Daten in Reaktion auf eine Anforderung bereitstellen
(z. B. von der Prozesssteuer-Großdatenanwendung
102).

[0084] In einigen Ausführungsformen kann mindes-
tens ein Knoten 11, 12, 35, 78 mindestens einige der
Daten in Echtzeit streamen, wenn die Daten von je-
dem Knoten 11, 12, 35, 78 generiert, erhalten oder
anderweitig beobachtet werden (der Knoten kann z.
B. nicht temporär die Daten speichern oder cachen,
oder speichert die Daten möglicherweise nur so lan-
ge, wie der Knoten zur Verarbeitung der Daten zum
Streamen benötigt). Mindestens einige der Daten
können beispielsweise mittels eines Streaming-Pro-
tokolls an den einen oder die mehreren Anwendungs-
datenempfänger 122 gestreamt werden. Ein Knoten
11, 12, 35, 78 kann in einer Ausführungsform einen
Streaming-Dienst hosten, und mindestens einer der
Datenempfänger 122 und/oder des Datenspeicher-
bereichs 120 kann den Streaming-Dienst abonnie-
ren.

[0085]  Übertragene Daten können demnach von ei-
nem oder mehreren Anwendungsdatenempfängern
122a–122c, z. B. über den Netzwerk-Backbone 105
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empfangen werden. Ein spezieller Anwendungsda-
tenempfänger 122 kann in einer Ausführungsform
konzipiert sein, um Daten von einem oder mehreren
speziellen Knoten zu empfangen. Ein spezieller An-
wendungsdatenempfänger 122 kann in einer Ausfüh-
rungsform konzipiert sein, um Daten von nur einem
oder mehreren speziellen Typen von Vorrichtungen
zu empfangen (z. B. Controllern, Routern oder Be-
nutzerschnittstellenvorrichtungen). Ein spezieller An-
wendungsdatenempfänger 122 kann in einigen Aus-
führungsformen konzipiert sein, um nur einen oder
mehrere spezielle Typen von Daten zu empfangen (z.
B. nur Netzwerkmanagementdaten oder nur sicher-
heitsbezogene Daten).

[0086] Die Anwendungsdatenempfänger
122a–122c können herbeiführen, dass die Daten
in dem Großdaten-Anwendungsspeicherbereich 120
gespeichert oder historisiert werden. Die von jedem
der Anwendungsdatenempfänger 122a–122c emp-
fangenen Daten können beispielsweise unter Ver-
wendung des Prozesssteuer-Großdatenschemas in
dem Datenspeicherbereich 120 gespeichert werden.
In der in Fig. 3 gezeigten Ausführungsform werden
die Zeitreihendaten 120a als separat von entspre-
chenden Metadaten 120b gespeichert dargestellt,
obwohl in einigen Ausführungsformen mindestens ei-
nige der Metadaten 120b integral mit den Zeitreihen-
daten 120a gespeichert werden können.

[0087] Daten, die über die Vielzahl von Anwen-
dungsdatenempfängern 122a–122c empfangen wer-
den, sind in einer Ausführungsform integriert, so
dass Daten von mehreren Quellen kombiniert wer-
den können (z. B. in die selbe Gruppe von Rei-
hen des Datenspeicherbereichs 120). In einer Aus-
führungsform werden Daten, die über die Vielzahl
von Anwendungsdatenempfängern 122a–122c emp-
fangen werden, gereinigt, um Rauschen und inkon-
sistente Daten zu entfernen. Ein Anwendungsdaten-
empfänger 122 kann in einer Ausführungsform Da-
tenreinigung und/oder Datenintegration an mindes-
tens einigen der empfangenen Daten durchführen,
bevor die empfangenen Daten gespeichert werden,
und/oder die Prozesssteuerungssystem-Großdaten-
anwendung 102 kann in einer Ausführungsform eini-
ge oder alle der empfangenen Daten reinigen, nach-
dem die empfangenen Daten in dem Speicherbe-
reich 102 gespeichert wurde. Eine Vorrichtung oder
ein Knoten 110, 112, 115 kann in einer Ausführungs-
form herbeiführen, dass zusätzliche Daten, die mit
den zu übertragenden Dateninhalten zusammenhän-
gen, übertragen werden, und der Anwendungsda-
tenempfänger 122 und/oder der Großdaten-Anwen-
dungsspeicherbereich 120 kann/können diese zu-
sätzlichen Daten zur Durchführung von Datenreini-
gung einsetzen. Mindestens einige Daten können in
einer Ausführungsform (mindestens teilweise) durch
einen Knoten 110, 112, 115 vor dem Knoten 110, 112,
115 gereinigt werden, der herbeiführt, dass die Da-

ten zur Speicherung an den Großdatenanwendungs-
Speicherbereich 120 übertragen werden.

[0088] In Bezug auf Fig. 4 ist Fig. 4 nun ein bei-
spielhaftes Blockdiagramm, das die Verwendung von
Anwendungsanforderungsdienstleistern 125 zum Zu-
griff auf die historisierten Daten illustriert, die in
dem Datenspeicherbereich 120 der Großdatenan-
wendung 102 gespeichert sind. Fig. 4 schließt ein Set
von Anwendungsanforderungsdienstleistern oder -
diensten 125a–125e ein, die jeweils konfiguriert sind,
um auf Zeitreihendaten 120a und/oder 120b per An-
forderung einer anfordernden Entität oder Anwen-
dung zuzugreifen, wie Datenanforderer 130a–130c
oder Datenanalyse-Engine 132a–132b. Während
Fig. 4 fünf Anwendungsanforderungsdienstleister
125a–125e, drei Datenanforderer 130a–130c und
zwei Datenanalyse-Engines 132a, 132b illustriert,
können die hier in Bezug auf Fig. 4 erörterten Tech-
niken und Konzepte auf jegliche Anzahl und jegli-
che Typen von Anwendungsanforderungsdienstleis-
tern 125, Datenanforderern 130 und/oder Datenana-
lyse-Engines 132 angewendet werden.

[0089]  In einer Ausführungsform können mindes-
tens einige der Anwendungsanforderungsdienstleis-
ter 125 jeweils einen speziellen Dienst oder eine spe-
zielle Anwendung bereitstellen, der bzw. die Zugriff
auf mindestens einige der Daten benötigt, die in dem
Prozesssteuer-Großdatenspeicherbereich 120 ge-
speichert sind. Der Anwendungsanforderungsdienst-
leister 125a kann beispielsweise ein Datenanalyse-
unterstützungsdienst sein, und der Anwendungsan-
forderungsdienstleister 125b kann ein Datentrendun-
terstützungsdienst sein. Andere Beispiele für Dienste
125, die durch die Prozesssteuerungssystem-Groß-
datenanwendung 102 bereitgestellt werden kön-
nen, können einen Konfigurationsanwendungsdienst
125c, einen Diagnostikanwendungsdienst 125d und
einen weiterentwickelten Steuerungsanwendungs-
dienst 125e einschließen. Ein weiterentwickelter
Steuerungsanwendungsdienst 125e kann beispiels-
weise Modellvorhersagesteuerung, Chargendaten-
analysen, Analysen fortlaufender Daten und ande-
re Anwendungen einschließen, die zur Modellkon-
struktion und zu anderen Zwecken historisierte Da-
ten benötigen. Andere Anforderungsdienstleister 125
können auch in die Prozesssteuerungssystem-Groß-
datenanwendung 102 eingeschlossen werden, um
andere Dienste oder Anwendungen zu unterstüt-
zen, z. B. einen Kommunikationsdienst, Adminis-
trationsdienst, Gerätemanagementdienst, Planungs-
dienst und andere Dienste.

[0090]  Ein Datenanforderer 130 kann eine Anwen-
dung sein, die Zugriff auf Daten anfordert, die in
dem Prozesssteuerungssystem-Großdatenspeicher-
bereich 120 gespeichert sind. Die entsprechenden
Daten können basierend auf einer Anforderung des
Datenanforderers 130 aus dem Prozesssteuer-Groß-
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datenspeicherbereich 120 abgerufen werden und
können zu Datenformularen transformiert und/oder
konsolidiert werden können, die von dem Anforde-
rer 130 verwendbar sind. In einer Ausführungsform
können ein oder mehrere Anwendungsanforderungs-
dienstleister 125 Datenabruf und/oder Datentransfor-
mation an mindestens einigen der angeforderten Da-
ten durchführen.

[0091] Mindestens einige der Datenanforderer 130
und/oder mindestens einige der Anforderungsdienst-
leister 125 können Webdienste oder Web-Anwen-
dungen sein, die von der Prozesssteuerungssys-
tem-Großdatenanwendung 102 gehostet werden und
durch Knoten des Prozesssteuerungssystem-Groß-
datennetzwerks 100 (z. B. Benutzerschnittstellenvor-
richtungen 112 oder Providervorrichtungen 110) zu-
gänglich sind. Demnach können in einer Ausfüh-
rungsform mindestens einige der Vorrichtungen oder
Knoten 108 einen jeweiligen Web-Server einschlie-
ßen, um einen Webbrowser, eine Web-Clientschnitt-
stelle oder ein Plugin zu unterstützen, das einem Da-
tenanforderer 130 oder einem Anforderungsdienst-
leister 125 entspricht. Ein Browser oder eine Anwen-
dung, der/die auf einer Benutzerschnittstellenvorrich-
tung 112 gehostet wird, kann Daten oder eine Web-
seite, die in der Großdatenanwendung 102 gespei-
chert sind, ausgeben. Bei Benutzerschnittstellenvor-
richtungen 112 kann in einer Ausführungsform ins-
besondere ein Datenanforderer 130 oder ein Anfor-
derungsdienstleister 125 Displays und gespeicherte
Daten über eine Benutzerschnittstellen (UI)-Dienst-
schicht 135 ziehen („Pullen“).

[0092] Eine Datenanalyse-Engine 132 kann eine
Anwendung sein, die eine rechenintensive Analy-
se an mindestens einigen der Zeitreihendatenpunkte
durchführt, die in dem Anwendungsspeicherbereich
120 gespeichert sind, um Kenntnisse zu generieren.
Die Datenanalyse-Engine 132 kann als solche ein
neues Set von Datenpunkten oder Beobachtungen
generieren. Die neuen Kenntnisse oder neuen Daten-
punkten können eine Analyse von Aspekten der Pro-
zessanlage 10 (z. B. Diagnostik oder Fehlersuche) a
posteriori bereitstellen und/oder kann a priori-Vorher-
sagen (z. B. Prognosen) in Bezug auf die Prozessan-
lage 10 bereitstellen. Eine Datenanalyse-Engine 132
führt in einer Ausführungsform Data Mining an einem
ausgewählten Teilset der gespeicherten Daten 120
durch und führt Musterauswertung an den durch Data
Mining erhaltenen Daten durch, um die neuen Kennt-
nisse oder das neue Set von Datenpunkten oder Be-
obachtungen zu generieren. In einigen Ausführungs-
formen können mehrere Datenanalyse-Engines 132
oder Instanzen davon zusammenwirken, um die neu-
en Kenntnisse oder das neue Set von Datenpunkten
zu generieren.

[0093] Die neuen Kenntnisse oder das neue Set von
Datenpunkten können beispielsweise in dem Anwen-

dungsspeicherbereich 120 gespeichert (z. B. diesem
hinzugefügt) werden und können zusätzlich oder al-
ternativ an einer oder mehreren Benutzerschnittstel-
lenvorrichtungen 112 präsentiert werden. Die neuen
Kenntnisse können in einigen Ausführungsformen in
eine oder mehrere Steuerungsstrategien eingebaut
werden, mit denen die Prozessanlage 10 arbeitet. Ei-
ne spezielle Datenanalyse-Engine 132 kann ausge-
führt werden, wenn dies durch einen Anwender an-
gegeben wird (z. B. über eine Benutzerschnittstellen-
vorrichtung 112), und/oder die spezielle Datenanaly-
se-Engine 132 kann automatisch durch die Prozess-
steuerungssystem-Großdatenanwendung 102 aus-
geführt werden.

[0094] Die Datenanalyse-Engines 132 der Prozess-
steuerungssystem-Großdatenanwendung 102 kön-
nen mit den gespeicherten Daten arbeiten, um zeit-
bezogene Beziehungen zwischen verschiedenen En-
titäten und Providern innerhalb und außerhalb der
Prozessanlage 10 zu ermitteln, und können die er-
mittelte zeitbezogene Beziehung nutzen, um ein oder
mehrere Prozesse der Anlage 10 entsprechend zu
steuern. Die Prozesssteuerungssystem-Großdaten-
anwendung 102 ermöglicht das Koordinieren von ei-
nem oder mehreren Prozessen mit anderen Pro-
zessen und/oder deren Anpassung im Zeitverlauf
an sich ändernde Bedingungen und Faktoren. Die
Koordination und/oder Anpassungen können in ei-
nigen Ausführungsformen automatisch ermittelt und
unter Leitung der Prozesssteuerungssystem-Groß-
datenanwendung 102 ausgeführt werden, wenn Be-
dingungen und Ereignisse eintreten, wodurch die Ef-
fizienz wesentlich erhöht und die Produktivität opti-
miert wird, verglichen mit Steuerungssystemen des
Standes der Technik.

[0095] Beispiele für mögliche Szenarien, in denen
die Kenntnisfindungstechniken von Datenanalyse-
Engines 132 zum Tragen kommen, sind wie folgt. In
einem Beispielszenarium führt eine bestimmte Kom-
bination von Ereignissen zu schlechter Produktquali-
tät, wenn das Produkt schließlich zu einem späteren
Zeitpunkt generiert wird (z. B. mehrere Stunden nach
Auftreten der Kombination von Ereignissen). Die Be-
dienperson kennt die Beziehung zwischen dem Auf-
treten der Ereignisse und der Produktqualität nicht.
Statt die schlechte Produktqualität mehrere Stun-
den später zu erkennen und zu ermitteln und so-
mit Fehler zu suchen, um die wahren Ursachen der
schlechten Produktqualität zu bestimmen (wie es zur-
zeit in bekannten Prozesssteuerungssystemen ge-
schieht), kann die Prozesssteuerungssystem-Groß-
datenanwendung 102 (und insbesondere eine oder
mehrere der Datenanalyse-Engines 132 darin) auto-
matisch die Kombination der Ereignisse bei oder kurz
nach deren Auftreten erkennen, z. B. wenn die Daten,
die dem Auftreten der Ereignisse entsprechen, an die
Anwendung 102 übertragen werden. Die Datenanaly-
se-Engines 132 können die schlechte Produktqualität
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basierend auf dem Auftreten dieser Ereignisse vor-
hersagen, eine Bedienperson über die Vorhersage
informieren und/oder automatisch einen oder meh-
rere Parameter oder Prozesse in Echtzeit anpassen
oder ändern, um die Auswirkungen der Kombination
von Ereignissen zu lindern. Eine Datenanalyse-Engi-
ne 132 kann einen revidierten Sollwert oder revidier-
te Parameterwerte ermitteln und dazu führen, dass
die revidierten Werte von Providervorrichtungen 110
der Prozessanlage 10 verwendet werden. Auf die-
se Weise ermöglicht die Prozesssteuerungssystem-
Großdatenanwendung 102 das Erkennen und mögli-
che Lindern von Problemen in viel schnellerer und ef-
fizienter Weise, verglichen mit derzeit bekannten Pro-
zesssteuerungssystemen.

[0096] In einem anderen beispielhaften Szenarium
können mindestens einige der Datenanalyse-Engi-
nes 132 genutzt werden, um Änderungen im Pro-
duktbetrieb zu erkennen. Die Datenanalyse-Engines
132 können beispielsweise Änderungen in bestimm-
ten Kommunikationsraten und/oder Änderungen oder
Muster der Parameterwerte erkennen, die im Zeit-
verlauf von einem Sensor oder mehreren Sensoren
empfangen wurden, was anzeigen kann, dass sich
die Dynamik des Systems ändert. In einem weite-
ren beispielhaften Szenarium können die Datenana-
lyse-Engines 132 eingesetzt werden, um auf Grund-
lage des Verhaltens von Prozessen und des Auftre-
tens von Alarmen, die diese spezielle Charge betref-
fen, über die Anlage 10 und die Zeit zu diagnostizie-
ren und zu ermitteln, dass eine spezielle Charge von
Ventilen oder anderen Anbietergeräten fehlerhaft ist.

[0097] In einem anderen beispielhaften Szenarium
können mindestens einige der Datenanalyse-Engi-
nes 132 Produktkapazitäten vorhersagen, wie die
Potenz eines Impfstoffs. Die Datenanalyse-Engines
132 können in einem weiteren beispielhaften Szena-
rium mögliche Sicherheitsprobleme im Zusammen-
hang mit der Prozessanlage 10 überwachen und er-
kennen, wie Anstiege an Anmeldemustern, erneuten
Versuchen und ihre entsprechenden Orte. Die Daten-
analyse-Engines 132 können in einem anderen bei-
spielhaften Szenarium Daten analysieren, die über
die Prozessanlage 10 oder eine oder mehrere ande-
re Prozessanlagen aggregiert oder gespeichert sind.

[0098] Auf diese Weise ermöglicht die Prozess-
steuerungssystem-Großdatenanwendung 102 einem
Unternehmen, das mehrere Prozessanlagen besitzt
oder betreibt, diagnostische und/oder prognostische
Informationen auf Regions-, Industrie- oder Unter-
nehmensbasis zu gewinnen.

Prozesssteuerungssystem-Großdatenstudio

[0099] Wie bereits in Bezug auf Fig. 1 erwähnt,
kann das Prozesssteuerungssystem-Großdatenstu-
dio 109 eine Schnittstelle zu dem beispielhaften

Prozesssteuerungssystem-Großdatennetzwerk 100
für die Konfiguration und Datenexploration be-
reitstellen. Das Prozesssteuerungssystem-Großda-
tenstudio 109 kann in kommunikativer Verbin-
dung mit einem oder mehreren Anwendungsda-
tenempfängern 122 der Prozesssteuerungssystem-
Großdatenanwendung 102 und/oder mit einem
oder mehreren Anwendungsanforderungsdienstleis-
tern 125 der Prozesssteuerungssystem-Großdaten-
anwendung 102 sein. Das Prozesssteuerungssys-
tem-Großdatenstudio 109 kann in einer Ausführungs-
form auf einer oder mehreren Rechenvorrichtungen
liegen, von denen null oder mehr eine Rechenvorrich-
tung sein kann, auf der eine weitere Komponente der
Prozesssteuer-Großdatenanwendung 102 liegt (z. B.
ein Anwendungsanforderungsdienstleister 125, ein
Anwendungsdatenempfänger 122 oder eine andere
Komponente). Das Prozesssteuerungssystem-Groß-
datenstudio 109 ermöglicht allgemein das Durchfüh-
ren von Konfiguration und Datenexploration in einer
Offline-Umgebung, und jegliche Ausgaben, die durch
das Studio 109 generiert werden, können in eine
Laufzeitumgebung der Prozesssteuerungsanlage 10
hinein instanziiert werden. Der Begriff „Offline” be-
deutet hier, dass Konfigurations- und Datenexplora-
tionsaktivitäten von der laufenden Anlage 10 unter-
teilt sind, so dass Konfigurations- und Datenexplo-
rationsaktivitäten durchgeführt werden, ohne die Be-
triebsabläufe der Prozessanlage 10 zu beeinträchti-
gen, selbst wenn die Anlage 10 selbst läuft oder on-
line ist.

[0100] Ein Blockdiagramm einer Ausführungs-
form des Prozesssteuerungssystem-Großdatenstu-
dios 109 ist in Fig. 5 gezeigt und wird unter gleich-
zeitiger Bezugnahme auf die Fig. 1–Fig. 4 erör-
tert. Das Prozesssteuerungssystem-Großdatenstu-
dio 109 kann ein oder mehrere Konfigurations- oder
Explorationanwendungen oder Tools 145 bereitstel-
len, um Konfiguration und Datenexploration zu er-
möglichen. Die Anwendungen oder Tools 145 kön-
nen beispielsweise einen Dashboard-Editor 150, ei-
nen Modelleditor 152, einen Datenexplorer 155, ei-
nen Analyse-Editor 158 und/oder ein oder mehrere
andere Tools oder Anwendungen 160 einschließen.
Jedes dieser Tools 150–160 wird nachfolgend be-
schrieben.

[0101] Jedes der Tools 150–160 kann mit mindes-
tens einigen der gespeicherten Zeitreihendaten 120
und/oder einer oder mehreren Definitionen 162 ar-
beiten, die für das Prozesssteuerungssystem-Groß-
datenstudio 109 verfügbar sind. Die Definitionen
162 können Konstruktionskomponenten beschrei-
ben, die mit dem Prozesssteuerungssystem 10 asso-
ziiert sind, die von einem Tool 145 kombiniert wer-
den können, um komplexere Komponenten zu ge-
nerieren, die später instanziiert werden können. Die
Definitionen 162 werden in einer Ausführungsform in
dem Prozesssteuerungssystem-Großdatenspeicher-
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bereich 120 oder in irgendeinem anderen Speicher-
bereich gespeichert, der für das Großdatenstudio 109
zugänglich ist.

[0102] Die Definitionen 162, die für die Tools 145
verfügbar sind, können beispielsweise ein oder meh-
rere Displaykomponentendefinitionen 165 einschlie-
ßen, die Komponenten definieren oder beschreiben,
die das Präsentieren verschiedener Anzeigesymbo-
le, Text, Grafiken und Ansichten auf einer Benutzer-
schnittstelle ermöglichen. Die Displaykomponenten-
definitionen können beispielsweise Displayelement-
definitionen, Displayansicht- oder -visualisierungsde-
finitionen, Bindungsdefinitionen usw. einschließen.

[0103] Die Definitionen 162 können ein oder mehre-
re Modellierungsdefinitionen 168 einschließen. Mo-
dellierungsdefinitionen 168 können beispielsweise
Definitionen von Produkten (z. B. Produkte, die durch
die Prozessanlage 10 erzeugt werden), Definitionen
von Geräten oder Vorrichtungen (z. B. Geräte oder
Vorrichtungen, die zur Prozessanlage 10 gehören),
Definitionen von Parametern, Berechnungen, Funk-
tionsblöcken, Laufzeitmodulen und andere Funktio-
nalität, die zur Steuerung von Prozessen und zum
anderweitigen Betreiben, Managen oder Optimieren
der Prozessanlage 10 verwendet werden, und/oder
andere Entitätsdefinitionen definieren oder beschrei-
ben. Modellierungsdefinitionen können, wenn sie in-
stanziiert sind, in ein Prozesssteuerungsmodell oder
in ein anderes Modell aufgenommen werden, das
mit der Konfiguration, dem Betrieb und/oder Manage-
ment von mindestens einem Teil der Prozesssteue-
rungsanlage 10 und/oder darin gesteuerten Prozes-
sen zusammenhängt.

[0104] Die Definitionen 162 können in einer Ausfüh-
rungsform ein oder mehrere Datendefinitionen 170
einschließen. Datendefinitionen 170 können einen
Typ von Daten definieren, der als Eingang in oder
Ausgang von einem Modell dient, wie einem Prozess-
steuerungsmodell, einem Datenanalysemodell oder
jeglichem anderen Modell, das mit der Konfiguration,
dem Betrieb, Management und/oder der Analyse von
mindestens einem Teil der Prozesssteuerungsanla-
ge 10 und/oder darin gesteuerten Prozessen zusam-
menhängt. Die Modelle, deren Eingang oder Aus-
gang die definierten Daten sind, können allgemein
aus einer oder mehreren Entitäten erstellt werden,
deren Definition in die Modellierungsdefinitionen 168
eingeschlossen ist.

[0105] Datendefinitionen 170 können als solche ver-
schiedene Datentypen (strukturiert und/oder unstruk-
turiert), Kontexte und/oder Grenzbedingungen von
Daten definieren oder beschreiben, die innerhalb der
Prozessanlage 10 kommuniziert, generiert, empfan-
gen und/oder beobachtet werden. Die Datendefini-
tionen 170 können Datenbankdaten, gestreamte Da-
ten, Transaktionsdaten und/oder jeden anderen Typ

von Daten betreffen, die über das Prozesssteue-
rungssystem-Großdatennetzwerk 100 kommuniziert
werden und in Prozesssteuerungssystem-Großda-
tenspeicher 120 gespeichert oder historisiert werden.
Die Datenstromdefinitionen 170 können beispielswei-
se einen speziellen Datenstream als Temperaturen in
Grad Celsius umfassend beschreiben, die typischer-
weise im Bereich von Temperatur A bis Tempera-
tur B erwartet werden. Die Datenstromdefinitionen
170 können andere Stromdaten als Verbindungszei-
ten und Identitäten von Vorrichtungen an einem spe-
ziellen Drahtloszugangspunkt umfassend beschrei-
ben. Die Datenstromdefinitionen 170 können noch ei-
nen weiteren Datenstrom als Alarmereignisse an ei-
nem speziellen Controllertyp einschließend beschrei-
ben. Die Datenstromdefinitionen 170 können dem-
nach auch Definitionen oder Beschreibungen von Da-
tenbeziehungen einschließen. Die Datenstromdefini-
tionen 170 können beispielsweise eine Beziehung
einschließen, die zeigt, dass Alarmereignisdaten von
einem Controller, einem Sensor oder einer Vorrich-
tung produziert werden können; oder die Datenstrom-
definitionen können eine Beziehung einschließen,
die zeigt, wie ein Prozentsatz an Verunreinigung in
einem Eingangsmaterial die Ausgangsqualität einer
bestimmten Straße beeinflusst.

[0106] In einer Ausführungsform können die Daten-
definitionen 170 Definitionen und Beschreibungen
von Datentypen, Kontexten und/oder Grenzbedin-
gungen von Daten einschließen, die von Displays,
Analysen und anderen Anwendungen genutzt wer-
den, die die Prozessanlage 10 betreffen. Die Daten-
definitionen 170 können beispielsweise Boolesche
Zahlen, wissenschaftliche Notation, Variablennotati-
on, Text in unterschiedlichen Sprachen, Verschlüsse-
lungsschlüssel und dergleichen beschreiben.

[0107] Die Definitionen 162 können zudem ein oder
mehrere Analysen oder Algorithmusdefinitionen 172
einschließen. Analysedefinitionen 172 können bei-
spielsweise rechenintensive Analysen, die mit einem
Set von Daten durchgeführt werden können, z. B.
an einem ausgewählten Teilset der gespeicherten
Daten 120, definieren oder beschreiben. Beispiele
für Analysedefinitionen 172 können Datenanalysen
(z. B. Mittelwerte, Graphen, Histogramme, Klassifi-
zierungstechniken, usw.), Wahrscheinlichkeits- und/
oder Statistikfunktionen (z. B. Regression, partiel-
le kleinste Quadrate, bedingte Wahrscheinlichkei-
ten, usw.), zeitbezogene Analyse (z. B. Zeitrei-
hen, Fourier-Analyse, usw.), Visualisierungen (z. B.
Balkendiagramme, Scatterplots, Tortendiagramme,
usw.), Discovery-Algorithmen, Data Mining-Algorith-
men, Datentrends, usw. einschließen. In einer Aus-
führungsformen können mindestens einige der Ana-
lysedefinitionen 172 verschachtelt sein und/oder min-
destens einige der Analysedefinitionen 172 können
voneinander abhängig sein.
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[0108] Natürlich können zur Verwendung durch die
Tools 145 des Prozesssteuerungssystem-Großda-
tenstudios 109 andere Definitionen 175 zusätzlich
zu oder anstelle der bereits erörterten Definitionen
165–172 verfügbar sein. In einer Ausführungsfor-
men können mindestens einige der Definitionen 162
durch die Prozesssteuerungssystem-Großdatenan-
wendung 102 automatisch erstellt und gespeichert
werden. In einer Ausführungsform können mindes-
tens einige der Definitionen 162 durch einen Anwen-
der mittels einer Benutzerschnittstelle 112 erstellt und
gespeichert werden.

[0109] Das beispielhafte Prozesssteuerungssys-
tem-Großdatenstudio 109 schließt demnach eine
Schnittstelle oder ein Portal 180 ein, wobei eine je-
weilige Instanz derselben/desselben an jeder Benut-
zerschnittstellenvorrichtung 112 präsentiert wird. Das
Prozesssteuerungs-Großstudio 109 kann beispiels-
weise einen Webdienst oder eine Web-Anwendung
hosten, die dem Portal 180 entspricht, worauf an ei-
ner Benutzerschnittstellenvorrichtung 112 über einen
Webbrowser, ein Plugin oder eine Web-Clientschnitt-
stelle zugegriffen werden kann. Eine Benutzerschnitt-
stelle des Großdatenstudios 109 kann in einem ande-
ren Beispiel eine Client-Anwendung an einer Benut-
zerschnittstellenvorrichtung 112 einschließen, die mit
einer Host- oder Serveranwendung an dem Prozess-
steuer-Großdatenstudio 109 kommuniziert, die dem
Portal 180 entspricht. Für einen Anwender kann in
einer Ausführungsform das Prozesssteuerungssys-
tem-Großdatenstudioportal 180 als navigierbare An-
zeige auf einer Benutzerschnittstellenvorrichtung 112
erscheinen.

[0110] In einer Ausführungsform kann ein Zugriffs-
manager 182 des Datenstudios 109 sicheren Zu-
griff auf das Datenstudio 109 bereitstellen. Mögli-
cherweise muss ein Anwender, eine Benutzerschnitt-
stellenvorrichtung 112 und/oder eine Zugriffsanwen-
dung durch den Zugriffsmanager 182 authentifiziert
werden, um Zugriff auf das Großdatenstudio 109 zu
erhalten. Der Anwender muss in einer Anwendung
möglicherweise einen Benutzernamen und ein Pass-
wort oder andere sichere Identifizierungsmittel (z. B.
biometrische Identifizierungsmittel, usw.) bereitstel-
len, um sich am Datenstudioportal 180 anzumelden.
Der Anwender, die Benutzerschnittstellenvorrichtung
112 und/oder die Zugriffsanwendung muss/müssen
zusätzlich oder alternativ möglicherweise authenti-
fiziert werden, wie durch Verwendung einer Infra-
struktur mit öffentlichem Schlüssel (Public Key Infra-
structure; PKI), eines Verschlüsselungsalgorithmus
oder eines anderen Algorithmus. In einer Ausfüh-
rungsform kann eine Authentifizierungszertifizierung
eines PKI-Verschlüsselungsalgorithmus, die von der
Benutzerschnittstellenvorrichtung 112 genutzt wird,
auf Grundlage von mindestens einem Parameter ge-
neriert werden, wie einer räumlichen oder geografi-
schen Position, einer Zugriffszeit, einem Zugriffskon-

text, einer Identität des Anwenders und/oder des Ar-
beitgebers des Anwenders, einer Identität der Pro-
zesssteuerungsanlage 10, eines Herstellers der Be-
nutzervorrichtung 112 oder einem anderen Parame-
ter. In einer Ausführungsform können ein eindeuti-
ger Ausgangspunkt („Seed“), der dem Zertifikat ent-
spricht, und der gemeinsame Schlüssel auf einem
oder mehreren der Parametern basieren.

[0111] Das Datenstudioportal 180 kann dem Anwen-
der, der Benutzerschnittstellenvorrichtung 112 und/
oder der Zugriffsanwendung nach der Authentifizie-
rung den Zugriff auf die Tools oder Funktionen 145
des Prozesssteuer-Großdatenstudios 109 erlauben.
In einer Ausführungsform kann ein Symbol, das je-
dem Tool oder jeder Funktion 150–160 entspricht, auf
der Benutzerschnittstellenvorrichtung 112 angezeigt
werden. Nach der Auswahl eines bestimmten Tools
150–160 kann eine Reihe von Displayansichten oder
Bildschirmen präsentiert werden, damit der Anwen-
der das ausgewählte Tool nutzen kann.

[0112] Das Modelleditortool 152 kann einem Benut-
zer die Konfiguration (z. B. Erstellung oder Modifizie-
rung) eines Modells zum Steuern von Prozessen in
dem Prozesssteuerungssystem 10 ermöglichen. Ein
Benutzer kann beispielsweise verschiedene Model-
lierungsdefinitionen 168 (und in einigen Fällen Daten-
stromdefinitionen 170) auswählen und verbinden, um
Modelle zu generieren oder zu ändern.

[0113] Der Analyseneditor 182 kann einem Benut-
zer die Konfiguration (z. B. Erstellung oder Modifizie-
rung) einer Datenanalysefunktion (z. B. eine der Da-
tenanalyse-Engines 132) zum Analysieren von Da-
ten ermöglichen, die das Prozesssteuerungssystem
10 betreffen. Ein Benutzer kann beispielsweise eine
komplexe Datenanalysefunktion von einer oder meh-
reren Analysedefinitionen 172 (und in einigen Fällen
mindestens einige der Datenstromdefinitionen 170)
konfigurieren.

[0114] Ein Benutzer kann historisierte oder gespei-
cherte Daten 120 mit dem Datenexplorer 155 erkun-
den. Der Datenexplorer 155 kann einem Anwender
das Anzeigen oder Visualisieren von mindestens Tei-
len der gespeicherten Daten 120 basierend auf den
Datenstromdefinitionen 170 (und in einigen Fällen
basierend auf mindestens einigen der Analysedefi-
nitionen 172) ermöglichen. Der Datenexplorer 155
kann beispielsweise einem Anwender das Ziehen
von Temperaturdaten eines speziellen Behältnisses
von einem bestimmten Zeitraum sowie das Anwen-
den einer Trendanalyse ermöglichen, um die Tem-
peraturänderungen während dieses Zeitraums anzu-
zeigen. Der Datenexplorer 155 kann in einem ande-
ren Beispiel einem Anwender die Durchführung einer
Regressionsanalyse ermöglichen, um unabhängige
oder abhängige Variablen zu bestimmen, die die Be-
hältnistemperatur beeinflussen.
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[0115] Der Dashboard-Editor 150 kann in einer Aus-
führungsform einem Anwender ermöglichen, Dash-
board-Anzeigen oder Displayansichten zu konfigurie-
ren. Der Begriff „Dashboard” bezieht sich hier allge-
mein auf Benutzerschnittstellendisplays der Laufzeit-
umgebung der Prozessanlage 10, die auf verschie-
denen Benutzerschnittstellenvorrichtungen 112 an-
gezeigt werden. Ein Dashboard kann eine Echtzeit-
ansicht eines Betriebs eines Teils eines Prozesses
einschließen, der in der Anlage 10 gesteuert wird,
oder kann eine Ansicht von anderen Daten einschlie-
ßen, die den Betrieb der Prozessanlage 10 betref-
fen (z. B. Netzwerkverkehr, Standorte der Techni-
ker, Teilebestellung, Arbeitsauftragsplanung, usw.),
zum Beispiel. In einigen Ausführungsformen kann
ein Laufzeit-Dashboard eine Benutzersteuerung ein-
schließen, um auf das Datenstudioportal 180 zuzu-
greifen, damit ein Anwender Konfigurationen durch-
führen kann.

[0116] Während das obige einen Anwender be-
schreibt, der auf die Tools 145 zugreift, kann in ei-
nigen Ausführungsformen natürlich eine Benutzer-
schnittstellenvorrichtung 112 und/oder eine Zugriffs-
anwendung in ähnlicher Weise auf irgendeines der
Tools 145 zugreifen.

[0117] Jedes der Tools 150–160 kann jeweilige Aus-
gaben 200 generieren. Definitionen, die den ge-
nerierten Ausgaben 200 entsprechen, können mit
den anderen Definitionen 162, z. B. entweder au-
tomatisch oder in Reaktion auf einen Benutzerbe-
fehl, gespeichert oder gesichert werden. In einer
Ausführungsform werden die entsprechenden Defi-
nitionen der Ausgaben 200 der Tools 150–160 in
dem Prozesssteuerungssystem-Großdatenspeicher-
bereich 102 gespeichert, beispielsweise als Typ von
Zeitreihendaten 102a und (gegebenenfalls) entspre-
chenden Metadaten 102b.

[0118] Mindestens einige Ausgaben 200 können in
die Laufzeitumgebung des Prozesssteuerungssys-
tems 10 hinein instanziiert werden. Der Modelledi-
tor 152 kann beispielsweise Modelle 202 generie-
ren (z. B. Prozesssteuerungsmodelle, Netzwerkma-
nagementmodelle, Diagnosemodelle, usw.) oder Än-
derungen an einem bestehenden Modell 202, die
auf einen oder mehrere Providervorrichtungen oder
Knoten 110 heruntergeladen werden können. In ei-
ner Ausführungsform können entsprechende Defini-
tionen der generierten Modelle und/oder Modellände-
rungen 202 in den Modellierungsdefinitionen 168 ge-
speichert werden.

[0119] Der Dashboard-Editor 150 kann ein oder
mehrere Displays oder Displaykomponenten 205 ge-
nerieren, wie betriebliche, Konfigurations- und/oder
Diagnosedisplays, Datenanalysedisplays und/oder
Grafiken oder Text, die an Benutzerschnittstellenvor-
richtungen 112 präsentiert werden können. Der Da-

shboard-Editor 150 kann zudem entsprechende Bin-
dungen 206 für die Displays oder Displaykomponen-
ten 205 generieren, so dass die 205 in einer Lauf-
zeitumgebung instanziiert werden können. Entspre-
chende Definitionen des generierten Displays/der ge-
nerierten Displaykomponenten 205 und ihrer jeweili-
gen Bindungen 206 können in einer Ausführungsform
in den Displaykomponentendefinitionen 165 gespei-
chert werden.

[0120] Der Analyseneditor 158 kann Datenanalyse-
funktionen, Berechnungen, Dienstprogramme oder
Algorithmen 208 generieren (z. B. eine oder meh-
rere der in Fig. 4 gezeigten Datenanalysen 132),
die von der Prozesssteuerungssystem-Großdaten-
anwendung 102 genutzt werden können. Entspre-
chende Analysedefinitionen der generierten Analy-
sen 208 können beispielsweise in den Analysedefini-
tionen 172 gespeichert werden.

[0121] In spezieller Bezugnahme auf das Daten-
explorertool 155 kann der Datenexplorer 155 Zu-
griff auf historisierte Daten bereitstellen, die in
dem Prozesssteuerungssystem-Großdatenspeicher-
bereich 102 gespeichert sind. Die historisierten Daten
können Zeitreihendatenpunkte 120a einschließen,
die während der Laufzeit des Prozesssteuerungssys-
tems 10 gesammelt worden sind und (zusammen
mit jeglichen entsprechenden Metadaten 120b) in
dem Prozesssteuerungssystem-Großdatenspeicher-
bereich 120 gespeichert worden sind. Die historisier-
ten Daten können beispielsweise Angaben zu Model-
len, Parametern und Parameterwerten, Chargenre-
zepten, Konfigurationen, usw. einschließen, die wäh-
rend des Betriebs der Prozessanlage 10 verwendet
wurden, und die historisierten Daten können Anga-
ben von Benutzeraktionen einschließen, die während
des Betriebs der Prozessanlage oder verwandten Ak-
tivitäten aufgetreten sind.

[0122] Mit dem Datenexplorer 155 können in ei-
ner Ausführungsform verschiedene Visualisierungen
von mindestens Teilen der gespeicherten Daten 120
durchgeführt werden. Der Datenexplorer 155 kann
beispielsweise eine oder mehrere Datenanalysede-
finitionen 172 nutzen, um eine Datenvisualisierung
an der Datenstudioschnittstelle oder dem Portal 180
zu präsentieren. Nach Betrachten der Visualisierung
kann ein Anwender 112 eine zuvor unbekannte Da-
tenbeziehung 210 finden. Ein Anwender 112 kann
beispielsweise eine Datenbeziehung zwischen einem
speziellen Ereignis, einer Umgebungstemperatur und
einer Ausbeute einer Produktionsstraße finden. Die
gefundene Datenbeziehung 210 kann als solche eine
Ausgabe 200 des Datenexplorers 155 sein und z. B.
als Datendefinition 170 gespeichert werden.

[0123] In einer Ausführungsform kann der An-
wender die Prozesssteuerungssystem-Großdaten-
anwendung 102, (z. B. über den Analyseeditor 158
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am Datenstudioportal 180) instruieren, jegliche Mo-
delle 168 zu identifizieren, die durch die gefun-
dene Beziehung 210 beeinflusst werden können.
Der Anwender 112 kann beispielsweise unter Ver-
wendung des Analyseeditors 158 eine oder meh-
rere Datenanalyse-Engines 132 auswählen, um an
der gefundenen Beziehung 210 (und gegebenen-
falls zusammen mit zusätzlichen gespeicherten Da-
ten 120) zu arbeiten. In Reaktion auf die Benut-
zeranweisung kann die Prozesssteuerungssystem-
Großdatenanwendung 102 ein oder mehrere Model-
le 168 identifizieren, die durch die gefundene Da-
tenbeziehung 210 beeinflusst werden. In einer Aus-
führungsform kann die Prozesssteuerungssystem-
Großdatenanwendung 102 auch aktualisierte Para-
meterwerte 212 und/oder neue Parameter 215 für
die beeinflussten Modelle 168 auf Grundlage der ge-
fundenen Datenbeziehung 210 ermitteln und kann
die beeinflussten Modelle 168 automatisch aktuali-
sieren. Die Prozesssteuerungssystem-Großdatenan-
wendung 102 kann in einer Ausführungsform basie-
rend auf der gefundenen Datenbeziehung 210 auto-
matisch ein neues Modell 202 erstellen. Die Prozess-
steuerungssystem-Großdatenanwendung 102 kann
in einer Ausführungsform die aktualisierten und/oder
neuen Modelle 202, Parameter 215, Parameterwerte
215, usw. als entsprechende Definitionen 162 spei-
chern. In einer Ausführungsform kann jedwedes der
identifizierten Modelle 168, 202, Parameter 215, Pa-
rameterwerte 212, usw. dem Anwender 112 z. B. über
das Portal 180 präsentiert werden, und die Datenan-
wendung 102 kann, statt Änderungen automatisch zu
implementieren, dies möglicherweise nur tun, wenn
der Anwender es so instruiert.

[0124] In einigen Ausführungsformen kann die Pro-
zesssteuerungssystem-Großdatenanwendung 102,
statt sich auf die anwendergeführte Kenntnisfindung
zu verlassen, automatisch Erkenntnisfindung durch-
führen, indem historisierte Daten automatisch ana-
lysiert werden. Eine oder mehrere Datenanalyse-
Engines 132 der Prozesssteuerungssystem-Großda-
tenanwendung 102 können beispielsweise im Hin-
tergrund ausgeführt werden, um einen oder mehre-
re Laufzeitdatenströme automatisch zu analysieren
und/oder zu explorieren. Die Prozesssteuerungssys-
tem-Großdatenanwendung 102 kann beispielsweise
im Hintergrund eine Instanz des Datenexplorers 155
und/oder des Analyseneditors 158 durchführen. Die
Datenanalyse-Engines 132 können basierend auf
Hintergrundexploration und –analyse eine zuvor un-
bekannte Datenbeziehung 218 finden. Die Datenana-
lyse-Engines 132 können die gefundene Datenbe-
ziehung 218 beispielsweise in den Datendefinitionen
170 speichern. Die Prozesssteuerungssystem-Groß-
datenanwendung 102 (z. B. das Datenstudio 109, ein
Anwendungsdatenempfänger 122 oder andere Kom-
ponente) kann in einer Ausführungsform einen An-
wender über die gefundenen Datenbeziehung 218 in-

formieren oder benachrichtigen, z. B. über das Portal
180.

[0125] Die Prozesssteuerungssystem-Großdaten-
anwendung 102 kann in einer Ausführungsform au-
tomatisch gespeicherte Modelle, Parameter und/
oder Parameterwerte 168 identifizieren, die von der
automatisch gefundenen Datenbeziehung 218 be-
einflusst werden können, und kann basierend auf
der gefundenen Datenbeziehung 218 aktualisierte
oder neue Parameterwerte 212, aktualisierte oder
neue Modelle 202 und/oder durchzuführende Ak-
tionen 220 bestimmen. Die Prozesssteuerungssys-
tem-Großdatenanwendung 102 kann in einer Aus-
führungsform einem Anwender 112 über das Portal
180 die aktualisierten/neuen Parameter 215, Para-
meterwerte 212, Modelle 202 und/oder andere Ak-
tionen 220 vorschlagen. Die Prozesssteuerungssys-
tem-Großdatenanwendung 102 kann beispielsweise
neue Alarmgrenzen vorschlagen, kann das Austau-
schen eines Ventils vorschlagen oder kann eine Vor-
hersagezeit vorschlagen, zu der ein neuer Bereich
der Anlage 10 installiert werden soll und betriebsbe-
reit sein soll, um den Ausstoß zu optimieren. In ei-
ner Ausführungsform kann die Prozesssteuerungs-
system-Großdatenanwendung 102 automatisch ein
neues oder aktualisiertes Modell, einen neuen oder
aktualisierten Parameter, Parameterwert oder eine
neue oder aktualisierte Aktion anwenden, ohne den
Anwender 112 zu informieren.

[0126] Die Prozesssteuerungssystem-Großdaten-
anwendung 102 kann in einer Ausführungsform hy-
pothetische Kandidatenmodelle, Parameter, Para-
meterwerte und/oder Aktionen modifizieren oder er-
stellen und kann ihre Hypothesen offline, z. B. gegen
ein größeres Teilset der historisierten Daten 120, tes-
ten. In dieser Ausführungsform können dem Anwen-
der nur validierte Modelle, Parameter, Parameterwer-
te und/oder Aktionen vorgeschlagen werden, die in
den Definitionen 162 gespeichert sind, und/oder au-
tomatisch auf das System 10 angewendet werden.

[0127] Wenn wir uns nun Fig. 6 zuwenden, so ist
Fig. 6 ein Blockdiagramm, das eine Ausführungsform
einer Kopplung zwischen der Konfigurations- und Ex-
plorationsumgebung (z. B. der Offline-Umgebung)
220, die durch das Prozesssteuerungssystem-Groß-
datenstudio 109 bereitgestellt wird, und einer Lauf-
zeitumgebung 222 illustriert, die in der Prozessanla-
ge oder dem Steuerungssystem 10 instanziiert ist.
Die Kopplung wird in einer Ausführungsform durch
ein oder mehrere Skripte 225 bewirkt.

[0128] Die Skripte 225 können eine oder mehrere
Fähigkeiten bereitstellen, um beispielsweise ausführ-
bare Programme 228 entsprechend den Definitio-
nen 162 von Modellen 168, Datenbindungen und Da-
shboard-Informationen 165, Datenbeziehungen 170
und/oder anderen Aspekten aus der Konfigurations-



DE 10 2014 102 844 A1    2014.09.04

24/41

und Explorationsumgebung 220 in die Laufzeitum-
gebung 222 von einem oder mehreren Knoten 108
herunterzuladen. Die Skripte 225 können demnach
Onlinezugriff auf eine oder mehrere Komponenten
162 ermöglichen, die während einer Offlinephase (z.
B. unter Verwendung der Tools 145 von Datenstu-
dio 109) entwickelt wurden. In einer Ausführungsform
können die Skripte 225 zudem Fähigkeiten für einen
Knoten 108 bereitstellen, Informationen, die in der
Laufzeitumgebung 222 generiert oder erstellt wer-
den, in die Konfigurations- und Explorationsumge-
bung 220 hochzuladen. Neue oder modifizierte Mo-
delle, Parameter, Analysen oder andere Entitäten,
die an einer Benutzerschnittstellenvorrichtung 112 er-
stellt wurden, können beispielsweise als neue oder
modifizierte Definitionen 162 hochgeladen und ge-
speichert werden.

[0129] Die Skripte 225 können in einer Ausführungs-
form ausführbare Programme 228 entsprechend aus-
gewählten Definitionen 162 auf einen oder mehrere
Knoten 108 herunterladen. Ein spezielles Download-
Skript 225 kann in Reaktion auf eine Benutzeran-
weisung ausgeführt werden oder kann automatisch
durch die Prozesssteuerungssystem-Großdatenan-
wendung 102 ausgeführt werden. In der Laufzeitum-
gebung 222 kann eine Laufzeit-Engine 230 (z. B. wie
durch einen Prozessor ausgeführt, wie den Prozes-
sor PMCX) an den ausführbaren Programmen 228 ar-
beiten, um die Entitäten gemäß den ausgewählten
Definitionen 162 zu instanziieren. In einer Ausfüh-
rungsform kann jeder Knoten 108 eine jeweilige Lauf-
zeit-Engine 230 einschließen, um an den herunterge-
ladenen ausführbaren Programmen 228 zu arbeiten.

[0130] In Bezug auf ausführbare Programme 228,
die insbesondere Dashboard-Displays entsprechen,
kann ein jeweiliges Download-Skript 225 Datendefi-
nitionen 170 und/oder Modelldefinitionen 168 an die
Dashboard-Definition 165 binden, um ein entspre-
chendes Dashboard-ausführbares Programm 228
zu generieren. In einigen Ausführungsformen muss
möglicherweise Vorverarbeitung mit einem Dash-
board-ausführbaren Programm 228 erfolgen, bevor
das entsprechende Dashboard-Display 232 und die
entsprechenden Daten und/oder Modellbeschreibun-
gen an einer Benutzerschnittstellenvorrichtung 112
in die Laufzeitumgebung 222 geladen werden. In ei-
ner Ausführungsform kann eine Laufzeit-Dashboard-
Unterstützungs-Engine 235 die Vorverarbeitung und/
oder das Laden in die Laufzeitumgebung 222 ausfüh-
ren. Die Laufzeit-Dashboard-Unterstützungs-Engine
235 kann beispielsweise eine Anwendung in kom-
munikativer Verbindung mit der Laufzeit-Engine 230
sein. Die Laufzeit-Dashboard-Unterstützungs-Engi-
ne 235 kann beispielsweise auf der Prozesssteue-
rungssystem-Großdatenanwendung 102, der Benut-
zerschnittstellenvorrichtung 112 oder mindestens teil-
weise auf der Prozesssteuerungssystem-Großdaten-
anwendung 102 und mindestens teilweise auf der Be-

nutzerschnittstellenvorrichtung 112 gehostet werden.
Die Laufzeit-Engine 230 schließt in einigen Ausfüh-
rungsformen mindestens einen Teil der Laufzeit-Da-
shboard-Unterstützungs-Engine 235 ein.

[0131] Fig. 7 illustriert ein Flussdiagramm eines bei-
spielhaften Verfahrens 300 zur Unterstützung von
Großdaten in einem Prozesssteuersystem oder einer
Prozessanlage. Das Verfahren 300 kann in dem Pro-
zesssteuerungssystem-Großdatennetzwerk 100 von
Fig. 1 oder in jedem anderen geeigneten Netzwerk
oder System implementiert werden, dass Großdaten
in einem Prozesssteuerungssystem oder einer Pro-
zessanlage unterstützt. Das Verfahren 300 wird in ei-
ner Ausführungsform durch die Prozesssteuerungs-
system-Großdatenanwendung 102 von Fig. 1 imple-
mentiert. Das Verfahren 300 wird zu illustrierenden
(und nicht einschränkenden) Zwecken anschließend
unter gleichzeitiger Bezugnahme auf die Fig. 1–Fig. 6
erörtert.

[0132] In Block 302 können Daten empfangen wer-
den. Die Daten können beispielsweise durch die
Großdatenanwendung 102 des Prozesssteuerungs-
system-Großdatennetzwerks 100, z. B. durch einen
oder mehrere Datenempfänger 122, empfangen wer-
den. Die Daten können einer Prozessanlage und/
oder einem Prozess, der von einer Prozessanlage
gesteuert wird, entsprechen. Die Daten können bei-
spielsweise Echtzeitdaten, die während der Steue-
rung eines Prozesses in der Prozessanlage generiert
wurden, Konfigurationsdaten, Chargendaten, Netz-
werkmanagement- und -verkehrsdaten verschiede-
ner in die Prozessanlage eingeschlossener Netzwer-
ke, Daten, die Anwender- oder Bedienpersonaktio-
nen angeben, Daten, die dem Betrieb und Status von
in die Anlage eingeschlossenen Geräten und Vorrich-
tungen entsprechen, Daten, die durch Entitäten ge-
neriert oder an diese übertragen werden, die sich au-
ßerhalb der Prozessanlage befinden, sowie andere
Daten einschließen.

[0133] Die Daten können von einem oder mehre-
ren Knoten 108 in kommunikativer Verbindung mit
dem Prozesssteuerungssystem-Großdatennetzwerk
100 empfangen werden. Die Daten können beispiels-
weise von einem Providerknoten 110, einem Benut-
zerschnittstellenknoten 112 und/oder von einem an-
deren Knoten 115 empfangen werden, der kommuni-
kativ mit dem Prozesssteuerungssystem-Großdaten-
netzwerk 100 verbunden ist. Die empfangenen Da-
ten können Zeitreihendaten einschließen, wobei je-
der Datenpunkt beispielsweise zusammen mit einem
Zeitstempel erhalten wird, der eine Zeit der Samm-
lung des Datenpunkts an dem jeweiligen Knoten 108
zeigt.

[0134] In einer Ausführungsform kann mindestens
ein Teil der Daten über einen Streaming-Dienst emp-
fangen werden. Der Streaming-Dienst kann in ei-
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ner Ausführungsform durch einen Knoten 108 des
Prozesssteuerungssystem-Großdatennetzwerks 100
gehostet werden, und die Großdatenanwendung 102
oder ein Datenempfänger 122, der in die Großdaten-
anwendung 102 eingeschlossen ist, kann den von
dem Knoten 108 gehosteten Streaming-Dienst abon-
nieren.

[0135] Die empfangenen Daten können an einem
Block 305 dazu gebracht werden, in einem unitären
logischen Großdatenspeicherbereich gespeichert zu
werden, wie dem Prozesssteuerungssystem-Groß-
datenspeicherbereich 120 oder irgendeinem ande-
ren geeigneten Datenspeicherbereich. Der unitäre lo-
gische Großdatenspeicherbereich kann Daten in ei-
nem gemeinsamen Format für alle Typen von emp-
fangenen Daten speichern. Das gemeinsame Format
kann insbesondere Echtzeitsuchen und Exploration
der gespeicherten Daten in zeitgerechter und effizi-
enter Weise ermöglichen. Die empfangenen Daten
werden in einer Ausführungsform zusammen mit ent-
sprechenden Metadaten in dem unitären logischen
Großdatenspeicherbereich gespeichert.

[0136] An einem Block 308 kann ein Dienst an min-
destens einem Teil der Daten, die in dem unitären lo-
gischen Großdatenspeicherbereich gespeichert sind,
zur Ausführung gebracht werden. Die Großdaten-
anwendung 102 oder ein Anwendungsanforderungs-
dienstleister 125 der Großdatenanwendung 102 kann
in einer Ausführungsform die Ausführung des Diens-
tes herbeiführen. Die Ausführung eines Dienstes
kann in Reaktion auf eine Benutzeranforderung her-
beigeführt werden, oder der Dienst kann dazu ge-
bracht werden, automatisch ausgeführt zu werden.
Die Großdatenanwendung 102 kann in einer Ausfüh-
rungsform den durchzuführenden Dienst auswählen.

[0137] Der Dienst kann in einer Ausführungsform
eine rechenintensive Analyse sein, wie eine Re-
gressionsanalyse, eine Clusteranalyse, eine Daten-
trendanalyse oder andere rechenintensive Analy-
se. Die rechenintensive Analyse kann beispielswei-
se an einem ersten Teilset der Daten arbeiten, die
in dem unitären logischen Großdatenspeicherbereich
gespeichert sind, und kann ein Ergebnis generieren,
das ein zweites Teilset von Daten einschließt. In einer
Ausführungsform kann das Ergebnis einem Anwen-
der an einer Benutzerschnittstelle präsentiert wer-
den. Das Ergebnis kann dem Anwender in einer Aus-
führungsform zusammen mit einem oder mehreren
Vorschlägen präsentiert werden, wie Vorschlägen zu
weiteren rechenintensiven Analyse, deren Ausfüh-
rung erwünscht sein könnte, zu einer bestimmten Be-
nutzeraktion, die durchzuführen ist, zu einem Zeit-
punkt, an dem die bestimmte Benutzeraktion durch-
geführt werden sollte, und dergleichen.

[0138] Das zweite Teilset der Daten kann eine
Datendefinition oder -beziehung einschließen. Das

zweite Teilset der Daten kann beispielsweise eine
Änderung an einer bestehenden Entität im Zusam-
menhang mit dem Prozesssteuerungssystem oder
der Anlage anzeigen, oder kann eine neue Entität an-
zeigen, die mit dem Prozesssteuerungssystem oder
der Anlage assoziiert werden sollte. Die geänder-
te oder neue Entität kann beispielsweise eine Da-
shboarddisplaykomponente, ein Prozessmodell, ein
Funktionsblock, eine Datenbeziehung, ein Parameter
oder Parameterwert, eine Bindung oder eine rechen-
intensive Analyse sein.

[0139] Das zweite Set von Daten kann an Block 310
gespeichert werden. Das zweite Set von Daten kann
beispielsweise in dem unitären logischen Großdaten-
speicherbereich gespeichert werden.

[0140] In Block 308 kann in einigen Ausführungs-
formen ein Dienst zusätzlich zu oder anstelle ei-
ner rechenintensiven Analyse ausgeführt werden.
Der Dienst kann beispielsweise ein Konfigurations-
dienst, ein Diagnosedienst, ein Steuerungsanwen-
dungsdienst, ein Kommunikationsdienst, ein Admi-
nistrationsdienst, ein Gerätemanagementdienst, ein
Planungsdienst oder irgendein anderer Dienst sein.

Mobiler Kontrollraum

[0141] Dashboarddisplays 232 und das Datenstu-
dioportal 180 können bei dem Prozesssteuerungs-
system-Großdatennetzwerk 100 an jeder authenti-
fizierten Benutzerschnittstellenvorrichtung 112 ver-
fügbar sein. Benutzerschnittstellenvorrichtungen 112
können ferner Mobilvorrichtungen sein. Benutzer-
schnittstellen und Displays, die in Steuerungssys-
temen des Standes der Technik nur durch Ar-
beitsstationen an festen Kontrollraumorten bereit-
gestellt werden, können in einem System 10, das
durch die Prozesssteuerungssystem-Großdatenan-
wendung 102 unterstützt wird, an mobilen Benut-
zerschnittstellenvorrichtungen 112 verfügbar sein.
In einigen Konfigurationen eines Systems 10, das
durch die Prozesssteuerungssystem-Großdatenan-
wendung 102 unterstützt wird, können alle Benut-
zerschnittstellen, die mit einer Prozessanlage 10 zu-
sammenhängen, gänzlich an einem Set von mo-
bilen Benutzerschnittstellenvorrichtungen 112 (z. B.
ein „mobiler Kontrollraum“) bereitgestellt werden, und
die Prozessanlage 10 schließt möglicherweise gar
keinen festen Kontrollraum ein. In einer Ausfüh-
rungsform muss eine Benutzerschnittstellenvorrich-
tung 112 authentifiziert werden, um irgendwelche und
sämtliche Funktionalität eines festen Kontrollraums
durchzuführen, einschließlich Konfigurieren und Her-
unterladen von Modellen, Erstellen und Starten von
Anwendungen und Dienstprogrammen, Durchführen
von Aktivitäten in Bezug auf Netzwerkmanagement,
gesichertem Zugriff, Systemleistungsauswertungen,
Produktqualitätskontrolle usw. Eine Benutzerschnitt-
stellenvorrichtung 112 kann beispielsweise unter Ver-
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wendung eines Verfahrens wie zuvor zum Authenti-
fizieren von Vorrichtungen und Knoten in dem Pro-
zesssteuerungssystem-Großdatennetzwerk 100 au-
thentifiziert werden.

[0142] Zur Unterstützung eines derartigen mobilen
Kontrollraums kann die Prozesssteuerungssystem-
Großdatenanwendung 102 ein oder mehrere Diens-
te für mobile Kontrollräume bereitstellen oder hos-
ten. Ein Dienst für mobile Kontrollräume kann bei-
spielsweise ein spezieller Typ von Datenanforderer
130 oder eine andere Anwendung sein. In einer Aus-
führungsform kann an jeder Benutzerschnittstellen-
vorrichtung 112 ein Webserver bereitgestellt werden,
um einen Browser auf Webbasis, eine webbasierte
Anwendung oder ein Plugin als Schnittstelle zu den
Diensten für mobile Kontrollräume zu unterstützen,
die von der Anwendung 102 gehostet werden.

[0143] Ein Beispiel für einen Dienst für mobile Kon-
trollräume kann einen Gerätewahrnehmungsdienst
einschließen. In diesem Beispiel können, wenn ein
mobiler Arbeiter seine Benutzerschnittstellenvorrich-
tung 112 innerhalb der Anlage 10 bewegt, ver-
schiedene Providervorrichtungen oder Knoten 110
in festen Positionen die Benutzerschnittstellenvor-
richtung 112 automatisch selbstidentifizieren, z. B.
unter Verwendung eines Drahtloskommunikations-
protokolls wie eines IEEE 802.11-konformen Draht-
los-LAN-Protokolls, eines Mobilkommunikationspro-
tokolls wie WiMAX, LTE oder eines anderen ITU-
R-kompatiblen Protokolls, eines Kurzwellenradio-
kommunikationsprotokolls wie Nahfeldkommunikati-
on (NFC) oder Bluetooth, eines Prozesssteuerungs-
Drahtlosprotokolls, wie WirelessHART, oder irgend-
eines anderen geeigneten Drahtloskommunikations-
protokolls. Die Benutzerschnittstellenvorrichtung 112
und eine feste Providervorrichtung 110 können auto-
matisch authentifizieren und eine sichere verschlüs-
selte Verbindung bilden (z. B. in einer Weise, die
zuvor für die Benutzerschnittstellenvorrichtung 112
und das Datenstudio 109 erörtert wurde). Der Gerä-
tewahrnehmungsdienst kann in einer Ausführungs-
form herbeiführen, dass eine oder mehrere Anwen-
dungen, die speziell die festen Providervorrichtung
110 betreffen, an der Benutzerschnittstellenvorrich-
tung 112 automatisch gestartet werden, wie ein Ar-
beitsauftrag, eine Diagnose, Analyse oder andere
Anwendung.

[0144] Ein weiterer beispielhafter Dienst für mo-
bile Kontrollräume kann ein Dienst zur Wahrneh-
mung von Orten und/oder Zeitplänen sein. In die-
sem Beispiel kann der Orts- und/oder Zeitplanwahr-
nehmungsdienst die Position, den Zeitplan, die Kom-
petenzen und/oder den Arbeitselementfortschritt ei-
nes mobilen Arbeiters verfolgen, z. B. basierend
auf der authentifizierten Benutzerschnittstellenvor-
richtung 112 des mobilen Arbeiters. Der Orts- und/
oder Zeitplanwahrnehmungsdienst auf der Anwen-

dung 102 kann basierend auf der Verfolgung ermög-
lichen, dass Anlagenkarten, Gerätefotos oder -vide-
os, GPS-Koordinaten und andere Informationen, die
dem Ort eines Arbeiters entsprechen, automatisch
ermittelt und auf der Benutzerschnittstellenvorrich-
tung 112 angezeigt werden, um den mobilen Arbei-
ter in Navigation und Geräteidentifizierung zu unter-
stützen. Ein mobiler Arbeiter hat möglicherweise zu-
sätzlich oder alternativ spezielle Kompetenzen, so
dass der Orts- und Zeitplanwahrnehmungsdienst das
Erscheinungsbild des Dashboards 232 des Arbei-
ters auf Grundlage der Kompetenzen und/oder dem
Ort der Benutzerschnittstellenvorrichtung 112 auto-
matisch benutzerspezifisch anpassen kann. In einem
anderen Szenarium kann der Orts- und/oder Zeit-
planwahrnehmungsdienst den mobilen Arbeiter in
Echtzeit über ein neu erstelltes Arbeitselement infor-
mieren, das ein Geräteteil in seiner Nähe betrifft und
um das sich der mobile Arbeiter qualifiziert kümmern
kann. In einem weiteren Szenarium kann der Orts-
und/oder Zeitplanwahrnehmungsdienst dazu führen,
dass eine oder mehrere Anwendungen, die speziell
den Ort und/oder die Kompetenz des mobilen Arbei-
ters betreffen, auf der Benutzerschnittstellenvorrich-
tung 112 automatisch gestartet werden.

[0145] Ein weiterer beispielhafter Dienst für mobile
Kontrollräume kann ein Zusammenarbeitsdienst für
mobile Arbeiter sein. Der Zusammenarbeitsdienst für
mobile Arbeiter kann ermöglichen, dass eine sichere
Zusammenarbeitssitzung zwischen mindestens zwei
Benutzerschnittstellenvorrichtungen 112 eingerichtet
wird. Die sichere Zusammenarbeitssitzung kann in ei-
ner Ausführungsform automatisch eingerichtet wer-
den, wenn zwei Vorrichtungen 112 sich einander nä-
hern und einander wahrnehmen, z. B. durch Verwen-
dung eines Drahtlosprotokolls, wie bereits in Bezug
auf den Gerätewahrnehmungsdienst erörtert wur-
de. Nachdem die Sitzung eingerichtet ist, kann ei-
ne Synchronisation der Daten zwischen den Benut-
zerschnittstellenvorrichtungen 112 während einer Zu-
sammenarbeitssitzung durchgeführt werden.

[0146] Ein weiterer beispielhafter Dienst für mobi-
le Kontrollräume kann ein Synchronisationsdienst für
mobile Arbeiteranwendungen sein. Mithilfe dieses
Dienstes kann ein mobiler Arbeiter seine Arbeit zwi-
schen verschiedenen Hardwareplattformen verschie-
ben (z. B. einer Mobilvorrichtung, einer Arbeitsstati-
on, einer Heimarbeitrechenvorrichtung, einem Tablet
und dergleichen), während der Status seiner Arbeit in
verschiedenen Anwendungen gehalten wird. Anwen-
dungssynchronisation kann in einer Ausführungsform
automatisch durchgeführt werden, wenn zwei unter-
schiedliche Hardwareplattformvorrichtungen 112 sich
einander nähern und einander wahrnehmen, z. B.
über ein Drahtlosprotokoll, wie bereits in Bezug auf
den Gerätewahrnehmungsdienst erörtert wurde. Ein
mobiler Arbeiter kann beispielsweise einfach sein Ta-
blet in die Nähe eines Desktop-Computers im Büro
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bringen, um nahtlos dort weiterzuarbeiten, wo er im
Feld begonnen hat.

[0147] Es sind natürlich andere Dienste für
mobile Kontrollräume zusätzlich zu den hier
bereits erörterten möglich, und diese können
durch das Prozesssteuerungssystem-Großdatenan-
wendungsnetzwerk 100 unterstützt werden.

[0148] Ausführungsformen der in der vorliegenden
Offenbarung beschrieben Techniken können jegliche
Anzahl der folgenden Aspekte allein oder in Kombi-
nation einschließen:

1. Ein System zum Unterstützen von Großdaten
in einer Prozesssteuerungsanlage, umfassend ei-
nen unitären logischen Datenspeicherbereich, der
eine oder mehrere Datenspeichervorrichtungen
einschließt, die konfiguriert sind, um unter Ver-
wendung eines gemeinsamen Formats Daten zu
speichern, die mindestens einer/m von der Pro-
zessanlage oder einem in der Prozessanlage ge-
steuerten Prozess entsprechen, wobei die Daten
mehrere Datentypen und ein Set von Datentypen
einschließen, das Konfigurationsdaten, fortlaufen-
de Daten und Ereignisdaten einschließt, die dem
Prozess entsprechen. Das System kann ferner ei-
ne oder mehrere Datenempfängerrechenvorrich-
tungen umfassen, die konfiguriert sind, um die Da-
ten von einer oder mehreren anderen Vorrichtun-
gen zu empfangen und herbeizuführen, dass die
Daten in dem unitären logischen Datenspeicher-
bereich gespeichert werden.
2. Das System nach dem vorherigen Aspekt, wo-
bei die Daten Zeitreihendaten ein
schließen.
3. Das System nach einem der vorherigen Aspek-
te, wobei der Dateneintrag der Zeitreihendaten,
die in dem unitären logischen Datenspeicherbe-
reich gespeichert werden, einen Inhalt und einen
Zeitstempel einschließt, wobei der Zeitstempel ei-
ne Zeit der Generierung des Inhalts des Datenein-
trags anzeigt.
4. Das System nach einem der vorherigen Aspek-
te, wobei der unitäre logische Datenspeicherbe-
reich ferner konfiguriert ist, um Metadaten zu spei-
chern, die den Daten entsprechen.
5. Das System nach einem der vorherigen As-
pekte, wobei die Daten unter Verwendung eines
gemeinsamen strukturierten Formats gespeichert
werden, und wobei die Metadaten unter Verwen-
dung eines unstrukturierten Formats gespeichert
werden.
6. Das System nach einem der vorherigen Aspek-
te, wobei die Daten ferner mindestens eines der
Folgenden einschließen: Daten, die die Integrität
einer in die Prozessanlage eingeschlossenen Ma-
schine zeigen, Daten die die Integrität eines spezi-
ellen, in die Prozessanlage eingeschlossenen Ge-
räteteils anzeigen, Daten, die die Integrität einer
speziellen, in die Prozessanlage eingeschlosse-

nen Vorrichtung anzeigen, oder Daten, die einem
Parameter entsprechen, der mit der Sicherheit der
Prozessanlage zusammenhängt.
7. Das System nach einem der vorherigen Aspek-
te, wobei die Daten ferner mindestens eine der
Folgenden einschließen: Daten, die eine Benut-
zereingabe beschreiben, die an einem der einen
oder mehreren Vorrichtungen eingegeben wur-
de; Daten, die ein Kommunikationsnetzwerk der
Prozessanlage beschreiben; Daten, die von ei-
nem Rechensystem außerhalb der Prozessanla-
ge empfangen wurden; oder Daten, die von einer
anderen Prozessanlage empfangen wurden.
8. Das System nach einem der vorhergehenden
Aspekte, wobei die Daten, die das Kommunikati-
onsnetzwerk der Prozessanlage beschreiben, Da-
ten umfassen, die mindestens eine von einer Leis-
tung, einer Ressource oder einer Konfiguration
des Kommunikationsnetzwerks beschreiben.
9. Das System nach einem der vorhergehenden
Aspekte, wobei die eine oder mehreren Daten-
speichervorrichtungen in mindestens eines von ei-
ner Datenbank, einem RAID-Speichersystem, ei-
nem Cloud-Datenspeichersystem, einem verteil-
ten Dateiensystem oder anderem Massendaten-
speichersystem eingeschlossen sind.
10. Das System nach einem der vorhergehen-
den Aspekte, wobei mindestens der Teil der Da-
ten unter Verwendung eines Streaming-Diens-
tes, der von mindestens einem des einen oder
der mehreren anderen Vorrichtungen gehostet
wird, gestreamt wird, und wobei der unitäre logi-
sche Datenspeicherbereich oder mindestens ei-
ner oder mehrere Datenempfängerrechenvorrich-
tungen ein Abonnent des Streaming-Dienstes ist.
11. Das System nach einem der vorhergehen-
den Aspekte, wobei die eine oder mehreren ande-
ren Vorrichtungen einschließen: eine Feldvorrich-
tung und einen Controller, die kommunikativ ge-
koppelt sind, um einen Prozess in der Prozessan-
lage zu steuern, und mindestens eine Benutzer-
schnittstellenvorrichtung oder eine Netzwerkma-
nagementvorrichtung.
12. Das System nach einem der vorhergehenden
Aspekte, wobei herbeigeführt wird, dass alle Da-
ten, die durch mindestens eine der einen oder
mehreren anderen Vorrichtungen generiert und
davon empfangen wurden, in dem unitären logi-
schen Datenspeicherbereich gespeichert werden.
13. Das System nach einem der vorherge-
henden Aspekte, wobei das System ferner ein
Set von Anforderungsdienstleisterrechenvorrich-
tungen umfasst, die konfiguriert sind, um einen
oder mehrere Dienste durchzuführen, die mindes-
tens einen Teil der in dem unitären logischen Da-
tenspeicherbereich gespeicherten Daten verwen-
den, wobei der eine oder die mehreren Dienste ei-
ne rechenintensive Analyse einschließen.
14. Das System nach einem der vorhergehenden
Aspekte, wobei die mindestens eine Datenemp-
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fängerrechenvorrichtung und die mindestens eine
Anforderungsdienstleisterrechenvorrichtung eine
integrale Rechenvorrichtung sind.
15. Das System nach einem der vorhergehen-
den Aspekte, wobei mindestens eine der An-
forderungsdienstleisterrechenvorrichtungen fer-
ner konfiguriert ist, um basierend auf einer Aus-
führung der rechenintensiven Analyse eine Ände-
rung einer in die Prozessanlage eingeschlosse-
nen konfigurierten Entität zu ermitteln.
16. Das System nach einem der vorhergehenden
Aspekte, wobei die mindestens eine der Anforde-
rungsdienstleisterrechenvorrichtungen ferner auf
mindestens eines von: (i) Präsentieren der be-
stimmten Änderung auf einer Benutzerschnittstel-
le, oder (ii) automatisches Anwenden der Ände-
rung auf die konfigurierte Entität konfiguriert ist.
17. Das System nach einem der vorhergehenden
Aspekte, wobei der eine oder die mehreren Diens-
te ferner einen Dienst einschließen, um ein Set
von Definitionen zu generieren, die einem Set von
Entitäten entsprechen, die in einer Laufzeitumge-
bung der Prozessanlage instanziiert werden kön-
nen.
18. Das System nach einem der vorhergehen-
den Aspekte, wobei das Set der Entitäten mindes-
tens eine(s) der Folgenden einschließt: eine kon-
figurierbare Vorrichtung, eine Diagnostikanwen-
dung, eine Displayanzeigeanwendung, ein Steu-
ermodell oder eine Steueranwendung.
19. Das System nach einem der vorhergehen-
den Aspekte, wobei das Set der Definitionen in
einer offline-Umgebung der Prozessanlage gene-
riert wird, und wobei das System ferner ein Set von
Skripten umfasst, um mindestens eine Definition,
die in den Set von Definitionen eingeschlossen ist,
zu transformieren und die transformierte mindes-
tens eine Definition in die Laufzeitumgebung der
Prozessanlage zu laden.
20. Das System nach einem der vorhergehenden
Aspekte, wobei die mindestens eine Definition in
der offline-Umgebung in Reaktion auf eine Benut-
zereingabe generiert wird.
21. Das System nach einem der vorhergehenden
Aspekte, wobei die mindestens eine Definition in
der offline-Umgebung automatisch generiert wird.
22. Das System nach einem der vorhergehenden
Aspekte, wobei der mindestens eine des einen
oder der mehreren Dienste ein Webdienst ist.
23. Ein Verfahren zum Unterstützen von Groß-
daten in einer Prozesssteuerungsanlage, das
durch irgendeines der Systeme nach irgendeinem
der hier beschriebenen Aspekte ausgeführt wird.
Das Verfahren kann das Empfangen von Daten,
die mindestens einer der Prozesssteuerungsan-
lage oder einem durch die Prozesssteuerungs-
anlage gesteuerten Prozess entsprechen, an ei-
ner oder mehreren Datenempfängerrechenvor-
richtungen und das Herbeiführen des Speicherns
der empfangenen Daten unter Verwendung ei-

nes gemeinsamen Formats in einem unitären lo-
gischen Datenspeicherbereich einschließen, wo-
bei der unitäre logische Datenspeicherbereich ei-
ne oder mehrere Datenspeichervorrichtungen ein-
schließt, die konfiguriert sind, um mehrere Typen
von Daten unter Verwendung eines gemeinsa-
men Formats und ein Set von Typen von Daten
einschließlich Konfigurationsdaten, fortlaufenden
Daten und Ereignisdaten zu speichern, die dem
Prozess entsprechen.
24. Das Verfahren nach einem der vorhergehen-
den Aspekte, wobei das Empfangen der Daten
das Empfangen von mindestens einem Teil der
Daten unter Verwendung eines Streaming-Diens-
tes umfasst.
25. Das Verfahren nach einem der vorherge-
henden Aspekte, das ferner das Abonnieren des
Streaming-Dienstes umfasst.
26. Das Verfahren nach einem der vorhergehen-
den Aspekte, wobei das Empfangen der Daten
das Empfangen der Daten von einer oder meh-
reren anderen Vorrichtungen umfasst, die in die
Prozessanlage eingeschlossen sind, wobei die ei-
ne oder mehreren anderen Vorrichtungen einen
Controller in kommunikativer Verbindung mit ei-
nem Feldvorrichtung einschließt/einschließen, um
den Prozess zu steuern.
27. Das Verfahren nach einem der vorhergehen-
den Aspekte, das ferner das Herbeiführen der
Durchführung eines Dienstes unter Verwendung
von mindestens einem Teil der Daten umfasst, die
in dem unitären logischen Datenspeicherbereich
gespeichert sind.
28. Das Verfahren nach einem der vorherge-
henden Aspekte, wobei das Herbeiführen des
durchzuführenden Dienstes das Herbeiführen
des Durchführens einer rechenintensiven Analyse
umfasst.
29. Das Verfahren nach einem der vorhergehen-
den Aspekte, wobei das Herbeiführen der rechen-
intensiven Analyse das Herbeiführen der rechen-
intensiven Analyse in Reaktion auf eine Benutzer-
anforderung umfasst.
30. Das Verfahren nach einem der vorhergehen-
den Aspekte, wobei das Herbeiführen der rechen-
intensiven Analyse das Auswählen und Herbei-
führen der rechenintensiven Analyse in automati-
scher Weise durch das System umfasst.
31. Das Verfahren nach einem der vorhergehen-
den Aspekte, wobei der mindestens eine Teil der
Daten, der in dem unitären logischen Datenspei-
cherbereich gespeichert ist, ein erstes Set von Da-
ten ist, und das Verfahren ferner das Generie-
ren eines zweiten Sets von Daten bezogen auf ei-
ner Ausführung der rechenintensiven Analyse mit
dem ersten Set von Daten umfasst.
32. Das Verfahren nach einem der vorhergehen-
den Aspekte, das ferner das Speichern des zwei-
ten Sets von Daten in dem unitären logischen Da-
tenspeicherbereich umfasst.
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33. Das Verfahren nach einem der vorhergehen-
den Aspekte, wobei das Speichern des zweiten
Sets von Daten das Speichern von mindestens ei-
nem der Folgenden umfasst: einer Displaykompo-
nentendefinition, einer Bindungsdefinition, einer
Prozessmodelldefinition, einer Datendefinition, ei-
ner Datenbeziehung oder einer Definition einer
anderen rechenintensiven Analyse.
34. Ein oder mehrere materielle, nicht-vorüber-
gehende, computerlesbare Speichermedien, die
darauf computerausführbare Anwendungen spei-
chern, die bei Ausführung durch einen Prozes-
sor das Verfahren nach irgendeinem der vorher-
gehenden Aspekte ausführen.
35. Ein System, dass irgendeine Anzahl der vor-
hergehenden Aspekte umfasst. Das System kann
ein Prozesssteuerungssystem sein und ferner ein-
schließen: einen Controller, der konfiguriert ist,
um einen Prozess in dem Prozesssteuerungssys-
tem zu steuern; eine Feldvorrichtung, die kom-
munikativ mit dem Controller verbunden ist, wo-
bei die Feldvorrichtung konfiguriert ist, um eine
physische Funktion zur Steuerung des Prozesses
in dem Prozesssteuerungssystem durchzuführen,
und die Feldvorrichtung, die konfiguriert ist, um
zu dem Controller Echtzeitdaten oder diese von
ihm zu empfangen, die der physischen Funktion
entsprechen; und einen Prozesssteuerungssys-
tem-Großdatenapparat. Der Prozesssteuerungs-
system-Großdatenapparat kann einschließen: ei-
nen unitären logischen Datenspeicherbereich,
der ein oder mehrere Datenspeichervorrichtun-
gen einschließt, die konfiguriert sind, um un-
ter Verwendung eines gemeinsamen Formats
Konfigurationsdaten, die dem Controller entspre-
chen, und die Echtzeitdaten zu speichern; und
eine oder mehrere Datenempfängerrechenvor-
richtungen, um die Echtzeitdaten zu empfangen
und herbeizuführen, dass die empfangenen Da-
ten in dem unitären logischen Datenspeicherbe-
reich gespeichert werden. Der Controller kann ein
erster Knoten eines Prozesssteuerungssystem-
Großdatennetzwerks sein, und der Prozesssteue-
rungssystem-Großdatenapparat kann ein zwei-
ter Knoten des Prozesssteuerungssystem-Groß-
datennetzwerks sein.
36. Das System nach einem der vorhergehenden
Aspekte, wobei das Prozesssteuerungssystem-
Großdatennetzwerks mindestens eines von ei-
nem verdrahteten Kommunikationsnetzwerk oder
einem drahtlosen Kommunikationsnetzwerk ein-
schließt.
37. Das System nach einem der vorhergehen-
den Aspekte, wobei das Prozesssteuerungssys-
tem-Großdatennetzwerk mindestens teilweise ein
Ad-hoc-Netzwerk ist.
38. Das System nach einem der vorhergehen-
den Aspekte, wobei das Prozesssteuerungssys-
tem-Großdatennetzwerk ein erstes Kommunika-
tionsnetzwerk ist, und wobei die Feldvorrichtung

kommunikativ über ein zweites Kommunikations-
netzwerk mit dem Controller verbunden ist, wel-
ches sich von dem ersten Kommunikationsnetz-
werk unterscheidet.
39. Das System nach einem der vorhergehen-
den Aspekte, wobei das Prozesssteuerungssys-
tem-Großdatennetzwerk ferner einen oder meh-
rere andere Knoten einschließt, wobei der eine
oder die mehreren anderen Knoten mindestens
eins der Folgenden einschließen: eine Benutzer-
schnittstellenvorrichtung, eine Gateway-Vorrich-
tung, einen Zugangspunkt, eine Routing-Vorrich-
tung, eine Netzwerkmanagementvorrichtung oder
eine Eingangs-/Ausgangskarte (E/A-Kar
te), gekoppelt an den Controller oder an einen an-
deren Controller.
40. Das System nach einem der vorhergehenden
Aspekte, wobei der Controller so konfiguriert ist,
dass er die Echtzeitdaten cacht, und wobei eine
Angabe einer Identität der Echtzeitdaten aus einer
Konfiguration des Controllers ausgeschlossen ist.
41. Das System nach einem der vorhergehenden
Aspekte, das ferner eine Prozesssteuerungssys-
tem-Großdatenbenutzerschnittstelle umfasst, die
konfiguriert ist, um es einem Benutzer ermög-
licht, über eine Benutzerschnittstellenvorrichtung
mindestens eine Benutzeraktion aus einem Set
von Benutzeraktionen durchzuführen, welche ein-
schließen: Anzeigen von mindestens einem Teil
der in dem unitären logischen Großdatenspei-
cherbereich gespeicherten Daten; Anfordern der
Durchführung eines Dienstes, wobei der Dienst
mindestens den Teil der in dem unitären logischen
Großdatenspeicherbereich gespeicherten Daten
benötigt; Anzeigen eines Ergebnisses einer Leis-
tung des Dienstes; Konfigurieren einer in das Pro-
zesssteuerungssystem eingeschlossenen Entität;
Herbeiführen der Instanziierung der Entität in dem
Prozesssteuerungssystem; und Konfigurieren ei-
nes zusätzlichen Dienstes. Die Benutzerschnitt-
stelle kann ein dritter Knoten des Prozesssteue-
rungssystem-Großdatennetzwerks sein.
42. Das System nach einem der vorhergehenden
Aspekte, wobei die Prozesssteuerungssystem-
Großdatenbenutzerschnittstelle konfiguriert ist,
um mindestens einen von dem Anwender oder
der Benutzerschnittstellenvorrichtung zu authenti-
fizieren, und wobei eine oder mehrere Benutzer-
aktionen, die in dem Set von Benutzeraktionen
eingeschlossen sind, dem Benutzer zur Auswahl
auf Grundlage der Authentifizierung verfügbar ge-
macht werden.

[0149] Bei Implementierung in Software können jed-
wede der hier beschriebenen Anwendungen, Diens-
te und Engines in beliebigem materiellen, nicht-vor-
übergehenden, computerlesbaren Speicher gespei-
chert sein, wie auf einer magnetischen Platte, einer
Laserdisk, Festkörperspeichervorrichtung, einer mo-
lekularen Speichervorrichtung oder anderem Spei-



DE 10 2014 102 844 A1    2014.09.04

30/41

chermedium, in einem RAM oder ROM eines Compu-
ters oder Prozessors, usw. Obwohl die hier offenbar-
ten Beispielsysteme so offenbart sind, dass sie un-
ter anderen Komponenten Software und/oder Firm-
ware einschließen, die auf Hardware ausgeführt wer-
den, ist zu beachten, dass derartige Systeme ledig-
lich als illustrierend und nicht als einschränkend an-
gesehen werden sollten. Es ist beispielsweise vor-
gesehen, dass beliebige oder alle dieser Hardware-,
Software- und Firmwarekomponenten ausschließlich
in Hardware, ausschließlich in Software oder in ir-
gendwelcher Kombination von Hardware und Soft-
ware verkörpert sein können. Obwohl die hier be-
schriebenen Beispielsysteme demnach als in Soft-
ware implementiert beschrieben sind, die auf einem
Prozessor von einer oder mehreren Rechenvorrich-
tungen läuft, werden Fachleute leicht erkennen, dass
die gegebenen Beispiele nicht den einzigen Weg zur
Implementierung derartiger Systeme darstellen.

[0150] Während die vorliegende Erfindung daher un-
ter Bezugnahme auf bestimmte Beispiele beschrie-
ben worden ist, die nur als illustrierend und nicht
als die Erfindung einschränkend gedacht sind, ist es
für Fachleute offensichtlich, dass an den offenbarten
Ausführungsformen Änderungen, Zusätze oder Lö-
schungen vorgenommen werden können, ohne von
der Idee und dem Umfang der Erfindung abzuwei-
chen.
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DE 10 2014 102 844 A1    2014.09.04

32/41

Patentansprüche

1.   System zum Unterstützen von Großdaten in ei-
ner Prozesssteuerungsanlage, umfassend:
einen unitären logischen Datenspeicherbereich, der
eine oder mehrere Datenspeichervorrichtungen ein-
schließt, die konfiguriert sind, um unter Verwendung
eines gemeinsamen Formats Daten zu speichern, die
mindestens einer von der Prozessanlage oder einem
in der Prozessanlage gesteuerten Prozess entspre-
chen, wobei die Daten mehrere Datentypen und ein
Set von Datentypen einschließen, das Konfigurati-
onsdaten, fortlaufende Daten und Ereignisdaten ein-
schließt, die dem Prozess entsprechen; und
eine oder mehrere Datenempfängerrechenvorrich-
tungen, die konfiguriert sind, um die Daten von einer
oder mehreren anderen Vorrichtungen zu empfangen
und herbeizuführen, dass die Daten in dem unitären
logischen Datenspeicherbereich gespeichert wer-
den.

2.     System nach Anspruch 1 oder 2, wobei die
Daten Zeitreihendaten einschließen, wobei vorzugs-
weise der Dateneintrag der Zeitreihendaten, die in
dem unitären logischen Datenspeicherbereich ge-
speichert werden, einen Inhalt und einen Zeitstempel
einschließt, wobei der Zeitstempel eine Zeit der Ge-
nerierung des Inhalts der Dateneingabe angibt.

3.     System nach einem der vorhergehenden An-
sprüche, wobei der unitäre logische Datenspeicher-
bereich ferner konfiguriert ist, um Metadaten zu spei-
chern, die den Daten entsprechen, wobei vorzugs-
weise die Daten unter Verwendung eines gemein-
samen strukturierten Formats gespeichert werden,
und wobei die Metadaten vorzugsweise unter Ver-
wendung eines unstrukturierten Formats gespeichert
werden.

4.     System nach einem der vorhergehenden An-
sprüche, wobei die Daten ferner mindestens eines
der Folgenden einschließen:
Daten, die die Integrität einer in die Prozessanlage
eingeschlossenen Maschine angeben,
Daten, die die Integrität eines speziellen in die Pro-
zessanlage eingeschlossenen Geräteteils angeben,
Daten, die die Integrität eines speziellen in die Pro-
zessanlage eingeschlossenen Geräts angeben, oder
Daten, die einem Parameter entsprechen, der mit der
Sicherheit der Prozessanlage verknüpft ist und/oder
wobei die Daten ferner mindestens eines der Folgen-
den einschließen:
Daten, die eine Benutzereingabe beschreiben, die an
einer der einen oder der mehreren anderen Vorrich-
tungen eingegeben worden ist;
Daten, die ein Kommunikationsnetzwerk der Pro-
zessanlage beschreiben;
Daten, die von einem Rechensystem empfangen
wurden, das sich außerhalb der Prozessanlage be-
findet; oder

Daten, die von einer anderen Prozessanlage empfan-
gen wurden,
wobei vorzugsweise die Daten, die das Kommunikati-
onsnetzwerk der Prozessanlage beschreiben, Daten
umfassen, die mindestens eine von einer Leistung,
einer Ressource oder einer Konfiguration des Kom-
munikationsnetzwerks beschreiben.

5.     System nach einem der vorhergehenden An-
sprüche, wobei die eine oder mehreren Datenspei-
chervorrichtungen in mindestens eines von einer Da-
tenbank, einem RAID-Speichersystem, einem Cloud-
Datenspeichersystem, einem verteilten Dateiensys-
tem oder anderem Massendatenspeichersystem ein-
geschlossen sind.

6.     System nach einem der vorhergehenden An-
sprüche, wobei mindestens der Teil der Daten unter
Verwendung eines Streaming-Dienstes, der von min-
destens einer der einen oder mehreren anderen Vor-
richtungen gehostet wird, gestreamt wird, und wobei
der unitäre logische Datenspeicherbereich oder min-
destens eine oder mehrere Datenempfängerrechen-
vorrichtungen ein Abonnent des Streaming-Dienstes
ist.

7.     System nach einem der vorhergehenden An-
sprüchen, wobei die eine oder mehreren anderen
Vorrichtungen einschließen:
eine Feldvorrichtung und einen Controller, die kom-
munikativ gekoppelt sind, um einen Prozess in der
Prozessanlage zu steuern, und
mindestens eine von einer Benutzerschnittstellen-
vorrichtung oder einer Netzwerkmanagementvorrich-
tung.

8.     System nach einem der vorhergehenden An-
sprüchen, wobei herbeigeführt wird, dass alle Daten,
die durch mindestens eine der einen oder mehreren
anderen Vorrichtungen generiert und davon empfan-
gen wurden, in dem unitären logischen Datenspei-
cherbereich gespeichert werden.

9.     System nach einem der vorhergehenden An-
sprüchen, wobei das System ferner ein Set von An-
forderungsdienstleisterrechenvorrichtungen umfasst,
die konfiguriert sind, um einen oder mehrere Diens-
te, vorzugsweise einen Netzdienst unter Verwendung
von mindestens einem Teil der in dem unitären lo-
gischen Datenspeicherbereich gespeicherten Daten
durchzuführen, wobei der eine oder die mehreren
Dienste eine rechenintensive Analyse einschließen,
wobei vorzugsweise die mindestens eine Datenemp-
fängerrechenvorrichtung und die mindestens eine
Anforderungsdienstleisterrechenvorrichtung eine in-
tegrale Rechenvorrichtung sind, und/oder
wobei vorzugsweise mindestens eine der Anforde-
rungsdienstleisterrechenvorrichtungen ferner konfi-
guriert ist, um basierend auf einer Ausführung der re-
chenintensiven Analyse eine Änderung einer in die
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Prozessanlage eingeschlossenen konfigurierten En-
tität zu bestimmen,
wobei besonders bevorzugt die mindestens ei-
ne der Anforderungsdienstleisterrechenvorrichtun-
gen ferner auf mindestens eines von
(i) Präsentieren der bestimmten Änderung auf einer
Benutzerschnittstelle, oder
(ii) automatisches Anwenden der Änderung auf die
konfigurierte Entität konfiguriert ist.

10.     System nach Anspruch 9, wobei der eine
oder die mehreren Dienste ferner einen Dienst ein-
schließen, um ein Set von Definitionen zu generie-
ren, die einem Set von Entitäten entsprechen, die in
einer Laufzeitumgebung der Prozessanlage instan-
ziiert werden können, wobei vorzugsweise das Set
der Entitäten mindestens eine der Folgenden ein-
schließt: eine konfigurierbare Vorrichtung, eine dia-
gnostische Anwendung, eine Displayanzeigeanwen-
dung, ein Steuermodell oder eine Steueranwendung.

11.   System nach einem der vorhergehenden An-
sprüche, insbesondere nach Anspruch 9, wobei ein/
das Set der Definitionen in einer offline-Umgebung
der Prozessanlage generiert wird, und wobei das
System ferner ein Set von Skripten umfasst, um min-
destens eine Definition, die in das Set der Definitio-
nen eingeschlossen ist, zu transformieren und die
transformierte mindestens eine Definition in die Lauf-
zeitumgebung der Prozessanlage zu laden,
wobei besonders bevorzugt die mindestens eine De-
finition in der offline-Umgebung in Reaktion auf eine
Benutzereingabe generiert wird oder
wobei die mindestens eine Definition in der offline-
Umgebung automatisch generiert wird.

12.   Verfahren zum Unterstützen von Großdaten in
einer Prozesssteuerungsanlage, umfassend:
Empfangen von Daten, die mindestens einer von der
Prozesssteuerungsanlage oder einem durch die Pro-
zesssteuerungsanlage gesteuerten Prozess entspre-
chen, in einer oder mehreren Datenempfangsrechen-
vorrichtungen; und
Herbeiführen der Speicherung der empfangenen Da-
ten unter Verwendung eines gemeinsamen Formats
in einem unitären logischen Datenspeicherbereich,
wobei der unitäre logische Datenspeicherbereich ein
oder mehrere Datenspeichervorrichtungen, die kon-
figuriert sind, um mehrere Typen von Daten unter
Verwendung eines gemeinsamen Formats zu spei-
chern, und ein Set von Typen von Daten einschließt,
die Konfigurationsdaten, fortlaufende Daten und Er-
eignisdaten einschließen, die dem Prozess entspre-
chen.

13.     Verfahren nach Anspruch 12, wobei das
Empfangen der Daten das Empfangen von mindes-
tens einem Teil der Daten unter Verwendung ei-
nes Streaming-Dienstes umfasst, vorzugsweise fer-

ner das Abonnieren des Streaming-Dienstes um-
fasst.

14.   Verfahren nach einem der Ansprüche 12 bis
13, wobei das Empfangen der Daten das Empfan-
gen der Daten von einer oder mehreren anderen Vor-
richtungen umfasst, die in die Prozessanlage einge-
schlossen sind, wobei die eine oder mehreren ande-
ren Vorrichtungen einen Controller in kommunikativer
Verbindung mit einer Feldvorrichtung einschließt, um
den Prozess zu steuern.

15.   Verfahren nach einem der Ansprüche 12 bis
14, insbesondere nach Anspruch 12, das ferner das
Herbeiführen der Durchführung eines Dienstes unter
Verwendung von mindestens einem Teil der Daten
umfasst, die in dem unitären logischen Datenspei-
cherbereich gespeichert sind,
wobei vorzugsweise das Herbeiführen des durchzu-
führenden Dienstes das Herbeiführen des Durchfüh-
rens einer rechenintensiven Analyse umfasst,
wobei besonders bevorzugt das Herbeiführen der
rechenintensiven Analyse das Herbeiführen der re-
chenintensiven Analyse in Reaktion auf eine Benut-
zeranforderung umfasst oder
das Auswählen und Herbeiführen der rechenintensi-
ven Analyse in automatischer Weise durch das Sys-
tem umfasst und/oder
wobei der mindestens eine Teil der Daten, der in
dem unitären logischen Datenspeicherbereich ge-
speichert ist, ein erstes Set von Daten ist, und das
Verfahren ferner das Generieren eines zweiten Sets
von Daten bezogen auf eine Ausführung der rechen-
intensiven Analyse mit dem ersten Set von Daten um-
fasst sowie
vorzugsweise ferner das Speichern des zweiten Sets
von Daten in dem unitären logischen Datenspeicher-
bereich umfasst,
wobei besonders bevorzugt das Speichern des zwei-
ten Sets von Daten das Speichern von mindestens
einem der Folgenden umfasst: einer Displaykompo-
nentendefinition, einer Bindungsdefinition, einer Pro-
zessmodelldefinition, einer Datendefinition, einer Da-
tenbeziehung oder einer Definition einer anderen re-
chenintensiven Analyse.

16.   Prozesssteuerungssystem, umfassend:
einen Controller, der konfiguriert ist, um einen Pro-
zess in dem Prozesssteuerungssystem zu steuern;
eine Feldvorrichtung, die kommunikativ mit dem Con-
troller verbunden ist, wobei die Feldvorrichtung kon-
figuriert ist, um eine physische Funktion durchzufüh-
ren, um den Prozess in dem Prozesssteuerungssys-
tem zu steuern, und wobei die Feldvorrichtung kon-
figuriert ist, um Echtzeitdaten an den Controller zu
übertragen oder von diesem zu empfangen, die der
physischen Funktion entsprechen; und
einen Prozesssteuerungssystem-Großdatenapparat,
wobei der Prozesssteuerungssystem-Großdatenap-
parat einschließt:
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einen unitären logischen Datenspeicherbereich, der
eine oder mehrere Datenspeichervorrichtungen ein-
schließt, die konfiguriert sind, um unter Verwendung
eines gemeinsamen Formats die Echtzeitdaten und
Konfigurationsdaten zu speichern, die dem Controller
entsprechen, und
einen oder mehrere Datenempfängerrechenvorrich-
tungen, um die Echtzeitdaten zu empfangen und
herbeizuführen, dass die empfangenen Daten in
dem unitären logischen Datenspeicherbereich ge-
speichert werden;
wobei der Controller ein erster Knoten eines Pro-
zesssteuerungssystem-Großdatennetzwerks ist, wo-
bei vorzugsweise das Prozesssteuerungssystem-
Großdatennetzwerk mindestens teilweise ein Ad-
hoc-Netzwerk ist, und der Prozesssteuerungssys-
tem-Großdatenapparat ein zweiter Knoten des Pro-
zesssteuerungssystem-Großdatennetzwerks ist.

17.     Prozesssteuerungssystem nach Anspruch
16, wobei das Prozesssteuerungssystem-Großda-
tennetzwerks mindestens eines von einem verdrah-
teten Kommunikationsnetzwerk oder einem drahtlo-
sen Kommunikationsnetzwerk einschließt,
wobei vorzugsweise das Prozesssteuerungs-Groß-
datennetzwerk ein erstes Kommunikationsnetzwerk
ist, und wobei die Feldvorrichtung kommunikativ über
ein zweites Kommunikationsnetzwerk mit dem Con-
troller verbunden ist, welches sich von dem ersten
Kommunikationsnetzwerk unterscheidet und/oder
wobei das Prozesssteuerungssystem-Großdaten-
netzwerk vorzugsweise ferner einen oder mehre-
re andere Knoten einschließt, wobei der eine oder
die mehreren anderen Knoten mindestens eins der
Folgenden einschließen: eine Benutzerschnittstellen-
vorrichtung, eine Gateway-Vorrichtung, einen Zu-
gangspunkt, eine Routing-Vorrichtung, eine Netz-
werkmanagementvorrichtung oder eine Eingangs-/
Ausgangskarte (E/A-Karte), gekoppelt an den Con-
troller oder an einen anderen Controller.

18.   Prozesssteuerungssystem nach Anspruch 16
oder 17, wobei der Controller so konfiguriert ist, dass
er die Echtzeitdaten cacht, und wobei eine Angabe
einer Identität der Echtzeitdaten aus den Konfigurati-
onsdaten ausgeschlossen ist, die dem Controller ent-
sprechen.

19.   Prozesssteuerungssystem einem der Ansprü-
che 16 bis 18, insbesondere nach Anspruch 16,
das ferner eine Prozesssteuerungssystem-Großda-
ten-Benutzerschnittstelle umfasst, die es einem Be-
nutzer ermöglicht, über eine Benutzerschnittstellen-
vorrichtung mindestens eine Benutzeraktion aus ei-
nem Set von Benutzeraktionen durchzuführen, wel-
che einschließen:
Anzeigen mindestens eines Teils der Daten, die in
dem unitären logischen Datenspeicherbereich ge-
speichert sind;

Anfordern des Durchführens eines Dienstes, wobei
der Dienst mindestens den Teil der Daten benötigt,
die in dem unitären logischen Datenspeicherbereich
gespeichert sind;
Anzeigen eines Ergebnisses einer Leistung des
Dienstes;
Konfigurieren einer Entität, die in das Prozesssteue-
rungssystem eingeschlossen ist;
Herbeiführen einer Instanziierung einer konfigurier-
ten Entität in dem Prozesssteuerungssystem und
Konfigurieren eines zusätzlichen Dienstes,
wobei die Benutzerschnittstelle ein dritter Knoten des
Prozesssteuerungssystem-Großdatennetzwerks ist,
wobei vorzugsweise die Prozesssteuerungssystem-
Großdaten-Benutzerschnittstelle konfiguriert ist, um
mindestens einen der Anwender, der Benutzer-
schnittstellenvorrichtung oder einer Zugangsanwen-
dung, die auf der Benutzerschnittstellenvorrichtung
läuft, zu authentifizieren, und wobei ein oder mehre-
re Benutzeraktionen, die in den Set der Benutzerak-
tionen eingeschlossen sind, dem Anwender bezogen
auf die Authentifizierung zur Auswahl zugänglich ge-
macht werden.

Es folgen 7 Seiten Zeichnungen
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Anhängende Zeichnungen
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