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(57) ABSTRACT

A transmitter for a chaos communications system employing
chaotic symbol modulation that perform auto-indexing, tem-
poral gain control, increased path diversity and sequence
lock up prevention. The transmitter includes a symbol
mapper that converts a series of information bits to a series
of bit symbols, and a chaos modulator providing chaotic
spreading modulation of the bit symbols. The chaos modu-
lator includes a plurality of chaos generators, one for each
bit symbol, providing a chaos sequence for the bit symbols.
Each chaos modulator includes a RAM/ROM that provides
auto-indexing where a chaos sequence output from the
RAM/ROM is fed back to an input of the RAM/ROM from
which a chaos sequence at a next address in the RAM/ROM
is selected as the output of the modulator.
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HIGH INSTANTANEOUS BANDWIDTH
AUTO-INDEXING PARALLELIZED
CHAOTIC WAVEFORM DATA MODULATOR
AND DEMODULATOR WITH TEMPORAL
AUTOMATIC GAIN CONTROL, INCREASED
PATH DIVERSITY AND SEQUENCE LOCK
UP PREVENTION

BACKGROUND

Field

[0001] This disclosure relates generally to a transmitter for
a spread-spectrum or chaos communications system where
the transmitter includes chaos generators that perform auto-
indexing and, more particularly, to a transmitter for a spread-
spectrum or chaos communications system where the trans-
mitter includes chaos generators that perform auto-indexing,
temporal automatic gain control, increased path diversity
and sequence lock up prevention.

Discussion of the Related Art

[0002] Digital communications systems typically map or
translate a stream of encoded information bits to be trans-
mitted into a constellation of symbols, where each symbol
defines a group of the bits. For example, a bit mapper may
employ M-ary phase shift keying (M-PSK) that provides
in-phase and quadrature-phase bits for each symbol that is
transmitted. The mapped symbols are then modulated onto
a waveform, filtered and converted/up-converted to an ana-
log signal for transmission. When the analog signal is
received by a receiver, the signal is converted to a digital
signal to remove the carrier and the digital signal is demodu-
lated to recover the bit symbols, which requires knowledge
of the time and position of the individual symbols in the
signal to correctly determine the value of each symbol. The
information bits are then extracted from the bit symbols.

[0003] For certain applications, it is desirable to transmit
a data or communications signal without the signal being
detected by someone else, such as an adversary, i.e., the
adversary does not know that a signal is being transmitted,
typically for various low probability of interception/low
probability of detection (LPI/LPD) communications appli-
cations. One approach is to spread the energy of the trans-
mitted signal, which would normally be transmitted over a
relatively narrow frequency band, over a wide frequency
band or spectrum, known in the art as direct-sequence
spread-spectrum processing, so that the signal energy is
washed out in the background and is not readably detectable.
Conventionally, spread spectrum systems use a pseudo-
noise (PN) sequence for spreading information bits in con-
junction with traditional modulation techniques, such as
M-PSK, M-ary quadrature amplitude modulation
(M-QAM), etc., for the purposes of transmission. Although
these techniques do bury the signal below the noise floor,
they cannot hide the features that adversaries can detect. A
sub-approach for spread-spectrum processing includes
spreading the signal with a chaotic sequence to spread out
the energy of the transmitted waveform. The modulation
techniques employed for the chaotic spread signal is typi-
cally conventional modulation and coding, such as M-PSK,
M-QAM, etc., which allows a straightforward synchroniza-
tion between the modulated bits transmitted by the trans-
mitter and the bits received by the receiver using conven-
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tional demodulation and decoding. However, employing
conventional modulation and coding techniques in a digital
communications system reduces the effectiveness of a cha-
otic spreading of the transmitted signal. Therefore, benefits
can be obtained by providing all chaotic spreading and
modulation of the information signal in these types of
communications systems.

[0004] It is well-known that signals with LPI and LPD
provide valuable features to communication systems. By
definition, information signals can be transmitted or
received without being intercepted or detected. Similar to
direct sequence spread spectrum (DSSS), but more impor-
tantly code division multiple access (CDMA) signals, tens
and even hundreds of chaotic signals may share a common
RF channel, where each have their own unique chaotic
sequence, in order to achieve spectral reuse without any
interference. In particular, signals without cyclostationary
properties are essential to yielding LPI/LPD features since
these signals cannot be detected with sophisticated detection
schemes that look for cyclostationary properties.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] FIG. 1 is a schematic block diagram of a chaos
communications system employing chaotic modulation and
coding, and including a transmitter having a chaos modu-
lator with a chaos generator for each symbol that performs
auto-indexing and a receiver that employs correlators to
recover the transmitted chaotic signal;

[0006] FIG. 2 is a block diagram of a known chaos
generator including a controller providing address
sequences to a RAM/ROM;

[0007] FIG. 3 is a block diagram of a known chaos
generator including a controller providing address
sequences to multiple RAM/ROMs;

[0008] FIG. 4 is a block diagram of an auto-indexing
chaotic arbitrary waveform generator;

[0009] FIG. 5 is a block diagram of a series of auto-
indexing chaotic arbitrary waveform generators;

[0010] FIG. 6 is a block diagram of a series of auto-
indexing chaotic arbitrary waveform generators with mul-
tiple start phases;

[0011] FIG. 7 is a top level block diagram of a transmitter
that employs auto-indexing, temporal automatic gain con-
trol, increased path diversity and sequence lock up preven-
tion; and

[0012] FIG. 8 is a top level diagram of a receiver that
receives the signal from the transmitter and employs corr-
elators to recover a transmitted chaotic signal.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

[0013] The following discussion of the embodiments of
the disclosure directed to a transmitter for a chaos commu-
nications system where the transmitter includes chaos gen-
erators that perform auto-indexing, temporal gain control,
increased path diversity and sequence lock up prevention is
merely exemplary in nature, and is in no way intended to
limit the disclosure or its applications or uses.

[0014] FIG. 1 is a schematic block diagram of a chaos
communications system 10 that includes a transmitter 12
that transmits an encoded data and/or information signal
over a communications channel 14, such as a wireless
communications channel, that is received by a receiver 16.
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The communications system 10 is intended to be used for
any application that can benefit from spread-spectrum signal
processing. The transmitter 12 includes an encoder 20, such
as a forward error correction (FEC) encoder that provides a
channel coding scheme, such as convolutional coding, Reed-
Solomon coding, low-density parity-check (LDPC) coding,
turbo coding, etc., to add redundant bits to the information
bits provided on line 18 to be transmitted for error correction
purposes and provides a stream of encoded information bits.
The encoded information bits are sent to a symbol mapper
22 that translates the bits into a constellation of bit symbols,
such as two-bits per symbol, four-bits per symbol, etc., in a
manner well understood by those skilled in the art.

[0015] The symbols are then modulated by a digital chaos
modulator 24 that may employ, for example, an M-ary
chaotic shift keying (M-CSK) architecture, to represent the
symbols as a chaotic sequence of values that spreads the
energy of the symbols across a wider spectrum to be below
the noise floor, where m-bits per symbol mapping corre-
sponds to the M-CSK, and where M=2" represents the
number of symbols. In this embodiment, the modulator 24
employs a separate chaos generator 26 for each of the M
symbols. For example, mapping two-bits per symbol pro-
vides modulation as 4-CSK and employs four of the chaos
generators 26. Each of the chaos generators 26 generates a
unique symbol, for example, for 4-CSK, the symbol 00 is
provided by one of the chaos generators 26, the symbol 01
is provided by another one of the chaos generators 26, the
symbol 10 is provided by another one of the chaos genera-
tors 26, and the symbol 11 is provided by another one of the
chaos generators 26. The selected chaos spreading factor
that determines how much the symbols are spread out, i.e.,
the number of chips or samples per symbol, for the genera-
tors 26 sets how many chaos (spreading) bits are used to
represent a symbol. Specifically, for a spreading factor of
length L, a symbol is represented by L number of chaos bits
or samples. For example, for a spreading factor of length
512, each symbol is represented by 512 chaos bits or
samples. The next time a symbol is repeated, the generator
26 starts with chaos bit (r-1)-L+1, where r is the symbol
repetition number. If a symbol is being represented for the
first time, then the generator 26 starts with chaos bit or
sample 1, if the symbol is represented a second time, then
the generator 26 starts with chaos bit or sample [.+1, etc. The
chaotic sequences are selected in such a manner that they
will never repeat for a given application. The chaos bits or
samples are arranged in frames and padded with preamble
bits and a synchronization function that aids the receiver 16
to determine the chaos state used for the transmission and
hence, helping with symbol synchronization for recovery of
the transmitted data. Since the synchronization period is
smaller, traditional synchronization techniques can also be
employed, if desired, with the low risk of being detected. A
selector (not shown) selects which of the symbols that has
been spread out by the modulation process is output from the
modulator 24 at any particular point in time.

[0016] The chaotic modulated symbols are then sent to a
digital-to-analog converter (DAC) 30, such as a high speed
interpolating DAC or delta-sigma DAC, that modulates the
digital signals onto an analog waveform and that takes
advantage of the available Nyquist zones to establish the
offset carrier before transmission. Note that the analog signal
can be up-converted to a higher frequency, if desired, but not
required with the appropriate choice of DAC and Nyquist
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zone. The analog signal is then filtered by an image rejection
filter 32 that removes replicas generated by the DAC 30 and
transmitted by an antenna 34, such as an omni-directional
antenna, for example, a whip or dipole antenna, or a direc-
tional antenna, for example, an AESA or reflector antenna,
onto the channel 14.

[0017] The transmitted signal on the channel 14 is
received by an appropriate antenna 40 in the receiver 16,
down-converted to a lower frequency, if up-converted in the
transmitter 12, and then converted to a digital signal by an
analog-to-digital (ADC) converter 42 to extract the symbols
that were transmitted. The receiver 16 first performs signal
acquisition based on a local look-up table and the transmitter
ID and then tracking is performed using the receiver ID. A
de-spreading and de-modulation operation is performed on
the received signal in a correlation processor 44 that
includes a number of correlators 46 providing the desired
resolution, for example, three or more correlators in parallel
for the quick search at the start of the frame. Each correlator
46 receives the digital sequence or samples that are sent to
a chaos generator 48, similar to the chaos generators 26, to
remove the chaotic sequence. The digital sequence or
samples are then filtered by a band-pass filter 50, multiplied
by a multiplier 52 and integrated by an integrator 54 in a
known manner by the correlation process. The correlated
bits from each of the correlators 46 are then added in a
summation device 56. A soft or hard decision processor 58
removes the bits from the symbols and a decoder 60 removes
the redundant bits to provide the information bits on line 62
using known processes from the literature.

[0018] As mentioned above, in order for the receiver 16 to
be able to extract the transmitted symbols as discussed
herein, transmitter and receiver synchronization and data
transmission tracking is required using, for example, chaos
state and symbol synchronization 28. Synchronization
between the DAC 30 and the ADC 42 and hardware clocks
is accomplished by transmitting an acquisition or preamble
sync pulse from the transmitter 12 to the receiver 16 to phase
lock the DAC 30 and the ADC 42 using, for example, clock
synchronization 36. The preamble sync pulse can be gener-
ated by a conventional approach such as by using quadra-
ture-phase shift keying (QPSK) for a short period of time, a
chaotic approach such as by using a differential chaos shift
keying (DCSK) sync pulse for a short period of time or an
inverse chaos approach using an RF analog sync pulse.
Chaos state synchronization for the chaos generators 26 can
be accomplished by transmitting a sync pulse from the
transmitter 12 to the receiver 16. For data transmission
tracking, the correlation processor 44 can use a threshold
detector to determine if a signal exists.

[0019] The chaos generators 26 could be traditional arbi-
trary waveform generators that includes a controller/state
machine that provide the address (index) sequences to a
RAM/ROM to produce the pre-programmed sequence. FIG.
2 is a block diagram of a known chaos generator 70
including a controller 72 providing address sequences to a
RAM/ROM 74 that outputs a chaos sequence illustrating
this design. If higher instantaneous bandwidth is required,
multiple RAM/ROMs can be employed as shown by chaos
generator 76 in FIG. 3. Although the chaos generators 70 and
76 provide a widely used simple chaos generation technique,
they are throughput limited in a real time chaotic sequence
generation method due to floating point to fixed point
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rounding that produces a single overloaded sequence as
compared to a real time arbitrary chaotic sequence.

[0020] For low instantaneous bandwidth chaotic
sequences, such as x,,,,=1-2x,°, it is possible to modify the
traditional arbitrary waveform architecture to be auto-index-
ing by eliminating the controller and connecting the data
output to the data input so that the data output is the next
address index. FIG. 4 is a block diagram of a chaos generator
80 that can be used as the chaos generator 26 that includes
a RAM/ROM 82 showing this type of auto-indexing where
the data output is fed back on line 84 to the data input from
which the RAM/ROM indexes to the next address to output
the chaos sequence at that address, thus providing the
auto-indexing. This provides a significant increase in system
speed, as well as a reduced RAM/ROM footprint to produce
the same chaotic sequence. Further, the same performance of
the auto-indexing approach may be achieved with a tremen-
dous increase in the required RAM/ROM footprint due to
the chaotic symbol length requirements.

[0021] The auto-indexing chaos generation approach sig-
nificantly improves signal generation timing as compared to
the traditional chaos generation approaches. The elimination
of the controller has high value in highly parallelized
architectures by eliminating the latency and throughput
limitations associated with controllert/RAM/ROM architec-
tures. The chaotic sequences do not have detectable cyclos-
tationary features observed in other spread spectrum
schemes, such as DSSS or CDMA. The output of the chaotic
waveform generator produces extremely broad (GHz class)
signals that appear as noise to observers without knowledge
of the chaotic processing. The chaotic waveform generator
also provides higher expected system computation look-
ahead throughput versus the traditional controller/RAM/
ROM architecture and lower expected RAM/ROM footprint
due to arbitrary symbol start/stop length. The application of
a temporal automatic gain control with non-linear chaotic
signals to improve received signal power provides improved
received signal power of chaotic sequences. A fixed-point
sequence path diversity optimization provides reduced
detectable features and improved chaotic data space usage.
Sequence lock up prevention prevents fixed-point lock up.
[0022] FIG. 5 is a block diagram of an auto-indexing
chaos data generator 90 having a series of RAM/ROMs 92
and that is capable of operating in a parallel data generator
mode to meet high instantaneous bandwidth requirements.
For an example with 16 bit data having a parallelization
level of 4 outputs per clock, where in the initial state
[data=0000000000000000], the first RAM outputs sample
X[0], the second RAM outputs sample X[ 1], the third RAM
outputs sample X[2], and the fourth RAM outputs sample
X[3]. Assume sample X[3] is 010110011100011 (11,491
decimal). At the next clock cycle, the first RAM will output
X[11,491], the second RAM will output X[11,492], the third
RAM will output X[11,493] and the fourth RAM will output
X[11,494]. This auto sequencing continues until the chaotic
symbol samples are completed. It is noted that special care
needs to be taken in the rounding process to ensure no
lock-up conditions occur.

[0023] FIG. 6 is a variation of the generator 90, but where
the auto-indexing is performed with multiple start phases.
As discussed, auto-indexing RAM/ROM tables are gov-
erned by the initial state of the system as set by a RESET
signal. This initiates the parallel playback of the chaotic
sequence on all of the RAMs/ROMs. For RAMs/ROMs
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programmed a-priori with the correct sequence and at the
end of the first clock cycle, the N-1 RAM/ROM output
serves as the next clock cycle address for all of the RAMs.
In the multiple start phase scheme, multiple start phases by
a multi-bit RESET[K] allows for potentially improved cycle
stationary performance by not starting the sequence stream
with the same initial phase all of the time.

[0024] Unlike DSSS and traditional CDMA signals, which
have prominent cyclostationary features, chaotic sequences
follow what appears to be “noise-like” sequences or pat-
terns. DSSS pseudo random generator sequences similar to
GPS have well known predictable mathematical functions,
such as chip spreading codes. Chaotic waveforms, however,
do not generally follow the predictable features available for
DSSS/CDMA, such as the spreading chip sequence, as they
would produce cyclostationary features that would be a
negative feature for chaotic sequences. Challenges of imple-
menting a high instantaneous bandwidth, fixed-point chaotic
sequences include the ability for the hardware to “look
ahead” with the required high parallelization for high instan-
taneous bandwidths, feature lock up prevention when gen-
erating fixed point sequences, path dependent (Trellis) or
sequence repetition due to fixed point precision idiosyncra-
sies, and providing automatic gain control to provide a near
constant envelope sequence.

[0025] The auto-indexing provides data trellis path opti-
mization to increase path diversity. Due to fixed-point pre-
cision rounding, a particular sequence sub-block may be
replayed multiple times in a given chaotic symbol block. By
judiciously modifying the quantized data patterns, increased
diversity can be achieved, which reduces the potential form
small spectral features. The auto-indexing has application
for temporal automatic gain control with non-linear chaotic
signals to improve received signal power. A sequence of N
data samples are used to create a chaotic symbol. Due to the
chaotic nature of the data, it is possible that the output data
has very low power output. The temporal automatic gain
control can be used to normalize the data to create a higher
powered output to improve receive signal-to-noise ratio
(SNR).

[0026] Directly implementing the chaos generator equa-
tion in hardware, even if it were capable of meeting required
throughput of 16 samples per clock cycle, may cause feature
lock up when generating fixed point sequences due to
rounding and truncation idiosyncrasies. For example, in the
chaos equation x,,,,=1-2x,* discussed above, when x,, is a
sufficiently small value, its corresponding fixed-point rep-
resentation may be rounded to -1, producing a lock up
condition. Consequently, this causes Xx,,,, to be -1 too, and
thus the sequence will lock up. Using a look ahead technique
and pre-computing samples will alleviate this issue. For
example, in a 12-bit scheme, when x,=-4.8828E-4 (binary
111111111111), x,,, will be -1 (binary 100000000000)
which leads to sequence lock up. In the look ahead tech-
nique, all calculations are done as double precision floating-
point before getting rounded to be read in hardware. There-
fore, the x,,,, value used to compute x,,, would actually be
-0.999998092651822, which will not cause sequence lock
up. Once all the sequences are calculated, the final results are
converted to fixed-point.

[0027] Additionally, at the end of the current clock cycle’s
production of 16 samples, the micro-sequencer state
machine needs to be capable of “looking ahead” and start the
next 16 sample sequence, etc. The novel part of the micro-
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sequencer is that the address location, for example, 0000-
1111 in the example below, is the data. To further optimize
the design, an additional column is added to the end of each
RAM address containing the next address. This will elimi-
nate the possibility of multiple RAM addresses pointing to
the same next address. It also guarantees that the entire
chaos table will be used and repeats will be avoided.
Mathematically, it would be an equivalent of having a long
chaotic sequence, breaking it up into segments, randomly
reordering the segments and transmitting the re-ordered
randomized segments.

[0028] A micro-sequencer loading operation is performed,
where the micro sequencer will be loaded using the follow-
ing data flow, where there is a separate micro-sequencer for
each bit pair or symbol. The micro-sequencer loads the
auto-indexing machine and then the auto-indexing machine
is selected. A floating-point sequence is computed and then
a fixed point sequence is computed and loaded into the
RAM. Next, an additional column at the end of each RAM
address will contain the next address, which will eliminate
the possibility of multiple RAM addresses pointing to the
same next address. Thus, the last sample will no longer be
the next address, but rather there will be an explicit next
address stored in the RAM (last word Stored in the current
address). This also prevents lock up.

[0029] The transmitter circuit operates as follows. Every
two user bits (B1B0O) will be spread into K modulation
samples, such as K=1024 DAC samples at 4 Gsps. Given a
N bit quantization (e.g. 16 bits . . . 1 sign bit plus 15 value
bits), the starting address for the symbol used may be B1BO
concatenated with N-2 Zeroes, such as
B1B0&0000000000000000 (B1BO followed by 14 zeroes),
although other starting addresses may be used. The number
of parallelization planes per clock (P) is the number of
samples produces every slow speed clock sample, such as 16
samples at 250 MHz to achieve 4 Gsps. For a B1BO starting
address and 16-bit quantization, 00, 0000000000000000b,
01, 0100000000000000b, 10, 1000000000000000b, and 11,
1100000000000000b.

[0030] P unique RAMs operate in parallel to produce the
required number of samples per clock. The P* RAM (RAMs
1...P) value will be adjusted and copied to a column RAM
to have the value for the next clock cycle. The rationale
behind the P+1 RAM is to prevent rounding path or trellis
lock ups, and to expand the usage of the 2% sample entries.

[0031] At the completion of clock O, the next address for
the P group of RAMs will be the value stored in the column
RAM. The process continues until all K samples are trans-
mitted. Given the set of K samples, K outputs (Kavg) are
averaged, and all samples are multiplied by 2®~/Kavg. If
any of the resultant samples exceed 2!, Kavg is increased
by 1, which reduces the AGC value. The process is contin-
ued until all K AGC normalized samples have values equal
to or below 2™,

[0032] As discussed above, generation of the chaotic
sequence for transmission can be summarized as follows.
The system determines that it wants to, for example, trans-
mit two bits. The two bits identify which of many chaotic
sequences having many samples will be transmitted as the
bits. The bits also determine which chaos generator will
generate the chaotic sequence, where the sequence has been
processed to provide automatic gain control, does not have
a lock up property and has no continuities.
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[0033] FIG. 7 is a schematic block diagram of a transmit-
ter circuit 100 that performs the operations discussed above.
Two sample tables 102 and 104 having a number of chaotic
sequence samples 106 each having a certain number of bits
and a unique address are stored in a RAM 108. A last sample
in the table 104 is selectively provided to a multiplexer 110
along with an initial condition 112. A controller 116 selects
the initial condition 112 at the beginning of the transmission
and then selects the last chaotic sequence sample from the
table 104 as the auto-indexed chaotic sequence. The RAM
108 outputs the auto-indexed chaotic sequence for the
symbols 00, 01, 10 and 11 to two multiplexers 118 and 120,
where a PN block 122 selects the symbol to be output from
the multiplexers 118 and 120 and sends redundant sequences
to a multiplexer 124 controlled by the controller 116 to select
the desired sequence. The gain of the selected sequence is
controlled by an AGC 126 and then converted to an analog
signal by a DAC 128 for transmission.

[0034] FIG. 8 is a schematic block diagram of a receiver
circuit 130 including a RAM 132 that is the same or similar
to the RAM 108 and stores the chaotic sequence samples.
The RAM 132 provides the chaotic sequence sample for
each ofthe symbols 00, 01, 10 and 11 to a separate correlator
134 that operates in the same manner as the correlators 46.
The analog signal from the transmitter is converted to a
digital data signal by an ADC (not shown) and the digital
data stream is delayed by a delay device 136 and then sent
to the correlators 134. Each correlator 134 multiplies the
data stream and the sample, and a comparator 136 outputs
the largest of the multiplied values as the correct sample.
[0035] The foregoing discussion discloses and describes
merely exemplary embodiments of the present disclosure.
One skilled in the art will readily recognize from such
discussion and from the accompanying drawings and claims
that various changes, modifications and variations can be
made therein without departing from the spirit and scope of
the disclosure as defined in the following claims.

What is claimed is:

1. A transmitter for a chaos communications system, said
transmitter comprising:
a symbol mapper that converts a series of information bits
to a series of bit symbols; and
at least one chaos generator providing a chaos sequence
for each bit symbol, said at least one chaos modulator
having a RAM/ROM that provides auto-indexing
where a chaos sequence output from the RAM/ROM is
fed back to an input of the RAM/ROM from which a
chaos sequence at a next address in the RAM/ROM is
selected as the output of the generator.
2. The transmitter according to claim 1 wherein the at
least one chaos generator is a plurality of chaos generators.
3. The transmitter according to claim 1 wherein the
RAM/ROM includes an additional column at the end of each
RAM address that prevents chaos sequence lock up.

4. The transmitter according to claim 1 wherein the at
least one chaos generator converts floating-point chaos
sequences to fixed-point chaos sequences.

5. The transmitter according to claim 1 wherein the
auto-indexing is governed by an initial state set by a RESET
signal.

6. The transmitter according to claim 1 wherein the
auto-indexing is performed with multiple start phases.
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7. The transmitter according to claim 1 wherein the
transmitter further includes a temporal automatic gain con-
troller (AGC) that controls the gain of the chaos sequence
for transmission.

8. A transmitter for a chaos communications system, said
transmitter comprising:

a symbol mapper that converts a series of information bits

to a series of bit symbols; and

at least one chaos generator providing a chaos sequence

for each bit symbol, said at least one chaos modulator
including a RAM/ROM that provides auto-indexing
where a chaos sequence output from the RAM/ROM is
fed back to an input of the RAM/ROM from which a
chaos sequence at a next address in the RAM/ROM is
selected as the output of the generator, wherein the
RAM/ROM includes an additional column to the end of
each RAM address that prevents chaos sequence lock
up, the at least one chaos generator converts floating-
point chaos sequences to fixed-point chaos sequences,
and the transmitter further includes a temporal auto-
matic gain controller (AGC) that controls the gain of
the chaos sequence for transmission.

9. The transmitter according to claim 8 wherein the at
least one chaos generator is a plurality of chaos generators.

10. The transmitter according to claim 8 wherein the
auto-indexing is governed by an initial state set by a RESET
signal.
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11. The transmitter according to claim 8 wherein the
auto-indexing is performed with multiple start phases.

12. A method for communications comprising:

converting a series of information bits to a series of bit

symbols; and

generating a chaotic sequence for transmission for each

bit symbol that includes auto-indexing where a chaos
sequence output from a RAM/ROM is fed back to an
input of the RAM/ROM from which a chaos sequence
at a next address in the RAM/ROM is selected as the
next chaotic sequence for the bit symbol.

13. The method according to claim 12 wherein the RAM/
ROM includes a shadow register that prevents chaos
sequence lock up.

14. The method according to claim 12 further comprising
converting floating-point chaos sequences to fixed-point
chaos sequences.

15. The method according to claim 12 further comprising
providing temporal automatic gain control (AGC) to con-
trols the gain of the chaos sequence.

16. The method according to claim 12 wherein the auto-
indexing is governed by an initial state set by a RESET
signal.

17. The method according to claim 12 wherein the auto-
indexing is performed with multiple start phases.
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