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LIGHT FIELD IMAGE PROCESSING METHOD FOR DEPTH ACQUISITION

TECHNICAL FIELD
[0001] The general technical field relates to imaging systems and methods, more
particularly, to a light field imaging device and image processing method for depth

acquisition and three-dimensional (3D) imaging.

BACKGROUND

[0002] Traditional imaging hardware involves the projection of complex three-
dimensional (3D) scenes onto simplified two-dimensional (2D) planes, forgoing
dimensionality inherent in the incident light. This loss of information is a direct result of
the nature of square-law detectors, such as charge-coupled devices (CCD) or
complementary metal-oxide-semiconductor (CMOS) sensor arrays, which can only
directly measure the time-averaged intensity / of the incident light, not its phase, ¢, or

wave vector, k, or angular frequency, w:
I~<E(t)>; whereE(t)= Eycos(k-7 — wt+ ¢). (1)

[0003] Working within this constraint, plenoptic cameras are forced to recover depth
information through either the comparative analysis of multiple simultaneously acquired
images, complicated machine learning and/or reconstruction techniques, or the use of
active illuminators and sensors. Plenoptic cameras generally describe a scene through
the “plenoptic function” which parameterizes a light field impingent on an observer or
point by:

P =P(xy, ALV WV, p), )

where the x and y coordinates define a certain image plane at time ¢, for wavelength A,
and polarization angle p, as witnessed by an observer at location (Vy, Vy, V). While they
may be single- or multi-sensor based systems, current plenoptic cameras can rely, at
minimum, solely on the intensity of light detected by any given pixel of a sensor array.
More practically, existing solutions, such as stereovision or microlensing, sacrifice overall
image quality and sensor footprint by employing mulliple sensors or sensor
segmentation to accommodate the various fields of view required to discern depth.
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[0004] Random binary occlusion masks and coded apertures are other existing
approaches that provide single-sensor solutions with minimal impact on packaging or
overall footprint. However, despite advances in compressed sensing and non-linear
reconstruction techniques, these solutions remain hindered by the massive image

dictionaries and computational expense involved.

[0005] Time-of-flight and structured-light based techniques actively illuminate a scene
with pulsed, patterned, or modulated continuous-wave infrared light, and determine
depth via the full return-trip travel time or subtle changes in the illuminated light pattern.
While these techniques do not suffer from image segmentation, they generally require
additional active infrared emitters and detectors which both increase power consumption
as well as overall device footprint. Similarly, these techniques tend to be sensitive to
interfering signals, specular reflections, and ambient infrared light, thus limiting their

viability outdoors.

[0006] While the technical limitations and complexities of the various image capture
hardware described above represent significant barriers to the proliferation of light field
capture technology, the complexity of processing light field images remains a significant
gating factor. To begin, a raw and uncompressed traditional two-dimensional (x, y)
image at modern camera resolutions can be on the order of 50 megabytes in size. An
equivalent four-dimensional (x, y, u, v) light field image would be orders of magnitude
larger, nearing gigabytes. Such data size pushes the limits of traditional computing and
mobile phone systems in terms of bus bandwidth and memory transfer rates as well as
pure storage space availability. Therefore, practical light field devices would require
immense and efficient compression to function using modern system on chip
architectures typical of mobile devices.

[0007] Stereovision approaches inherently require complex computational steps
including feature matching and rectification before light field scenes can be
reconstructed. Microlensing approaches, due to the hardware-induced, down-sampled
nature of the image, require intensive non-linear reconstruction algorithms which scale
exponentially in computational cost with the number of pixels in the image to return an
image at the native camera resolution. Time-of-flight and other active illumination
approaches often do not capture an intensity image and require a secondary mono or
color capture device. The captured depth map then needs to be stitched with the
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intensity image before light field scenes can be processed. Infrared camera systems
often have very low resolution relative to the intensity capture device. This hardware
limitation requires further software-based up-sampling to match the depth map spatial
resolution to the spatial resolution of the intensity image.

[0008] Challenges therefore remain in the development of techniques for acquiring and
processing 3D light field images that can combine direct hardware compression and
efficient computational reconstruction algorithms.

SUMMARY
[0009] The present description generally relates to light field imaging techniques for
depth mapping and other 3D imaging applications.

[0010] The present description provides methods for processing light field image data
obtained by an optical wavefront sensor in 3D imaging applications. More particularly,
the disclosed method can be used for generating or building a 3D or depth image of an
observable scene from light field information about an optical wavefront emanating from

ascene.

[0011] In accordance with one aspect, there is provided a method of capturing three-
dimensional image data of a scene, the method comprising:

a) diffracting an optical wavefront originating from the scene according to a
diffraction grating pattern having a grating period along a grating axis, to
generate a diffracted optical wavefront;

b) detecting the diffracted optical wavefront in a near-field regime using a pixel array
comprising a plurality of light-sensitive pixels each associated with a color filter,
thereby obtaining pixel data, the color filters forming a color mosaic defining a
primary color and one or more secondary colors arranged such that different
neighboring pixels associated with the primary color detect different spatial parts
of the diffracted optical wavefront over a full cycle of said diffracted optical
wavefront, the pixel array having a pixel pitch along the grating axis that is
smaller than the grating period,

c) parsing the pixel data according to said primary and secondary colors into
corresponding primary and secondary color channels;
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d) determining a main base component and a main modulating component of an
intensity profile of the diffracted optical wavefront associated with the primary
color channel;

e) determining a secondary base component and a secondary modulating
component of intensity profiles of the diffracted optical wavefronts associated
with each of the secondary channels;

f) reconstructing a 2D image of the scene using the main and secondary base
components; and

g) creating a depth map of the scene using at least one color radial transfer function
calibrated to provide object distance information from the modulating component
of an associated one of said color channels.

[0012] In some implementations of this method, each color radial transfer function
relates the intensity profile of the diffracted optical wavefront of the associated color
channel to a corresponding focal plane of an image capture device used for said
detecting step. The object distance information may be obtained from a relation such
that Object(z) ~ 2D Image x CRTF, where z is the distance of a given object in the scene
from the focal plane of the image capture device, 2D Image is the 2D image
reconstructed at step f), and CRTF are the radial transfer functions obtained from a fitted
5D function of polar coordinates r, ¢, © from the focal plane, a pixel number n, and an
incident wavelength A.

[0013] In some implementations of this method, the determining a secondary base
component and a secondary modulating component of step e) comprised using the
intensity profile of the diffracted optical wavefront associated with the primary color
channel for neighboring banks of said pixels to determine if said neighboring banks have
a constructive or a destructive interference offset.

[0014] In some implementations of this method, the reconstructing a 2D image of step f)
comprises normalizing the secondary base components using the main base
components.

[0015] In some implementations of this method, the reconstructing a 2D image of step f)

comprises:
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- using the main modulating component and the associated color radial transfer
function to obtain said object distance information; and

- using the secondary modulating components and the associated color radial
transfer functions in view of said object distance information to compensate for

artefacts from the diffraction of the optical wavefront in said 2D image.

[0016] In some implementations of this method, the creating of a depth map of step g)
comprises creating a coarse depth map using the main modulating component and the

associated color radial transfer function.

[0017] In some implementations of this method, the creating a coarse depth map
comprises:
— obtaining relative phase information for the primary color channel from the main
modulating component associated thereto; and
— obtaining absolute phase information for the primary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with said primary color channel.

[0018] The creating of a depth map may also comprise correcting said coarse depth
map using the one or more secondary modulating components and the associated color
radial transfer functions.

[0019] In some implementations of this method, correcting said coarse depth map
comprises:
-~ obtaining relative phase information for each secondary color channel from the
main modulating component associated thereto; and
— obtaining absolute phase information for each secondary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with the associated secondary color channel.

[0020] In some implementations of this method, the color mosaic defines two of said
secondary colors.
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[0021] In some implementations of this method, the primary color channel is a green
color channel, the secondary color channels are a red channel and a blue channel, and
said associated color radial transfer functions respectively defined a green radial transfer
function GRTF, a red radial transfer function RRTF and a blue radial transfer function
BRTF. The color mosaic may be a Bayer pattern. The creating of a depth map of step g)
may comprise:
i. creating a coarse depth map by:
— obtaining relative phase information for the green color channel from the main
modulating component associated thereto; and
— obtaining absolute phase information for the green color channel from a
comparison of said relative phase information to the green radial transfer function
GRTF; and
ii. correcting said coarse depth map by:
— obtaining relative phase information for the red and blue channels from the main
modulating component associated thereto; and
— obtaining absolute phase information for the red and blue channels from a
comparison of said relative phase information to the red and blue radial transfer
functions RRTF and BRTF.

[0022] In accordance with another aspect, there is provided a non-transitory computer
readable storage medium having stored thereon computer executable instructions for
obtaining three-dimensional image data of a scene from a diffracted optical wavefront
originating from the scene and diffracted according to a diffraction grating pattern having
a grating period along a grating axis, the diffracted optical wavefront having been
diffracted in a near-field regime using a pixel array comprising a plurality of light-sensitive
pixels each associated with a color filter, thereby obtaining pixel data, the color filters
forming a color mosaic defining a primary color and one or more secondary colors
arranged such that different neighboring pixels associated with the primary color detect
different spatial parts of the diffracted optical wavefront over a full cycle of said diffracted
optical wavefront, the pixel array having a pixel pitch along the grating axis that is
smaller than the grating period, the computer executable instructions, when executed by
a processor having received the pixel data, cause the processor to perform the foliowing

steps:
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a) parsing the pixel data according to said primary and secondary colors into
corresponding primary and secondary color channels;

b) determining a main base component and a main modulating component of an
intensity profile of the diffracted optical wavefront associated with the primary
color channel;

c) determining a secondary base component and a secondary modulating
component of intensity profiles of the diffracted wavefront associated with each of
the secondary channels;

d) reconstructing a 2D image of the scene using the main and secondary base
components; and

e) creating a depth map of the scene using at least one color radial transfer function
calibrated to provide object distance information from the modulating component
of an associated one of said color channels.

[0023] In some implementations, each color radial transfer function relates the intensity
profile of the diffracted optical wavefront of the associated color channel to a
corresponding focal plane of an image capture device used for said detecting step. The
object distance information is obtained from a relation such that Object(z) ~ 2D Image x
CRTF, where z is the distance of a given object in the scene from the focal plane of the
image capture device, 2D Image is the 2D image reconstructed at step d), and CRTF are
the radial transfer functions. The value of CRTF is obtained from a fitted function of polar

coordinates r, ¢, © from the focal plane, a pixel number n, and an incident wavelength A.

[0024] In some implementations, the determining a secondary base component and a
secondary modulating component of step ¢) comprised using the intensity profile of the
diffracted optical wavefront associated with the primary color channel for neighboring
banks of said pixels to determine if said neighboring banks have a constructive or a
destructive interference offset.

[0025] In some implementations, the reconstructing a 2D image of step d) comprises
normalizing the secondary base components using the main base component.

[0026] In some implementations, the reconstructing a 2D image of step d) comprises:
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- using the main modulating component and the associated color radial transfer
function to obtain said object distance information; and

- using the secondary modulating components and the associated color radial
transfer functions in view of said object distance information to compensate for
artefacts from the diffraction of the optical wavefront in said 2D image.

[0027] In some implementations, the creating of a depth map of step e) comprises
creating a coarse depth map using the main modulating component and the associated
color radial transfer function. The creating a coarse depth map may comprise:
— obtaining relative phase information for the primary color channel from the main
modulating component associated thereto; and
— obtaining absolute phase information for the primary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with said primary color channel.

[0028] In some implementations, the creating of a depth map comprises correcting said
coarse depth map using the one or more secondary modulating components and the
associated color radial transfer function. Correcting said coarse depth map may
comprise:
- obtaining relative phase information for each secondary color channel from the
main modulating component associated thereto; and
— obtaining absolute phase information for each secondary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with the associated secondary color channel.

[0029] In some implementations, the color mosaic defines two of said secondary colors.

[0030] In some implementations, the primary color channel is a green color channel, the
secondary color channels are a red channel and a blue channel, and said associated
color radial transfer functions respectively defined a green radial transfer function GRTF,
a red radial transfer function RRTF and a blue radial transfer function BRTF. The color
mosaic may be a Bayer pattern. The creating of a depth map of step €) may comprise:

i. creating a coarse depth map by:
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obtaining relative phase information for the green color channel from the main
modulating component associated thereto; and

obtaining absolute phase information for the green color channel from a
comparison of said relative phase information to the green radial transfer
function; and

correcting said coarse depth map by:

obtaining relative phase information for the red and blue channels from the main
modulating component associated thereto; and

obtaining absolute phase information the red and blue channels from a
comparison of said relative phase information to the red and blue radial transfer
functions.

[0031] In accordance with another aspect, there is provided a method of capturing three-

dimensional image data of a scene, the method comprising:

a)

b)

d)

e)

f)

diffracting an optical wavefront originating from the scene according to a
diffraction grating pattern having a grating period along a grating axis to generate
a diffracted wavefront;

detecting the diffracted optical wavefront in a near-field regime using a pixel array
comprising a plurality of light-sensitive pixels each associated with a color filter,
thereby obtaining pixel data, the color filters forming a color mosaic defining a
primary color and one or more secondary colors;

parsing the pixel data according to said primary and secondary colors into
corresponding primary and secondary color channels;

determining a main base component and a main modulating component of an
intensity profile of the diffracted optical wavefront associated with the primary
color channel;

determining a secondary base component and a secondary modulating
component of intensity profiles of the diffracted wavefront associated with each of
the secondary channels;

creating a depth map of the scene using at least one color radial transfer function
calibrated to provide object distance information from the modulating component
of an associated one of said color channels.
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[0032] In some implementations, the pixel array has a pixel pitch along the grating axis
that is the same or greater than the grating period said method further comprising a
preliminary step of focusing the optical wavefront originating from the scene using
chromatically dependent focusing optics.

[0033] In some implementations, each color radial transfer function relates the intensity
profile of the diffracted optical wavefront of the associated color channel to a
corresponding focal plane of an image capture device used for said detecting step.

[0034] In some implementations, the creating of a depth map of step f) comprises
creating a coarse depth map using the main modulating component and the associated
color radial transfer function. Creating a coarse depth map may comprise:
— obtaining relative phase information for the primary color channel from the main
modulating component associated thereto; and
— obtaining absolute phase information for the primary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with said primary color channel.

[0035] In some implementations, creating of a depth map comprises correcting said
coarse depth map using the one or more secondary modulating components and the
associated color radial transfer function. Correcting said coarse depth map may
comprise:
- obtaining relative phase information for each secondary color channel from the
main modulating component associated thereto; and
— obtaining absolute phase information for each secondary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with the associated secondary color channel.

[0036] In some implementations, the primary color channel is a green color channel, the
secondary color channels are a red channel and a blue channel, and said associated
color radial transfer functions respectively defined a green radial transfer function GRTF,
a red radial transfer function RRTF and a blue radial transfer function BRTF. The color
mosaic may be a Bayer pattern. The creating of a depth map of step f) may comprise:

i. creating a coarse depth map by:
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— obtaining relative phase information for the green color channel from the main
modulating component associated thereto; and

- obtaining absolute phase information for the green color channel from a
comparison of said relative phase information to the green radial transfer
function; and

ii. correcting said coarse depth map by:

— obtaining relative phase information for the red and blue channels from the main
modulating component associated thereto; and

- obtaining absolute phase information for the red and blue channels from a
comparison of said relative phase information to the red and blue radial transfer

functions, respectively, and to said green radial transfer function.

[0037] In accordance with yet another aspect, there is provided a non-transitory
computer readable storage medium having stored thereon computer executable
instructions for obtaining three-dimensional image data of a scene from a diffracted
optical wavefront originating from the scene and diffracted according to a diffraction
grating pattern having a grating period along a grating axis, the diffracted optical
wavefront having been diffracted in a near-field regime using a pixel array comprising a
plurality of light-sensitive pixels each associated with a color filter, thereby obtaining pixel
data, the color filters forming a color mosaic defining a primary color and one or more
secondary colors, the computer executable instructions, when executed by a processor
having received the pixel data, cause the processor to perform the following steps:

a) parsing the pixel data according to said primary and secondary colors into
corresponding primary and secondary color channels;

b) determining a main base component and a main modulating component of an
intensity profile of the diffracted optical wavefront associated with the primary
color channel;

c) determining a secondary base component and a secondary modulating
component of intensity profiles of the diffracted wavefront associated with each of
the secondary channels;

d) creating a depth map of the scene using at least one color radial transfer function
calibrated to provide object distance information from the modulating component

of an associated one of said color channels.
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[0038] In some implementations, the pixel array has a pixel pitch along the grating axis
that is the same or greater than the grating period said method further comprising a
preliminary step of focusing the optical wavefront originating from the scene using
chromatically dependent focusing optics.

[0039] In some implementations, each color radial transfer function relates the intensity
profile of the diffracted optical wavefront of the associated color channel to a
corresponding focal plane of an image capture device used for said detecting step.

[0040] In some implementations, the creating of a depth map of step d) comprises
creating a coarse depth map using the main modulating component and the associated

color radial transfer function.

[0041] In some implementations, creating a coarse depth map comprises:
— obtaining relative phase information for the primary color channel from the main
modulating component associated thereto; and
- obtaining absolute phase information for the primary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with said primary color channel.

[0042] In some implementations, the creating of a depth map comprises correcting said
coarse depth map using the one or more secondary modulating components and the
associated color radial transfer function. Correcting said coarse depth map may
comprise:
— obtaining relative phase information for each secondary color channel from the
main modulating component associated thereto; and
— obtaining absolute phase information for each secondary color channel from a
comparison of said relative phase information to the color radial transfer function
associated with the associated secondary color channel.

[0043] In some implementations, the primary color channel is a green color channel, the
secondary color channels are a red channel and a blue channel, and said associated

color radial transfer functions respectively defined a green radial transfer function GRTF,
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a red radial transfer function RRTF and a blue radial transfer function BRTF. The color

mosaic may be a Bayer pattern.

[0044] In some implementations, the creating of a depth map of step d) comprises:
i. creating a coarse depth map by:
- obtaining relative phase information for the green color channel from the main
modulating component associated thereto; and
— obtaining absolute phase information for the green color channel from a
comparison of said relative phase information to the green radial transfer
function; and
ii. correcting said coarse depth map by:
— obtaining relative phase information for the red and blue channels from the main
modulating component associated thereto; and
— obtaining absolute phase information for the red and blue channels from a
comparison of said relative phase information to the red and blue radial transfer

functions, respectively, and to said green radial transfer function.

[0045] In accordance with an aspect, there is provided an image processing method for
depth acquisition. The method allows processing light field image data representing a
discretized sampling of a continuous light field or wavefront incident from an observable
scene. The light field image data forms an array of image data pixels representing a
spatial distribution of the incident wavefront having been diffracted by a diffraction
grating assembly and, optionally, subsequently spectrally filtered according to a mosaic
color pattern mapped to the array of image data pixels. The diffraction grating assembly
is used to create a diffracted wavefront having an angularly dependent diffractive pattern
related to the curvature and rate of spread of the incident wavefront, which may be
caused by a focusing optical element provided in front of the diffracting grating
assembly. In color applications, the diffracted wavefront can be further spectrally filtered
by an underlying color filter array into two or more discrete spectral components. The
intensity of this specirally filtered, diffracted wavefront is finally measured by the
underlying pixels to provide the light field image data, typically arranged into an image
frame of rows and columns of data pixels. This light field image data will generally be a
collection of intensity, spectral, and angular information about the original wavefront,
sampled at the pixel level. The present image processing method can process this light
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field image data to acquire a depth map and reconstruct a light field image of the

observed scene.

[0046] In some implementations, the image processing method can include at least
some of the following steps:

— Splitting the image data pixels into a plurality of individual spectral or color
channels, in accordance with mosaic color pattern. The color channels can
include at least one main color channel and at least one secondary color
channel, each color channel containing a portion of the image data pixels. The
main color channel includes pixels that sample different spatial parts (i.e., phase
components) of the diffracted wavefront over a full cycle, unlike the secondary
color channel. By way of example, in one possible implementation, the image
data pixels can be split into green, red and blue channels, where the green
channel is doubly sampled compared to the red and blue channels (Bayer
pattern) and act as the main channel while either of or both the red and blue
channels act as a secondary channel.

— Determining a base component and a modulating component associated with the
main color channel. In general, the light field image data can be expressed as a
modulated function including a base component and a modulating component.
The base component represents the non-phase-dependent optical wavefront
from which a conventional 2D image of a scene can be obtained, and the
modulating component results from the phase-dependent perturbation to the
incident wavefront created by the diffraction grating assembly.

— Determining a base component and a modulating component of the at least one
secondary channel from the those of the main channel.

— Reconstructing a full color 2D image of the scene using the main and secondary
base components, using the main base component as a normalizing basis set.

— Creating a depth map from the main modulating component, and, optionally, the

secondary modulating component(s).

[0047] In some implementations, the modulating components can provide angular or
phase information about the incident optical wavefront, from which a depth map can be
generated. More particularly, the angular phase contained in the modulating components
and depth can be linked via the rate of spread or tilt of the wavefront caused by the lens

system of the image capture device. Therefore, in some implementations, knowledge of
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the focal position of the image capture device is needed for absolute depth mapping, but

not for relative depth mapping.

[0048] The wavefront spread information contained in the modulating components can
be compared to pre-calibrated, sensor-specific chromatic radial transfer functions
(CRTFs) to obtain absolute phase information from the relative phase information
provided by the modulating components. In some implementations, the relative phase
information provided by the modulating component can be mapped to a wavefront
spread using the CRTFs, this wavefront spread itself corresponding to an object position
relative to the focal plane of the image capture device. in some implementations, a
coarse depth map can be provided by the main modulating component, which coarse

depth map can be corrected or enhanced by the secondary modulating component.

[0049] In some conventional techniques, depth mapping can be achieved by generating
a disparity between two different light field views in each plane, much like a stereo
camera. That is, such conventional techniques do not give depth naturally, but rather
calculate depth light field information, such as from disparity or parallax between two or
more planes. In contrast, in some of the present techniques, the angular spread of an
object’s wavefront in polar coordinates is measured in polar coordinates, which can
directly map angular spread to depth without having to generate disparity through light
field comparison, though it is not precluded to do so as well. In other words, some of the
present techniques capture depth information inherently, and then use this depth
information to construct light field images.

[0050] It is to be noted that other method and process steps may be performed prior,
during or after the above-described steps. The order of one or more of the steps may
also differ, and some of the steps may be omitted, repeated and/or combined,
depending on the application.

[0051] In accordance with another aspect, there is provided a non-transitory computer
readable storage medium with a computer program stored thereon, wherein the
computer program is operable to process and/or characterize light field image data,
wherein the computer program instructs one or more processors to perform various
steps of the methods disclosed herein.

[0052] The following aspects are also disclosed herein.
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1. A method of imaging a scene, the method comprising:

diffracting an optical wavefront originating from the scene to generate a diffracted
optical wavefront;

detecting the diffracted optical wavefront in a near-field regime using a pixel array
comprising a plurality of light-sensitive pixels each associated with a color filter,
thereby obtaining pixel data, the color filters forming a color mosaic defining a
primary color and one or more secondary colors arranged such that different
neighboring pixels associated with the primary color detect different spatial parts
of the diffracted optical wavefront over a full cycle of the diffracted optical
wavefront;

parsing the pixel data according to the primary and secondary colors into
corresponding primary and secondary color channels;

determining a main base component and a main modulating component of the
diffracted optical wavefront associated with the primary color channel;

determining, based on the main modulating component, a secondary base
component of the diffracted optical wavefront associated with each secondary
channel;

reconstructing a 2D image of the scene based on the main and secondary base
components; and

creating a depth map of the scene based on at least one color radial transfer function
calibrated to provide object distance information from the modulating component

of an associated one of the color channels.

2. The method of aspect 1, wherein the primary color channel comprises a green color
channel, and the one or more secondary color channels comprise a red color channel

and a blue color channel.
3. The method of aspect 2, wherein the color mosaic is a Bayer pattern.

4. The method of any one of aspects 1 to 3, wherein determining the main base
component and the main modulating component comprises summing and subtracting

pixel data from neighboring pixel banks associated with the primary color, respectively.

5. The method of any one of aspects 1 to 4, wherein determining the secondary base

component associated with each secondary color channel comprises:
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determining a secondary modulating component associated with the secondary color
channel based on the main base component and the main modulating
component; and

determining the secondary base component based on the secondary modulating

component.

6. The method of any one of aspects 1 to 5, wherein creating the depth map comprises
creating a coarse depth map based on the main modulating component and the
associated color radial transfer function.

7. The method according to aspect 6, wherein creating the coarse depth map comprises:
determining relative depth information from the main modulating component; and
determining absolute depth information from a comparison of the relative depth

information to the color radial transfer function associated with the primary color
channel.

8. The method of aspect 6 or 7, wherein creating the depth map comprises adjusting the
coarse depth map based on the one or more secondary modulating components and the

associated one or more color radial transfer functions.

9. The method of any one of aspects 1 to 8, further comprising providing the diffraction

grating with a grating period that is greater than a pixel pitch of the pixel array.
10. The method of aspect 9, wherein the grating period is twice the pixel pitch.

11. A non-transitory computer readable storage medium having stored thereon computer
executable instructions for generating three-dimensional image data of a scene from a
diffracted optical wavefront originating from the scene and having been detected in a
near-field regime using a pixel array comprising a plurality of light-sensitive pixels each
associated with a color filter, thereby obtaining pixel data, the color filters forming a color
mosaic defining a primary color and one or more secondary colors arranged such that
different neighboring pixels associated with the primary color detect different spatial
parts of the diffracted optical wavefront over a full cycle of the diffracted optical
wavefront, the computer executable instructions, when executed by a processor having
received the pixel data, cause the processor to perform the following steps:

parsing the pixel data according to the primary and secondary colors into

corresponding primary and secondary color channels;
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determining a main base component and a main modulating component of the
diffracted optical wavefront associated with the primary color channel;

determining, based on the main modulating component, a secondary base
component of the diffracted wavefront associated with each secondary channel;

reconstructing a 2D image of the scene based on the main and secondary base
components; and

creating a depth map of the scene based on at least one color radial transfer function
calibrated to provide object distance information from the modulating component

of an associated one of the color channels.

12. The non-transitory computer readable storage medium of aspect 11, wherein the
primary color channel comprises a green color channel, and the one or more secondary
color channels comprise a red color channel and a blue color channel.

13. The non-transitory computer readable storage medium of aspect 12, wherein the

color mosaic is a Bayer pattern.

14. The non-transitory computer readable storage medium of any one of aspects 11 to
13, wherein determining the main base component and the main modulating component
comprises summing and subtracting pixel data from neighboring pixel banks associated

with the primary color, respectively.

15. The non-transitory computer readable storage medium of any one of aspects 11 to
14, wherein determining the secondary base component associated with each
secondary color channel comprises:
determining a secondary modulating component associated with the secondary color
channel based on the main base component and the main modulating
component; and
determining the secondary base component based on the secondary modulating

component.

16. The non-transitory computer readable storage medium of any one of aspects 11 to
15, wherein creating the depth map comprises creating a coarse depth map based on
the main modulating component and the associated color radial transfer function.

17. The non-transitory computer readable storage medium according to aspect 16,

wherein creating the coarse depth map comprises:
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determining relative depth information from the main modulating component; and
determining absolute depth information from a comparison of the relative depth
information to the color radial transfer function associated with the primary color

channel.

18. The non-transitory computer readable storage medium of aspect 16 or 17, wherein
creating the depth map comprises adjusting the coarse depth map based on the one or
more secondary modulating components and the associated one or more color radial

transfer functions.

19. The non-transitory computer readable storage medium of any one of aspects 11 to
18, wherein the diffraction grating has a grating period that is greater than a pixel pitch of

the pixel array.

20. The non-transitory computer readable storage medium of aspect 19, wherein the

grating period is twice the pixel pitch.

21. A system for imaging a scene, the system compirising:

a diffracting grating configured to diffract an optical wavefront originating from the
scene to generate a diffracted optical wavefront;

a pixel array comprising a plurality of light-sensitive pixels configured to detect the
diffracted optical wavefront in a near-field regime, thereby obtaining pixel data;

a color filter array interposed between the diffraction grating and the pixel array, the
color filter array comprising a plurality of color filters each associated with a
corresponding one of the plurality of light-sensitive pixels and forming a color
mosaic defining a primary color and one or more secondary colors arranged such
that different neighboring pixels associated with the primary color detect different
spatial parts of the diffracted optical wavefront over a full cycle of the diffracted
optical wavefront; and

a processor configured to:

receive the pixel data from the pixel array;

parse the pixel data according to the primary and secondary colors into
corresponding primary and secondary color channels;

determine a main base component and a main modulating component of the

diffracted optical wavefront associated with the primary color channel;
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determine, based on the main modulating component, a secondary base
component of the diffracted optical wavefront associated with each
secondary channel;

reconstruct a 2D image of the scene based on the main and secondary base
components; and

create a depth map of the scene using at least one color radial transfer
function calibrated to provide object distance information from the

modulating component of an associated one of the color channels.

22. The system of aspect 21, wherein the diffraction grating comprises a transmissive
binary phase grating.

23. The system of aspect 21 or 22, wherein the diffraction grating has a grating period,
and wherein the pixel array has a pixel pitch that is smaller than grating period.

24. The system of any one of aspects 21 to 23, wherein the color filters comprises red
filters, green filters, and blue filters, wherein the color mosaic is a Bayer pattern, and
wherein the primary color channel comprises a green channel, and the one or more

secondary color channels comprise a red channel and a blue channel.

25. The system of any one of aspects 21 to 24, wherein the processor is configured to
determine the main base component and the main modulating component by summing
and subtracting pixel data from neighboring pixel banks associated with the primary

color, respectively.

[0053] Other features and advantages of the present description will become more
apparent upon reading of the following non-restrictive description of specific
embodiments thereof, given by way of example only with reference to the appended
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0054] Fig. 1 is a schematic perspective view of an example of a light field capture
device that can be used to obtain light field image data to be processed using the
present techniques.

[0055] Fig. 2 is a schematic partially exploded perspective view of the light field capture
device of Fig. 1.
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[0056] Fig. 3 is a schematic side view of another example of a light field capture device
in a frontside illumination configuration, which can be used to obtain light field image

data to be processed using the present techniques.

[0057] Fig. 4 is a schematic side view of another example of a light field capture device
in a backside illumination configuration, which can be used to obtain light field image
data to be processed using the present techniques.

[0058] Fig. 5 is a schematic partially exploded side view of another example of a light
field capture device that can be used to obtain light field image data to be processed
using the present techniques, where the propagation of a wavefront of light through the
device is schematically depicted.

[0059] Figs. 6A and 6B are schematic partially transparent top views of two other
examples of a light field capture device that can be used to obtain light field image data
to be processed using the present techniques, where the grating axis of the diffraction
grating is not aligned with either of the pixel axes.

[0060] Fig. 7 is a schematic perspective view of another example of a light field capture
device that can be used to obtain light field image data to be processed using the
present techniques, where the diffracting grating assembly includes two sets of
orthogonally oriented diffracting gratings arranged to alternate in both rows and columns
to define a checkerboard pattern.

[0061] Fig. 8 is a schematic side view of another example of a light field capture device
that can be used to obtain light field image data to be processed using the present
techniques. The light field capture device includes focusing optics disposed in front of
the diffraction grating assembly and spatio-spectrally spreading the optical wavefront

originating from the scene prior to it reaching the diffraction grating assembly.

[0062] Fig. 9 is a flow diagram of an image processing method, in accordance with a
possible embodiment.

[0063] Fig. 10 is a diagram illustrating the acquisition of data to build the color radial
transfer functions according to one variant.
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[0064] Figs. 11a to 11D illustrate example of the measured pixel voltage on each pixel

shown on Fig. 10.

[0065] Figs. 12A and 12B are exemplary representations of a color radial transfer
function.

[0066] Fig. 13 illustrates a technique to obtain the secondary chromatic radial transfer
functions from a knowledge of the uniform intensity of light to measure and the

secondary color channel modulation as a function of angle or distance.

[0067] Fig. 14 illustrates a technique using the primary radial chromatic transfer function,
to acquire a normalized, scene independent, value to navigate the secondary chromatic

radial transfer functions.

DETAILED DESCRIPTION

[0068] In the present description, similar features in the drawings have been given
similar reference numerals, and, to not unduly encumber the figures, some elements
may not be indicated on some figures if they were already identified in a preceding
figure. 1t should also be understood that the elements of the drawings are not
necessarily depicted to scale, since emphasis is placed upon clearly illustrating the

elements and structures of the present embodiments.

[0069] In the present description, and unless stated otherwise, the terms “connected”
and “coupled’, as well as variants and derivatives thereof, refer to any connection or
coupling, either direct or indirect, between two or more elements. The connection or
coupling between the elements may be mechanical, optical, electrical, operational or a
combination thereof. It will also be appreciated that positional descriptors and other like
terms indicating the position or orientation of one element with respect to another
element are used herein for ease and clarity of description and should, unless otherwise
indicated, be taken in the context of the figures and should not be considered limiting. It
will be understood that such spatially relative terms are intended to encompass different
orientations in use or operation of the present embodiments, in addition to the
orientations exemplified in the figures. More particularly, it is to be noted that in the
present description, the terms “over’ and “under” in specifying the relative spatial
relationship of two elements denote that the two elements can be either in direct contact
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with each other or separated from each other by one or more intervening elements. In
the present description, the terms “a”, “an” and “one” are defined to mean “at least one”,
that is, these terms do not exclude a plural number of items, unless specifically stated
otherwise.

[0070] The present description generally relates to techniques for capturing three-
dimensional image data of a scene and processing light field image data obtained by an
optical wavefront sensor in 3D imaging applications. More particularly, the present
description discloses techniques for generating or building a 3D or depth image or a
combined 2D image and depth map of an observable scene from light field information
about an optical wavefront emanating from the scene.

[0071] In the present description, the term “providing” is used broadly and refers to, but
is not limited to, making available for use, acquiring, obtaining, accessing, supplying,
receiving, assignhing and retrieving. By way of example, in some implementations, the
provision of the light field image data to be processed can involve the act of directly
acquiring the light field image data using a light field capture device and making
available the light field image data thus acquired. However, in other implementations, the
provision of the light field image data can involve the act of retrieving or receiving
previously acquired light field image data, for example from a database or a storage
medium.

[0072] In some implementations, the present techniques involve the specific
manipulation and comparison of the chromatic dependence of diffraction by means of
one or more diffractive optical elements paired with an appropriate chromatic encoding
mechanism, as well as its use in 3D imaging. In some implementations, the light field
image data to be processed into a 3D image forms an array of image data pixels
representing a spatio-spectral distribution of a light field after diffraction by a diffraction

grating and spectral filtering according to a mosaic color pattern.

[0073] In some implementations, the techniques disclosed herein are sensitive to not
only the intensity of an optical wavefront originating from an observable scene, but also
the wavelength, through a specific spatio-spectral subsampling of a generated
interference or diffraction grating pattern, allowing for direct measurement of the
chromatic dependence of diffraction, the angle of incidence, the phase, and the
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polarization of the optical wavefront. Therefore, light field imaging devices, for example
depth cameras, can acquire more information than traditional cameras, which typically
record only light intensity. The raw image data captured by light field capture devices can
be used or processed in a variety of ways to provide multiple functions including, but not
limited to, 3D depth map extraction, 3D surface reconstruction, image refocusing, and
the like. Depending on the application, the light field image data of an observable scene
can be acquired as one or more still images or as a video stream. That is, each
individual captured frame generally contains all relevant information to generate an
individual light field scene. These frames, and their subsequent light field scenes, can be
combined and played sequentially to act like a video stream.

[0074] The present techniques can be used in imaging applications that require or can
benefit from enhanced depth sensing and other 3D imaging capabilities, for example to
allow a user to change the focus, the point of view and/or the depth of field of a captured
image of a scene. Non-limiting typical observable scene examples could include: a
person taking a selfie using their front facing camera on a mobile phone, a car
approaching an intersection with pedestrians crossing and a stop sign, a car trying to
park in a tight parking spot, an individual’s hands gesturing to interact with a virtual or
augmented reality scene, and the like.

[0075] The present techniques can be applied to or implemented in various types of 3D
imaging systems and methods including, without limitation, light field imaging
applications using plenoptic descriptions, ranging applications through the comparative
analysis of the chromatic dependence of diffraction, and single-sensor single-image
depth acquisition applications. Non-exhaustive advantages and benefits of certain
implementations of the present techniques can include: compatibility with passive
sensing modalities that employ less power to perform their functions; compatibility with
single-sensor architectures having reduced footprint; enablement of depth mapping
functions while preserving 2D performance; simple and low-cost integration into existing
image sensor hardware and manufacturing processes; compatibility with conventional
CMOS and CCD image sensors; and elimination of the need for multiple components,
such as dual cameras or cameras equipped with active lighting systems for depth
detection.
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[0076] In the present description, the terms “light” and “optical” are used to refer to
radiation in any appropriate region of the electromagnetic spectrum. More particularly,
the terms “light” and “optical” are not limited to visible light, but can also include invisible
regions of the electromagnetic spectrum including, without limitation, the terahertz (THz),
infrared (IR) and ultraviolet (UV) spectral bands. In some implementations, the terms
“light” and “optical” can encompass electromagnetic radiation having a wavelength
ranging from about 175 nanometers (nm) in the deep ultraviolet to about
300 micrometers (um) in the terahertz range, for example from about 400 nm at the blue
end of the visible spectrum to about 1550 nm at telecommunication wavelengths, or
between about 400 nm and about 650 nm to match the spectral range of typical red-
green-blue (RGB) color filters. Those skilled in the art will understand, however, that
these wavelength ranges are provided for illustrative purposes only and that the present
techniques may operate beyond these ranges.

[0077] In the present description, the terms “color” and “chromatic”, and variants and
derivatives thereof, are used not only in their usual context of human perception of
visible electromagnetic radiation (e.g., red, green and blue), but also, and more broadly,
to describe spectral characteristics (e.g., diffraction, transmission, reflection, dispersion,
absorption) over any appropriate region of the electromagnetic spectrum. In this context,
and unless otherwise specified, the terms “color” and “chromatic” and their derivatives
can be used interchangeably with the term “spectral” and its derivatives.

[0078] The present techniques can be used to process raw light field image data
captured with various types of light field capture devices. Non-limiting examples of such
devices are described below and illustrated in Figs. 1 to 11. Other non-limiting examples
of light field capture devices capable of acquiring light field image data that can be
processed using the image processing techniques described herein are disclosed in co-
assigned international PCT patent application No. PCT/CA2017/050686, published as
WO 2017210781.

[0079] According to another aspect of the invention, there is provided a computer
readable memory storing computer executable instructions thereon that, when executed
by a computer, can perform various steps of the image processing method disclosed
herein.
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[0080] As used herein, the term "computer readable memory" is intended to refer to a
non-transitory and tangible computer product that can store and communicate
executable instructions for the implementation of various steps of the image processing
method disclosed herein. The computer readable memory can be any computer data
storage device or assembly of such devices including, for example: a temporary storage
unit such as a random-access memory (RAM) or dynamic RAM; a permanent storage
such as a hard disk; an optical storage device, such as a CD or DVD (rewritable or write
once/read only); a flash memory; and/or other non-transitory memory technologies. A
plurality of such storage devices may be provided, as can be understood by those skilled
in the art. The computer readable memory may be associated with, coupled to or
included in a computer configured to execute instructions stored in the computer

readable memory in connection with various functions associated with the computer.

[0081] As used herein, the term “computer” refers broadly to any computing or
processing unit or device including electronic circuitry that can control and execute, at
least parily, instructions required to perform various steps of the image processing
method disclosed herein. The computer can be embodied by a general-purpose
computer, a central processing unit (CPU), a microprocessor, a microcontroller, a
processing core, or any other processing resource or any combination of such computer
or processing resources configured to operate collectively as a processing unit. For
example, in some implementations, the processing unit implementing the image
processing method described herein can be an image signal processor (ISP) or a digital
signal processor (DSP) running on a system on a chip (SoC), a graphics processing unit
(GPU), a field-programmable gate array (FPGA), or a combination thereof.

[0082] it will be readily understood that in some implementations, all of the steps of the
processing method disclosed herein may be accomplished by a single processor,
whereas in other implementations one or more of the steps of such a method may be
performed on different processors or at different physical locations. Furthermore, while in
some implementations the processing of the image data may be performed by a same
device also performing the acquisition of the light field, for example a phone or tablet, in
other implementation the light field image data may be transmitted to a different location
or device and processed separately.
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[0083] In some implementations, there is provided a method of processing or otherwise
operating upon light field image data representing a discretized sampling of a continuous
optical wavefront incident from an observable scene. The light field image data can be
provided as an array of image data pixels representing a spatial distribution of the optical
wavefront after diffraction by a diffraction grating assembly and, optionally, subsequently
spectral filtering according to a mosaic color pattern mapped to the array of image data
pixels.

[0084] Referring to Figs. 1 and 2, there is provided a schematic representation of an
example of a light field capture device 20 for capturing raw light field or depth image data
about an observable scene 22, which may be used in the context of a method of
capturing three-dimensional data of the scene according to some embodiments. in the
present description, the term “light field capture device” broadly refers to any image
capture device capable of capturing raw image data representing a light field or
wavefront emanating from a scene and containing information about not only light
intensity at the image plane, but also other light field parameters such as, for example,
the direction from which light rays enter the device and the spectrum of the light field.

[0085] The light field capture device 20 includes a diffraction grating assembly or
structure 24 configured to receive an optical wavefront 26 originating from the scene 22.
The diffraction grating assembly 24 can include at least one diffraction grating 28, each
of which having a grating axis 30 and a diffraction grating pattern or refractive index
modulation pattern 32 having a grating period 34 along the grating axis 30. In Figs. 1
and 2, the diffraction grating assembly 24 includes a single diffraction grating 28,
although more than one diffraction grating can be provided in other devices, as
described below. The diffraction grating 28 is configured to diffract the incoming optical
wavefront 26, thereby generating a diffracted optical wavefront 36.

[0086] Referring still to Figs. 1 and 2, the light field capture device 20 also includes a
pixel array 38 comprising a plurality of light-sensitive pixels 40 disposed under the
diffraction grating assembly 24 and configured to detect the diffracted optical
wavefront 36 as the light field image data about the scene 22. The light field capture
device 20 can also include a color filter array 42 disposed over the pixel array 38. The
color filter array 42 includes a plurality of color filters 44 each associated with one of the
light-sensitive pixels. The color filters are arranged in a mosaic color pattern and each
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color filter filters incident light by wavelength to capture color information at a respective
location in the color filter array 42. The color filter array 42 is configured to spatially and
spectrally filter the diffracted wavefront 36 according to the mosaic color pattern prior to
detection of the diffracted wavefront 36 by the plurality of light-sensitive pixels 40. By
providing a color filter array to perform a direct spatio-chromatic subsampling of the
diffracted wavefront generated by the diffraction grating assembly prior to its detection by
the pixel array, the light field capture device can be sensitive to not only its spectral
content, but also the angle and intensity of an incident wavefront of light, as explained

further below.

[0087] Depending on the application or use, the light field capture device can be
implemented using various image sensor architectures and pixel array configurations.
For example, the light field capture device can be implemented simply by adding or
coupling a diffraction grating assembly on top of an already existing image sensor
including a pixel array and a color filter array. For example, the existing image sensor
can be a conventional 2D CMOS or CCD imager. However, in other implementations,
the light field capture device can be implemented and integrally packaged as a separate,
dedicated and/or custom-designed device incorporating all or most of its components
(e.g., diffraction grating assembly, pixel array, color filter array).

[0088] For example, referring to Figs. 3 and 4, in some implementations, the light field
capture device 20 can include pixel array circuitry 86 disposed either between the
diffraction grating assembly and the pixel array, in a frontside illumination configuration
(Fig. 3), or under the pixel array 38, in a backside illumination configuration (Fig. 4).
More particularly, the diffraction grating assembly 24 can be directly etched into
overlying silicon layers in the case of a frontside illumination architecture (Fig. 3), or
placed directly atop a microlens array 64 and a color filter array 42 in the case of a
backside illumination architecture (Fig. 4). The microlens array 64 is disposed over the
pixel array 38 and includes a plurality of microlenses 66. Each microlens 66 is optically
coupled to a corresponding one of the light-sensitive pixels 40 and is configured to focus
the spatial part of the diffracted wavefront 36 incident upon it onto its corresponding
light-sensitive pixel 40.

[0089] In frontside illumination technology, the pixel array circuitry 86 includes an array
of metal wiring (e.g., a silicon layer hosting a plurality of metal interconnect layers)
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connecting the color filters 44 to their corresponding light-sensitive pixels 40. Meanwhile,
backside illumination technology provides opportunities for directly sampling the
diffracted wavefront 36 produced by diffraction of an optical waveform 26 by the
diffraction grating assembly 24. As light does not have to pass through the array of metal
wiring of the pixel array circuitry 86 before reaching the pixel array 38, which otherwise
would result in a loss of light, more aggressive diffraction grating designs with increased
periodicity can be implemented. Also, the shorter optical stack configuration, as shown in
Fig. 2, can allow for the diffraction grating assembly 24 to be positioned in much closer
proximity to the light-receiving surface 68 of the pixel array 38, thereby decreasing the
risk of higher-order diffractive effects which could cause undesirable cross-talk between
pixel banks. Similarly, the decreased pixel size can allow for direct subsampling of the

diffraction grating by the existing imaging wells.

[0090] More detail regarding the structure, configuration and operation of the
components introduced in the preceding paragraphs as well as other possible
components of the light field capture device will be described below.

[0091] Returning to Figs.1 and 2, the diffraction grating 28 includes a grating
substrate 46 extending over the color filter array 42. The grating substrate 46 has a top
surface 48, on which is formed the periodic refractive index modulation pattern 32, and a
bottom surface 50. The grating substrate 46 is made of a material that is transparent, or
sufficiently transparent, in the spectral operating range to permit the diffracted
wavefront 36 to be transmitted therethrough. Non-limiting examples of such material
include silicon oxide (SiOx), polymers, colloidal particles, SU-8 photoresist, and glasses.
For example, in some implementations the diffraction grating 28 can be configured to
diffract the optical wavefront 26 in a waveband ranging from about 400 nm to about
1550 nm.

[0092] Diffraction occurs when a wavefront, whether electromagnetic or otherwise,
encounters a physical object or a refractive-index perturbation. The wavefront tends to
bend around the edges of the object. Should a wavefront encounter multiple objects,
whether periodic or otherwise, the corresponding wavelets may interfere some distance
away from the initial encounter as demonstrated by Young’s double slit experiment. This
interference creates a distinct pattern, referred to as a “diffraction grating pattern” or
“diffraction pattern” or “interference pattern”, as a function of distance from the original
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encounter, which is sensitive to the incidence angle and the spectral content of the
wavefront, and the general size, shape, and relative spatial relationships of the
encountered objects. This interference can be described through the evolving relative
front of each corresponding wavelet, as described by the Huygens-Fresnel principle.

[0093] In the present description, the term “diffraction grating”, or simply “grating”,
generally refers to a periodic structure having periodically modulated optical properties
(e.g., a refractive index modulation pattern) that spatially modulates the amplitude and/or
the phase of an optical wavefront incident upon it. The diffraction grating may also be
referred to as a Transmission Diffraction Mask (TDM). A diffraction grating can include a
periodic arrangement of diffracting elements (e.g., alternating ridges and grooves) whose
spatial period — the grating period — is nearly equal to or slightly longer than (e.g., upto a
few times longer than) the wavelength of light. An optical wavefront containing a range of
wavelengths incident on a diffraction grating will, upon diffraction, have its amplitude
and/or phase modified, and, as a result, a space- and time-dependent diffracted
wavefront is produced. In general, a diffracting grating is spectrally dispersive so that
each wavelength of an input optical wavefront will be outputted along a different
direction. However, diffraction gratings exhibiting a substantially achromatic response
over an operating spectral range exist and can be used in some implementations. For
example, in some implementations, the diffraction grating can be achromatic in the
spectral range of interest and be designed for the center wavelength of the spectral
range of interest. More particularly, in the case of a Bayer patterned color filter array, the
diffraction grating can be optimized for the green channel, that is, around a center
wavelength of about 532 nm. It is to be noted that when the diffraction grating is
achromatic, it is the mosaic color pattern of the color filter array that provides the
chromatic sub-sampling of the diffraction pattern of the diffracted wavefront.

[0094] Depending on whether the diffracting elements forming the diffraction grating are
transmitting or reflective, the diffraction grating will be referred to as a “transmission
grating” or a ‘“reflection grating’. The diffracting gratings described herein are
transmission gratings, although the use of reflection gratings is not excluded a priori.
Diffraction gratings can also be classified as “amplitude gratings” or “phase gratings”,
depending on the nature of diffracting elements. In amplitude gratings, the perturbations
to the initial wavefront caused by the grating are the result of a direct amplitude

modulation, while in phase gratings, these perturbations are the result of a specific

Date Recue/Date Received 2022-08-16



10

15

20

25

30

31

modulation of the relative group-velocity of light caused by a periodic variation of the
refractive index of the grating material. The diffracting gratings described herein are

phase gratings, although amplitude gratings can also be used in other implementations.

[0095] In Figs. 1 and 2, the diffraction grating 28 is a phase grating, more specifically a
binary phase grating for which the refractive index modulation pattern 32 includes a
series of ridges 52 periodically spaced-apart at the grating period 34, interleaved with a
series of grooves 54 also periodically spaced-apart at the grating period 34. The spatial
profile of the refractive index modulation pattern 32 thus exhibits a two-level step
function, or square-wave function, for which the grating period 34 corresponds to the
sum of the width, along the grating axis 30, of one ridge 52 and one adjacent groove 54.
The grating period 34 can range from about 1 um to about 20 um, although other values
are possible. In Figs. 1 and 2, the grooves 54 are empty (i.e., they are filled with air), but
they could alternatively be filled with a material having a refractive index different from
that of the ridge material. Also, depending on the application, the diffraction grating 28
can have a duty cycle substantially equal to or different from 50%, the duty cycle being
defined as the ratio of the ridge width to the grating period 34. Another parameter of the
diffraction grating 28 is the step height 56, that is, the difference in level between the
ridges 52 and the grooves 54. For example, the step height 56 can range from about
0.2 um to about 1 uym. In some scenarios, the step height 56 can be selected so that the
diffraction grating 28 causes a predetermined optical path difference between adjacent
ridges 52 and grooves 54. For example, the step height 56 can be controlled to provide,
at a given wavelength and angle of incidence of the optical wavefront (e.g. its center
wavelength), a half-wave optical path difference between the ridges and the grooves. Of

course, other optical path difference values can be used in other applications.

[0096] 1t is to be noted that while the diffraction grating 28 in Figs. 1 and 2 is a linear, or
one-dimensional, binary phase grating consisting of alternating sets of parallel ridges 52
and grooves 54 forming a square-wave refractive index modulation pattern 32, other
light field capture device can employ different types of diffraction gratings, such as:
diffraction gratings where at least one among the grating period, the duty cycle and the
step height is variable; diffraction gratings with non-straight features perpendicular to the
grating axis; diffraction gratings having more elaborate refractive index profiles; 2D

diffraction gratings; and the like.
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[0097] Referring still to Figs. 1 and 2, the pixel array 38 includes a plurality of light-
sensitive pixels 40 disposed under the color filter array 42, which is itself disposed under
the diffraction grating assembly 24. In the present techniques, the electromagnetic
radiation that is detected by the light-sensitive pixels 40 as light field image data
corresponds to an optical wavefront 26 incident from the scene 22, which has been
diffracted and spatio-chromatically filtered prior to reaching the pixel array 38. The pixel
array 38 can be embodied by a CMOS or a CCD image sensor, but other types of
photodetector arrays could alternatively be used. As mentioned above, the pixel array 38
can be configured to detect electromagnetic radiation in any appropriate region of the
spectrum. Each light-sensitive pixel 40 of the pixel array 38 can convert the spatial part
of the diffracted wavefront 36 incident upon it into accumulated charge, the amount of
which is proportional to the amount of light collected and registered by the pixel 40. Each
light-sensitive pixel 40 can include a light-sensitive surface and associated pixel circuitry
for processing signals at the pixel level and communicating with other electronics, such

as a readout unit.

[0098] Referring still to Figs. 1 and 2, the light-sensitive pixels 40 can be arranged into a
rectangular grid of rows and columns defined by two orthogonal pixel axes 58, 60. The
number of rows and columns defines the resolution of the pixel array 38. For example, in
some implementations, the pixel array 38 can have a resolution of at least 16 pixels,
although a wide range of other resolution values, including up to 40 megapixels or more,
can be used in other applications. It is to be noted that while the light-sensitive pixels 40
are organized into a 2D array in Figs. 1 and 2, they may alternatively be configured as a
linear array in other applications.

[0099] The pixel array 38 can also be characterized by a pixel pitch 62. In the present
description, the term “pixel pitch” generally refers to the spacing between the individual
pixels 40 and is typically defined as the center-to-center distance between adjacent
pixels 40. Depending on the physical arrangement of the pixel array 38, the pixel
pitch 62 along the two orthogonal pixel axes 58, 60 may or may not be the same. It is to
be noted that a pixel pitch can also be defined along an arbitrary axis, for example along
a diagonal axis oriented at 45° with respect to the two orthogonal pixel axes 58, 60. It is
also to be noted that, in the present techniques, a relevant pixel pitch 62 is the one along
the grating axis 30 of the overlying diffraction grating 28, as depicted in Figs. 1 and 2. As
described in greater detail below, in some embodiments the grating period 34 of the
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diffraction grating 28 is selected to be larger than the pixel pitch 62 of the pixel array 38
along the grating axis 30, or, said differently, the pixel pitch 62 along the grating axis 30
is smaller than the grating period 34. For example, in some implementations the pixel
pitch 62 along the grating axis 30 can range from 1 ym or less to 10 um, although

different pixel pitch values can be used in other implementations.

[0100] In the present description, the term “pixel data” refers to the image information
captured by each individual pixel and can include intensity data indicative of the total
amount of optical energy absorbed by each individual pixel over an integration period.
Combining the pixel data from all the pixels 40 yields “raw” light field image data about
the scene 22. In the present techniques, because the optical wavefront 26 incident from
the scene 22 is diffracted and spatially and spectrally filtered prior to detection, the light
field image data provides information about not only the intensity of the incident
wavefront 26, but also other light field parameters such as its angle of incidence, phase
and spectral content. More particularly, it will be understood that the present techniques
can allow recovery or extraction of depth or other light field information from the
intensity-based diffraction pattern captured by the pixel array 38, as described further

below.

[0101] Referring still to Figs. 1 and 2, the color filter array 42 is spatially registered with
the pixel array 38, such that each color filter 44 is optically coupled to a corresponding
one of the light-sensitive pixels 40. That is, each color filter 44 covers a single light-
sensitive pixel 40, such that there is a one-to-one relationship, or mapping, between the
color filters 44 and the light-sensitive pixels 40. However, in other implementations, each
color filter can be optically coupled to at least two corresponding ones of the plurality of
light-sensitive pixels. In both configurations, however, the color filter array 42 and the
pixel array 38 together enable the direct spatio-chromatic sampling of the diffracted
wavefront produced by the overlying diffraction grating assembly 24, as detailed and
explained below.

[0102] In Figs. 1 and 2, the color filters 44 are physically organized according to a
mosaic color pattern or configuration. The color filters form a color mosaic defining a
primary color and one or more secondary colors arranged such that different neighboring
pixels associated with the primary color detect different spatial parts of the diffracted
optical wavefront over a full cycle of the diffracted optical wavefront. In some
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implementations, each color filter 44 is one of a red pass filter, a green pass filter and a
blue pass filter. For example, in Figs. 1 and 2, the mosaic color pattern of the color filter
array 42 is a Bayer pattern, in which the color filters arranged in a checkerboard pattern
with rows of alternating red (R) and green (G) filters are interleaved with rows of
alternating green (G) and blue (B) filters. A Bayer pattern contains twice as many green
filters as red or blue filters, such that the green component of the mosaic color pattern
can be referred to as the primary of main color or as a “densely sampled” component.
and both the red and blue components can be referred to as secondary colors or
“sparsely sampled” components. In other applications, the mosaic color pattern can be
embodied by more elaborate Bayer-type patterns, for example Bayer-type patterns with
an n-pixel unit cell, where n is an integer greater than 4. Of course, the present
techniques are not limited to Bayer-type patterns, but can be applied to any appropriate
mosaic color pattern including, but not limited to, RGB, RGB-IR, RGB-W, CYGM, CYYM,
RGBE, RGBW #1, RGBW #2, RGBW #3, and monochrome. It is to be noted that in
some implementations, the color filter array 42 may be extended beyond the standard
visible Bayer pattern to include hyperspectral imaging and filtering techniques or
interferometric filtering techniques. In such cases, the design of the diffraction grating 28
(e.g., the grating period 34) can be adjusted to accommodate the increased spectral

sampling range.

[0103] Referring now to Fig. 5, there is shown a schematic partially exploded side view
of a light field capture device 20 suitable for monochrome imaging applications. The light
field capture device 20 shares similarities with the one shown in Figs. 1 and 2, in that it
includes a diffraction grating 28 disposed on top of a pixel array 38 of light-sensitive
pixels 40 and associated color filter array 42. The diffraction grating 28 is a binary phase
transmission grating having a duty cycle of 50% and a periodic refractive index
modulation pattern 32 consisting of alternating sets of ridges 52 and grooves 54. Fig. 5
also depicts schematically the propagation of light through the device 20. In operation,
the light field capture device 20 has a field of view encompassing an observable
scene 22. The diffraction grating 28 receives an optical wavefront 26 (solid line) incident
from the scene 22 on its input side, and diffracts the optical wavefront 26 to generate, on
its output side, a diffracted optical wavefront 36 (solid line) that propagates through the
color filter array 42 toward the pixel array 38 for detection thereby. For simplicity, the
incoming optical wavefront 26 in Fig. 5 corresponds to the wavefront of a plane wave
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impinging on the diffraction grating 28 at normal incidence. However, the present
techniques can be implemented for an optical wavefront of arbitrary shape incident on
the diffraction grating 28 at an arbitrary angle within the field of view of the light field
capture device.

[0104] Referring still to Fig. 5, the diffracted wavefront 36 can be characterized by a
diffraction pattern whose form is a function of the geometry of the diffraction grating 28,
the wavelength and angle of incidence of the optical wavefront 26, and the position of
the observation plane, which corresponds to the light-receiving surface 68 of the pixel
array 38. In the observation plane, the diffraction pattern of the diffracted wavefront 36
can be characterized by a spatially varying intensity profile 70 along the grating axis 30
in the light-receiving surface 68 of the pixel array 38. It is to be noted that in Fig. 5, the
grating axis 30 is parallel to the pixel axis 58.

[0105] The diffraction grating 28 and the pixel array 38 are disposed relative to each
other such that the light-receiving surface 68 of the pixel array 38 is positioned in the
near-field diffraction region, or simply the near field, of the diffraction grating 28, as
described in co-assigned international PCT patent application No. PCT/CA2017/050686.
In the near-field diffraction regime, the Fresnel diffraction theory can be used to calculate
the diffraction pattern of waves passing through a diffraction grating. Unlike the far-field
Fraunhofer diffraction theory, Fresnel diffraction accounts for the wavefront curvature,
which allows calculation of the relative phase of interfering waves. To detect the
diffracted wavefront 36 in the near field, the present techniques can involve maintaining
a sufficiently small separation distance 72 between the top surface 48 of the diffraction
grating 28, where refractive index modulation pattern 32 is formed and diffraction occurs,
and the light-receiving surface 68 of the underlying pixel array 38, where the diffracted
wavefront 36 is detected. In some implementations, this can involve selecting the
separation distance 72 to be less than about ten times a center wavelength of the optical

wavefront 26.

[0106] In the near-field diffraction regime, the intensity profile 70 of the diffracted
wavefront 36 produced by a periodic diffraction grating 28 generally has a spatial
period 74 that substantially matches the grating period 34 of the diffraction grating 28 as
well as a shape that substantially matches the refractive index modulation pattern 32 of
the diffraction grating 28. For example, in Fig. 5, the diffraction pattern of the diffracted
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wavefront 36 detected by the light-sensitive pixels 40 of the pixel array 38 has a square-
wave, or two-step, intensity profile 70 that substantially matches that of the refractive
index modulation pattern 32 of the binary phase diffraction grating 28. In the present
description, the term “match” and derivatives thereof should be understood to
encompass not only an “exact’ or “perfect” match between the intensity profile 70 of the
detected diffracted wavefront 36 and the periodic refractive index modulation pattern 32
of the diffraction grating 28, but also a “substantial”, “approximate” or “subjective” match.
The term “match” is therefore intended to refer herein to a condition in which two
features are either the same or within some predetermined tolerance of each other.
Another feature of near-field diffraction by a periodic diffraction grating is that upon
varying the angle of incidence 76 of the incoming optical wavefront 26 on the diffraction
grating 28, the intensity profile 70 of the diffracted wavefront 36 is laterally shifted along
the grating axis 30, but substantially retains its period 74 and shape, as can be seen
from the comparison between solid and dashed wavefront lines in Fig. 5.

[0107] In the embodiment illustrated in Fig. 5, the color filter array 42 has a Bayer
pattern, of which Fig. 5 depicts a row of alternating green (G) and blue (B) filters. Fig. 5
also depicts schematically the propagation of light through the device 20. In operation,
the diffraction grating 28 receives and diffracts an optical wavefront 26 originating from
the scene 22 to generate a diffracted optical wavefront 36, as mentioned above. The
color filter array 42 receives and spatio-spectrally filters the diffracted optical
wavefront 36 prior to its detection by the underlying pixel array 38. The operation of the
light field capture device 20 is therefore based on a directly spatio-and-chromatically
sampled diffracted wavefront 36 enabled by the provision of a periodic diffraction
grating 28 deposed on top of a sensor structure including a color filter array 42 and an
underlying pixel array 38.

[0108] Upon being optically coupled to an underlying pixel array 38, the diffraction
grating 28 convolves light phase information with a standard 2D image, so that the
intensity profile 70 of the diffraction pattern of the detected diffracted wavefront 36 can
generally be written as a modulated function / ~ Ice(depth info)x lhase (2D image) including
a modulating component /e and a base component hase. The base component lpase
represents the non-phase-dependent optical wavefront that would be detected by the
pixel array 38 if there were no diffraction grating 28 in front of it. In other words, detecting

the base component lase alone would allow a conventional 2D image of the scene 22 to
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be obtained. Meanwhile, the modulating component /n.4, which is generally small
compared to the base component luse (€.G., ratio of Ined t0 lhase ranging from about 0.1 to
about 0.3), is a direct result of the phase of the incident optical wavefront 26, so that any
edge or slight difference in incidence angle will manifest itself as a periodic electrical
response spatially sampled across the pixel array 38. The sensitivity to incidence angle,
and therefore the angular resolution, depends on the specific design of the diffraction
grating 28.

[0109] 1t will be understood that the intensity profile 70 of the diffracted wavefront 36 that
is detected by the pixel array 38 after spatio-spectral filtering by the color filter array 42 is
a combination or superposition of the portions of the diffracted wavefront 36 filtered by
the red filters, the portions of the diffracted wavefront 36 filtered by the green filters, and
the portions of the diffracted wavefront 36 filtered by the blue filters. As such, using a
standard RGB Bayer pattern as an example, the modulating component /n.« and the
base component ke Of the intensity profile | can be split into their respective color
components as follows:

Ir ~ Imod rR(depth info)x hase r(2D image), 3)
I ~ Imod,c(depth info)x lhase,6(2D image), (4)
Ig ~ Inod,s(depth info)x luase, (2D image). (5)

[0110] In Fig. 5, the intensity profiles Iz and /g are depicted in dashed and dotted lines,
respectively. In some implementations, these individual color channels may be treated
independently to create individual color channel light field scenes. These individual
scenes may be compared to provide both another cue for depth and scene analysis as
well as image compression, since the image may be transferred in individual color

channels each with its own respective file.

[0111] Referring still to Fig. 5, as mentioned above, in some embodiments the pixel
array 38 has a pixel pitch 62 along the grating axis 30 that is smaller than the grating
period 34 of the diffraction grating 28. This means that when the light-receiving
surface 68 of the pixel array 38 is in the near field of the diffracting grating 28, the pixel
pitch 62 of the pixel array 38 along the grating axis 30 is also smaller than the spatial
period 74 of the intensity profile 70 along the grating axis 30 of the detected diffracted

Date Recue/Date Received 2022-08-16



10

15

20

25

30

38

wavefront 36. When this condition is fulfilled, a complete period of the intensity profile 70
of the detected diffracted wavefront 36 will be sampled by at least two adjacent pixel
banks of the pixel array 38, each of these pixel banks sampling a different spatial part of
the intensity profile 70 over a full cycle. In the present description, the term “pixel bank”
refers to a group of light-sensitive pixels of the pixel array that are arranged along a line
which is perpendicular to the grating axis of the overlying diffraction grating. That is, two
adjacent pixel banks are separated from each other by a distance corresponding to the
pixel pitch along the grating axis. For example, in Fig. 5, each pixel bank of the pixel

array 38 extends perpendicularly to the plane of the page.

[0112] Depending on the application, the ratio R of the grating period 34 of the
diffraction grating 28 to the pixel pitch 62 of the pixel array 38 along the grating axis 30
can take several values. In some implementations, the ratio R can be equal to or greater
than two (i.e., R=2); or equal to a positive integer greater than one (i.e.,, R=(n+ 1),
where n={1,2,..}); or equal to an integer power of two (i.e., R=2n where
n={1, 2, ...}); or the like. In some implementations, it may be beneficial or required that
the grating period 34 be not only larger than, but also not too close to the pixel pitch 62
along the grating axis 30. For example, in some implementations, it may be
advantageous that the grating period 34 be at least about twice the underlying pixel bank
pitch 62 to allow for each pair of adjacent pixel banks to sufficiently subsample the
resultant modulated diffracted wavefront 36, whose spatial modulation rate is dictated by
the properties of the diffraction grating 28, near or at Nyquist rate. This Nyquist, or nearly
Nyquist, subsampling can allow for the direct removal of the modulating component /g
from the measured signal / by standard signal processing techniques. Once removed,
the modulating signal In.a may be manipulated independently of the base component

h base-

[0113] For example, in Fig. 5, the ratio R of the grating period 34 to the pixel pitch 62
along the grating axis 30 is substantially equal to two. It will be understood that in such a
case, adjacent pixel banks will sample complimentary spatial phases of the intensity
profile 70 of the detected diffracted wavefront 36, that is, spatial parts of the intensity
profile 70 that are phase-shifted by 180° relative to each other. This can be expressed
mathematically as follows: |$bank,n+1 = Pbank,n| = T, Where Qoank,n+1 @and Puank,» are the spatial
phases of the intensity profile 70 measured by the (n + 1)" and the n'" pixel banks of the

pixel array 38, respectively. Such a configuration can allow for a direct deconvolution of
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the modulating component /¢ and the base component hase through the subsampling of

the interference pattern resulting from the incident wave fronts interaction:
lbase = Y2[l(bank,) + I(banks+1)], (6)
Imoa = Y2[l(bank,) — I(bankg+)]. (7)

[0114] It is to be noted that /(bank;) + /(bank:.1) in Equations (6) and (7) are generally
obtained by summing the intensities measured by the pixels of all the rows in the

associated pixel bank.

[0115] Referring still to Fig. 5, the diffraction grating 28 has a duty cycle of 50% (i.e.,
ridges 52 and grooves 54 of equal width), and each light-sensitive pixel 40 is positioned
under and in vertical alignment with either a corresponding one of the ridges 52 or a
corresponding one of the grooves 54. However, other arrangements can be used in

other applications.

[0116] In a standard RGB Bayer pattern, because the red and blue filters are always
located in adjacent pixel banks, the signals Iz and /s, which are associated with the
sparsely sampled red and blue components, will be in antiphase relative to each other.
Meanwhile, because green filters are present in all pixel banks, the signal /s, which is
associated with the densely sampled green components, will contain both in-phase and
out-of-phase contributions.

[0117] In Fig. 5, the diffraction grating 28 is oriented with respect to the underlying pixel
array 38 so that the grating axis 30 is parallel to one of the two orthogonal pixel axes 58,
60. Referring to Figs. 6A and 6B, in other applications the grating axis 30 can instead be
oblique to the orthogonal pixel axes 58, 60. It is to be noted that in such configurations,
the pixel pitch 62 along the grating axis 30 may remain smaller than the grating period. It
is also to be noted that pixel banks such as defined above, that is, groups of pixels
arranged along a line transverse to the grating axis 30 of the overlying diffraction
grating 28 can also be defined in oblique configurations. For example, Fig. 6A includes a
first group of pixels 40, that belong to a first pixel bank located under ridge 52, and a
second group of pixels 40, that belongs to a second pixel bank located at an adjacent

groove 54.
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[0118] In the examples described so far, the diffraction grating assembly included a
single diffracting grating. However, referring to Fig. 7, in other cases, the diffraction
grating assembly 24 includes a plurality of diffracting gratings 28a, 28b, where the
diffracting gratings 28a, 28b are arranged in a two-dimensional grating array disposed
over the color filter array 42. In Fig. 7, the diffracting grating assembly 24 includes
sixteen diffraction gratings, but this number can be varied in other applications. For
example, depending on the application, the number of diffraction gratings 28a, 28b in the
diffraction grating assembly 24 can range from one to up to millions (e.g., a 20-
megapixel pixel array 38 could have up to 2.8 million diffraction gratings on top of it). It is
to be noted that other than their grating axis orientation, the diffraction gratings 28 in

Fig. 7 are identical, although this is not a requirement of the present techniques.

[0119] In Fig. 7, the diffraction gratings 28 include a first set 80a of diffraction gratings 28
and a second set 80b of diffraction gratings 28, the grating axes 30a of the diffraction
gratings 28 of the first set 80a extending substantially perpendicularly to the grating
axes 30b of the diffraction gratings 28 of the second set 80b. In Fig. 7, the diffraction
gratings 28 of the first set 80a and second set 80b are arranged to alternate in both rows
and columns, resulting in a checkerboard pattern. Of course, any other suitable regular
or irregular arrangement, pattern or mosaic of orthogonally oriented gratings can be
envisioned in other applications.

[0120] In some applications, the light field capture device can include wavefront
conditioning optics in front of the diffraction grating. The wavefront conditioning optics
can be configured to collect, direct, tfransmit, reflect, refract, disperse, diffract, collimate,
focus or otherwise act on the optical wavefront incident from the scene prior to it
reaching the diffraction grating assembly. The wavefront conditioning optics can include
lenses, mirrors, filters, optical fibers, and any other suitable reflective, refractive and/or
diffractive optical components, and the like. In some implementations, the wavefront
conditioning optics can include focusing optics positioned and configured to modify the
incident wavefront in such a manner that it may be sampled by the light field capture
device.

[0121] Referring now to Fig. 8, another possible example of a light field capture
device 20 is illustrated and includes dispersive optics 84 disposed in a light path of the
optical wavefront 26 between the scene and the diffraction grating assembly 24. The
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dispersive optics 84 is configured to receive and disperse the incoming optical
wavefront 26. The dispersive optics 84 can be embodied by any optical component or
combination of optical components in which electromagnetic beams are subject to
spatial spreading as a function of wavelength as they pass therethrough (e.g., by
chromatic aberration). In Fig. 8, the dispersive optics 84 is a focusing lens, for simplicity.
However, it will be understood that, in other embodiments, the dispersive optics 84 can
be provided as an optical stack including a larger number of optical components (e.g.,
focusing and defocusing optics) that together act to disperse the optical wavefront 26
before it impinges on the diffraction grating assembly 24 (e.g., due to their intrinsic
chromatic aberration).

[0122] For exemplary purposes, it is assumed in Fig. 8 that the optical wavefront 26
originating from the scene 22 is a superposition of waves containing multiple
wavelengths of light, for example a green component (dashed line) and a blue
component (dotted line). Each color component of the optical wavefront 26, by the
nature of its energy-dependent interaction with the dispersive optics 84, will follow a
slightly different optical path, leading to a chromatic dependence in the phase-shift
introduced by the diffraction grating 28. In other words, the chromatic spread of the
optical wavefront 26, as sampled through the angle-dependent diffraction produced by
the diffractive grating 28, can be taken advantage of to provide coarse depth information
about the optical wavefront 26. In such scenarios, as described below, the finer details of
the depth information can be obtained from a comparative analysis of the modulating
components fnoar and Ined,z, Which are phase-shifted relative to each other due to their
optical path differences, as sampled by the color filter array 42. That is, because red and
blue lights are focused differently by the dispersive optics 84 because of chromatic
aberration, this difference can provide finer detail for depth acquisition.

[0123] Referring to Fig. 9, there is shown a flow diagram of an embodiment of a
method 200 for processing light field image data corresponding to a light field from a
scene. The light field image data could be obtained with a light field capture device 20
such as those described above (e.g., the one in Fig. 8), or with another light field capture
device, for example through a rolling or global shutter-like process.

[0124] The image data captured by the light field capture device 20 of Fig. 10 represents
a discretized sampling of a continuous light field or wavefront 26 incident from an
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observable scene 22. This discretization can occur through various optical processes
and interactions: the field-of-view limitations due to the finite aperture size of the
device 20, the limitations imposed by lenses in terms of what information can be focused
or transmitted, the limitations in terms of sub-sampling resolution due to the size of the
pixels, etc. In the device 20 of Fig. 7, the fully continuous light field 26 in (X, Y, 2Z) is
projected to a discretized (X, Y) plane and subsampled for color and spatial intensity by
the pixels 40 of the pixel array 38. A phase component (Z) can also be measured due to
the provision of the diffraction grating assembly 24. This phase measurement is also a
discretized subsampling of the full light field 26, this discretization being controlled by the
grating design and arrangement of the diffraction grating assembly 24. The device 20 of
Fig. 7 aims to retain some information lost through the discretization process inherently
involved in imaging. More particularly, the phase-based nature of the diffraction grating
assembly 24 is used to create a known perturbation on the phase of the wavefront which
would be otherwise unmeasurable, and which happens to be angle dependent. This
adds an additional and independent variable which can be used to describe the

measured light field image data.

[0125] Referring still to Fig. 7, light 26 incident on the image capture device 20 may first
encounter a macroscopic optical element (not shown in Fig. 7 — see Fig. 8, in which the
device includes focusing optics disposed in front of the diffraction grating assembly) that
acts to collect and focus incoming light 26. This optical element could be a lens, either
transmissive or reflective, a mirror, or a fiber-optic cable. This optical element may also
filter the light spectrally for the visible wavelengths by excluding infrared and ultraviolet
light, or, these spectral regions may be coarsely filtered at another point in the optical

stack by a separate macroscopic filter.

[0126] The ability of this optical element to focus incident light 26 is related to the light's
origin distance from the focal plane of the optical element and the focusing power of the
optical element. When incident light emanates from focal or hyperfocal distances, or
optical infinity, its wavefront will, in general, effectively be tightly focused onto very few
pixels 40. Light that is insufficiently focused, or focused too strongly, will continue to
spread across the pixel array 38, leading to a curved wavefront which can expand over
multiple pixels 40.
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[0127] The focused light then encounters the diffraction grating assembly 24 disposed
atop the imaging system (i.e., color filter array 42 and pixel array 38). In Fig. 7, the
diffraction grating assembly 24 is a transmissive diffracting structure made up of two sets
of orthogonally oriented diffraction gratings 28a 28b arranged to alternate in both rows
and columns (checkerboard pattern). The diffraction grating assembly 24 is used to
create a diffracted wavefront 36 having an angularly dependent diffractive pattern related
to the curvature and rate of spread of the wavefront formed after the focusing optical
element.

[0128] The diffracted wavefront 36 is further spectrally filtered by the underlying color
filter array 40 into two or more discrete spectral components. The intensity of this
spectrally filtered, diffracted wavefront is finally measured by the underlying pixels 40
and converted into electrical signals representative of the intensity of light captured by
the pixels 40. The electrical signals can then be digitized into “raw” light field image data,
typically arranged or formatted into an image frame of rows and columns of data pixels.
This light field image data will generally be a collection of intensity, spectral, and angular
information about the original wavefront, sampled at the pixel level, which can be
summarized as follows: | = Angular Information (wavelength, diffraction grating assembly
location) + 2D (wavelength, pixel location). The present description discloses image
processing techniques in which this light field image data is processed to reconstruct a
light field image of the observed scene 22. Depending on the application, the present
techniques can provide a full resolution 2D image, a 3D point cloud, a depth map/image
and/or a linearly reconstructed light field image from the captured light field image data.

[0129] Returning to Fig. 9, in some implementations, the image processing method 200
can include a step 202 of parsing the pixel data according to a primary and at least one
secondary colors into corresponding primary and secondary color channels. The splitting
or parsing of the raw light field image data into a plurality of individual spectral or color
channels forms individual sub-images. This step 202 generally occurs at the hardware
readout level. The individual pixels are read, and the color filter mosaic is known. For
example, for a 12-megapixel camera using standard Bayer patterning there would be a
6-megapixel green color channel, a 3-megapixel blue channel and a 3-megapixel red
channel.
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[0130] As mentioned above, the raw light field image data in each color channel can be
expressed as a modulated function I~ I ea(depth info)x/se(2D image) including a
modulating component /n.a and a base component lhase. The base component lpase
represents the non-phase-dependent optical wavefront from which a conventional 2D
image of a scene can be obtained. The modulating component /n.a results from the
phase-dependent perturbation to the incident wavefront created by the diffraction grating
assembly 24. Therefore, in the case of a standard RGB Bayer pattern, the intensity
profile of each color channel can be written as follows
In ~ Inean(depth info)x hase n(2D image), where N = color or spectral channel, for example
red (R), green (G) and blue (B) — see Equations (3) to (5). As mentioned above, the
present techniques are not limited to Bayer-type patterns, but can be applied to any

appropriate mosaic color pattern.

[0131] In applications where the diffraction grating assembly 24 includes multiple sets of
diffraction gratings 28a, 28b (e.g., having different orientations, as in Fig. 7, different
grating periods, or other different properties), the method 200 of Fig. 9 can include a
step of parsing or splitting the spectral channels in accordance with the pattern of the 2D
grating array into which the multiple sets of diffraction gratings 28a, 28b are arranged.
For example, in Fig. 7, each one of the parsed red, green and blue color channels will be
parsed once more into a first sub-channel associated with the first set of diffraction
gratings 28a and a second sub-channel associated with the second set of diffraction
gratings 28b. This step ensures that the data pixels of vertically oriented gratings 28a will
be separated and treated independently from horizontally oriented gratings 28b. This
can allow the responses of vertically and horizontally oriented gratings to be treated

independently from one another, which can enhance processing speed.

[0132] In some implementations of step 202, the color channels into which the light field
image data is parsed includes a main color channel and one or more secondary or
auxiliary color channels. In the present description, a main color channel is a color
channel having pixels in all pixel banks, such that pixels of the main color channel in
adjacent pixel banks sample different spatial parts of the intensity profile of the diffracted
wavefront 36 over a full cycle. As mentioned above, a pixel bank refers herein to a group
of pixels 40 of the pixel array 38 that are arranged along a line which is perpendicular to
the grating axis 30a, 30b of the overlying diffraction grating 28a, 28b. In some
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implementations, there could be two or more main channels if there are more than one

color having pixels in all pixel banks.

[0133] In the device 20 of Fig. 7, the green channel is a main color channel since the
green pixels are present in all pixel banks. This means that the green pixels in the n
pixel bank will sample a spatial phase of the intensity profile of the diffracted
wavefront 36 which is phase-shifted by 180° relative to the spatial phase sampled by the
green pixels in the (n+1)" pixel bank. As a result, the signal /¢ associated with the more
densely sampled green pixels contains both in-phase and out-of-phase contributions. In
other words, complimentary phases of the intensity profile of the diffracted wavefront 36
will be sampled by green pixels in alternating pixel banks. Meanwhile, the red and blue
channels are secondary color channels since all the red pixels sample a same first
spatial phase of the intensity profile of the diffracted wavefront 36 and all the blue pixels
sample a same second spatial phase of the intensity profile of the diffracted
wavefront 36, the first and second spatial phases being phase-shifted by 180° relative to
each other. This means that the signals Iz and /g in adjacent pixel banks are in antiphase
relative to each other. Of course, other mosaic color patterns may use different color

channels as main and secondary channels.

[0134] Referring still to Fig. 9, some implementations of the method 200 can also include
a step 204 of using the main color channel to provide or extract a coarse raw base
component, from which the local influence of the modulation imparted to the signal by
the diffraction grating assembly 24 is removed.

[0135] In the example of Fig. 7, the main color channel is the more densely sampled
green channel, which can sample both the major phase components from which the
modulation component of the underlying diffraction pattern can be canceled.
Mathematically, this step can involve extracting lvase,g from Ig ~ Imos,6*lhase,c By canceling

Inmod,c USing the following equation:
Ivase,c = Valla(bankn) + Ig(bankn+1)]. (8)

[0136] Alternatively, the modulating component In.,c may be removed by Fourier
filtering.
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[0137] The method 200 can also include a step 206 of using the main color channel to
provide or extract a coarse raw modulating component, which will be used to obtain

coarse phase/depth information about the scene 22.

[0138] Again, in the example of Fig. 7, the main color channel is the more densely
sampled green channel. Mathematically, this step can involve extracting /meac from
Il ~ Imod.6%lbase, ¢ DY canceling hase,¢ Using the following equation:

Imod,c = V[lc(banky) — Ie(bankns1)]. 9)

[0139] The modulating component Inae can provide coarse angular or phase
information about the incident optical wavefront, from which light field images and/or
depth maps can be generated. As described above, the modulating component /moq.c
represents the wavefront's phase difference pixel by pixel, so that /wae contains
information about the phase or spread of the incident optical wavefront 26 from the
scene 22. More particularly, the modulating component /e is the result of the
titvangular spread of the green component of the incident wavefront 26 (e.g., caused by
focusing optics in front of the diffraction grating 24 assembly — see Fig. 8) and the phase
offset caused by the diffraction grating assembly 24.

[0140] Referring still to Fig. 9, the method 200 can further include a step 208 of
determining the raw base components haserand hases and the raw modulating
components g and Iwas Of the secondary blue and red channels can be obtained

from Ig ~ InodR* Ibase,r @Nd Ig ~ Inod 5% lbase 8, respectively, using lase.¢ and Imod,c.

[0141] In some implementations, the difference between Is(bank,) and /s(banks1) can
give the sign of the modulation pattern imparted by the diffraction grating. That is, if
ls(bank,) < Ig(bankg+1), then it can be concluded that bank, undergoes destructive
interference and bank,.1 undergoes constructive interference, and vice versa if
le(bank;) > ls(bankn+1). Therefore, in a scenario where Ig(bank,) < Is(bankg.1), with red
pixels in bank, and blue pixels in bankg.1, it can be deduced that /r(bankn) < lpase,r and
that /zs(bankn+1) > lpase,n, SUCh that lhase g = Ir(bank,) + lnod,r @Nd lpase,5 = Is(ba@NK;+1) —Inod,8-
The knowledge of the sign of [Is(bank,) — ls(banks.1)] can therefore allow to determine
whether to apply a constructive or destructive phase offset to /r(bank,) and Iz(bank,+1) to

Obtaln ([base,R, lmod,R) and ([base,B, and Imod,B)-
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[0142] To obtain the amplitude of the phase offset for red light, that is, /meq,r, OnNe can
use a relationship between the wavefront spread of green light and the wavefront spread
of red light in the image capture device (e.g., caused by the diffraction grating and
focusing optics) to derive Imoar from Inede. Similarly, to obtain the amplitude of the phase
offset for blue light, that is, Ineas, OnNe can use a relationship between the wavefront
spread of green light and the wavefront spread of blue light in the image capture device
(e.g., caused by the diffraction grating and focusing optics) to derive Ineds from lnedc. In
some implementations, fine angular information about the wavefront spread can be
obtained from the phase-shifted red and blue secondary modulating components Inodr
and Inedp., @s described below. Finally, the red and blue base components can be

obtained using lase,r = Ir(bankKn) + Imod,r @NA lhase 8 = Is(bankn+1) —Imod.

[0143] Referring still to Fig. 9, the method can include a step 210 of using the raw base
components lase g, lbase,r @nd lhase 5 t0 reconstruct a full color 2D image of the scene 22 in
similar fashions used by traditional demosaicing algorithms, for example by using the
green base component hase,c @8 a normalizing basis set for lhase,r and lpase,s. This full
color 2D image represents the phase-independent raw image that would be captured by
the pixel array 38 in the absence of the diffraction grating assembly 24 in front of it. This
generation of the 2D image can be performed for one or more of the following non-
limiting reasons: to separate depth information from 2D information for compression
purposes; to be able to provide the image signal processor (ISP) with a 2D image, as is

expected for display purposes; and the 2D image is one of the light field components.

[0144] Referring still to Fig. 9, in some implementations, the method 200 can include a
step 212 of creating a depth map of the scene from the modulating component Jeq,c Of
the main color channel, and optionally from the modulating components Inedg and Inods
of the secondary color channels. This step main also involve at least one color radial
transfer function calibrated to provide object distance information from the modulating

component of an associated one of the color channels.

[0145] In some implementations, the color radial transfer functions (CRTFs) relate the
diffraction grating pattern of a diffraction grating as a function of angle to the distance of
an object is away from the camera. In other words, the CRTFs may allow one to quantify
the modulation imparted for two phase components of a diffraction grating, phase0 and

phase180, without apriori knowledge of the scene.
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[0146] For the purpose of explanation only and without being limitative to the scope of
the present description, let there be considered a situation in which a camera is
capturing images of a white light point-source in predetermined intervals at increasing
distances away from the camera, as shown in Fig. 10. In the case of a camera without a
diffraction grating, the sensor would spatio-chromatically sample the overall intensity of
the white light as a function of the underlying Bayer pattern, also shown in FIG. 10. This
spatio-chromatic sampling of the white light source leads to a voltage measured by each

pixel roughly proportional to the spectral intensity of the white light filtered by the

spectrally dependent transmission of a given color filter array component:
Pixelg,q o Intensity(A) x Transmission (1) (10.1)
or Pixelg,, = 2D(Red) (10.2)

The TDM’s modulated phase component will also vary from pixel bank to pixel bank:
Pixel,, o Intensity( 1) x Transmission (1) x Modulationppggeq (4, Z) (11.1)
Pixel, ., « Intensity(A) x Transmission (1) x Modulationppgge180(A, 2) (11.2)

[0147] In the case of a Bayer patterned sensor where the underlying color filters spatio-
chromatically sample the light at a rate greater than the perturbation frequency caused
by the diffraction grating (i.e. the pixel array having a pixel pitch along the grating axis
that is smaller than the grating period), the three-color channels, as shown in FIG 10,

become:

Pixelgeq = 2D(Red) x Modulationppggeo (4, 2) (12.1)
Pixel;yeen1 = 2D(Green) x Modulationpygee1go (4, 2) (12.2)
Pixelgyeens = 2D(Green) x Modulationppggeo (4, 2) (12.3)
Pixelg;,. = 2D(Blue) x Modulationppgge1s0 (4, 2) (12.4)

[0148] Or, using the formalism developed above:
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Pixelgeq = Ipaser(2)X Inoar ppgseq (b 2) (13.1)
Pixelgreent = Ipasec1(2) X Inoar ppgsergo b 2) (13.2)
Pixelgreenz = Ipasec2(2) X Inoar ppggeq b 2) (13.3)
Pixelpye = Ipasen(Z) X Imodr ppgse1go b 2) (13.4)

[0149] The functional forms of equations 12.1 through 12.4 and 13.1 through 13.4 are
shown in Fig. 11A to 11D, in which full lines represent the camera described in FIG. 10
without a diffraction grating and the dashed lines represent the same camera with a
diffraction grating.

[0150] In the case of a Bayer patterned sensor, one can remove the influence of the
diffraction grating on the image, or in other words, extract depth information, by having
one color channel sample both phase components:

Pixel,, = Intensity(n) X phase0(z) (14.1)

Pixel, ., = Intensity(n + 1) X phase180(z) (14.2)

[0151] This brings the definition of a simplified main (primary) color channel radial

transfer function whose functional form is shown in Figs. 12A and 12B:

Aa(z) = Pixel, — Pixel,,, = Aphase(z) (15)

[0152] The chromatic radial transfer function uses the difference between the two main
color channel modulated components to remove intensity from the image, allowing for a
normalized value to relate the other two color channels who do not have both phase
components and whose intensities are therefore variable with both the 2D image as well
as the diffraction grating modulation, or depth information.

[0153] A similar experiment to that imagined in FIG, 10 may be performed for a
secondary color channel. In this case, one can use a known uniform intensity of light to
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measure the secondary color channel modulation as a function of angle or distance. This

will provide the secondary chromatic radial transfer functions, as shown in Fig. 13.

[0154] Referring to Fig. 14, the primary radial chromatic transfer function, which works
without a priori knowledge of the scene, may be used to acquire a normalized, scene
independent, value to navigate the secondary chromatic radial transfer functions. Once
the appropriate modulation value is known for the secondary color channels, the effect of
the diffraction grating can be corrected for in the 2D image and the differences in the
secondary and primary radial transfer functions values, and their respective pixel values,
can be compared to further enhance depth performance.

[0155] This concept can also be extended to the lens system and its achromatic
aberrations and chromatically dependent focal differences through the same processing
method.

[0156] In some embodiments, the raw wavefront spread information contained in the
modulating component Imoqc can be compared to an appropriate green radial transfer
function (GRTF) to yield a coarse depth map of the scene 22. More particularly, Imod,c
can provide relative phase information and comparison with a calibrated, sensor-specific
GRTF can allow one to obtain absolute phase information from the relative phase
information provided by Inde. In other words, this means that the relative phase
information provided by /moqc can be mapped to a wavefront spread using the GRTF,
this wavefront spread itself corresponding to an object position relative to the focal

plane.

[0157] Optionally, the coarse depth map obtained from Iw.ac and the GRTF can be
corrected or enhanced using data from the secondary color channels (e.9., ImedRr, Imods
and their associated red and blue radial transfer functions RRTFs and BRTFs). This
means that the direct comparison of the modulating components /med e, fmoedr and lneas
for the three color channels is done through measured CRTFs for each color channel in
order to establish object distance.

[0158] As mentioned above, each one of the CRTFs provides an empirical fit of the
directly measured wavefront spread as a function of the focal plane of the image capture
device 20. Collections of these sparse data-sets of calibration images captured at

varying distances from the focal plane are fit as a function of their distance from the
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camera and provide a direct empirical measure of the radially extended spread of the
wavefront as a function of distance from the focal plane as measured by the modulating
components lnoa,c (Main), and lnear and Inea s (secondary) of the image and sampled by
the diffraction grating assembly 24. These functions provide a method for directly
mapping the measured relative phase/wavefront spread information given from /lneac,
Imed g, @nd Imesz 10 an absolute object distance from the image sensor, and therefore,
depth (2):

Object(z) ~ RGB 2D Image x CRTF(r, ¢, 6, n, A), (16)

where z is the distance from the detection plane of image capture device of a given
object in the scene 22, RGB 2D Image is the raw 2D image given by lase, lbase,r and
Ibase,8, @nd the CRTF is a fitted 5D function of the polar coordinates r, ¢, 6 from the focal
plane of the image , the pixel number n (and therefore spatial location on the pixel
array 38), and the incident wavelength A. The CRTFs can be sampled in a single image
for all spectral elements as sampled by the diffractive elements and imaging devices.
That is, all CRTFs could be captured at once using white light and be subsampled
directed by a color filter array. These functions may be tailored through the design of the
diffractive grating assembly 24. The CRTFs can provide a macroscopic description of the
micro sampling of the diffraction pattern resulting from the arrangement of the diffraction
gratings 28 of the diffraction grating assembly 24. It is to be noted that in absolute depth
implementations, one could use a general RTF or use color-specific CRTFs to increase

depth accuracy.

[0159] It will be readily understood that while the implementations described above
apply to circumstances where the pixel sampling frequency is greater than the period of
the grating pattern, the processing method described herein may in some instance be
useful in association with similar imaging devices for which the sampling frequency is
equal to or less than the grating period (or in words, where the pixel array has a pixel
pitch along the grating axis that is the same or greater than the grating period). In such a
cases, the steps of reconstructing the 2D image may be omitted, as there is no
chromatically-dependent blur pattern created in the 2D image by the action of the
grating- both phase components are already included in each grating. In such
embodiments the micro-chromatic dependence of the signal and associated is lost, but
the macro-chromatic dependence may still be useful to provide depth information. In

Date Recue/Date Received 2022-08-16



52

other words, the provision of different color channels combined with associated color
radial transfer functions can provide depth information through comparisons of the
different color channels to obtain their relative difference in focal position.

[0160] Of course, numerous modifications could be made to the embodiments described
5 above without departing from the scope of the present description.
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CLAIMS

1. A method of imaging a scene, the method comprising:

diffracting an optical wavefront originating from the scene to generate a diffracted
optical wavefront;

detecting the diffracted optical wavefront in a near-field regime using a pixel array
comprising a plurality of light-sensitive pixels each associated with a color filter,
thereby obtaining pixel data, the color filters forming a color mosaic defining a
primary color and one or more secondary colors arranged such that different
neighboring pixels associated with the primary color detect different spatial parts
of the diffracted optical wavefront over a full cycle of the diffracted optical
wavefront;

parsing the pixel data according to the primary and secondary colors into
corresponding primary and secondary color channels;

determining a main base component and a main modulating component of the
diffracted optical wavefront associated with the primary color channel;

determining, based on the main modulating component, a secondary base
component of the diffracted optical wavefront associated with each secondary
channel;

reconstructing a 2D image of the scene based on the main and secondary base
components; and

creating a depth map of the scene based on at least one color radial transfer function
calibrated to provide object distance information from the modulating component
of an associated one of the color channels.

2. The method of claim 1, wherein the primary color channel comprises a green color
channel, and the one or more secondary color channels comprise a red color channel
and a blue color channel.

3. The method of claim 2, wherein the color mosaic is a Bayer pattern.

4. The method of any one of claims1 to 3, wherein determining the main base
component and the main modulating component comprises summing and subtracting
pixel data from neighboring pixel banks associated with the primary color, respectively.
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5. The method of any one of claims 1 to 4, wherein determining the secondary base
component associated with each secondary color channel comprises:
determining a secondary modulating component associated with the secondary color
channel based on the main base component and the main modulating
component; and
determining the secondary base component based on the secondary modulating
component.

6. The method of any one of claims 1 to 5, wherein creating the depth map comprises
creating a coarse depth map based on the main modulating component and the
associated color radial transfer function.

7. The method according o claim 6, wherein creating the coarse depth map comprises:
determining relative depth information from the main modulating component; and
determining absolute depth information from a comparison of the relative depth

information to the color radial transfer function associated with the primary color

channel.

8. The method of claim 6 or 7, wherein creating the depth map comprises adjusting the
coarse depth map based on the one or more secondary modulating components and the
associated one or more color radial transfer functions.

9. The method of any one of claims 1 to 8, further comprising providing the diffraction
grating with a grating period that is greater than a pixel pitch of the pixel array.

10. The method of claim 9, wherein the grating period is twice the pixel pitch.

11. A non-transitory computer readable storage medium having stored thereon computer
executable instructions for generating three-dimensional image data of a scene from a
diffracted optical wavefront originating from the scene and having been detected in a
near-field regime using a pixel array comprising a plurality of light-sensitive pixels each
associated with a color filter, thereby obtaining pixel data, the color filters forming a color
mosaic defining a primary color and one or more secondary colors arranged such that
different neighboring pixels associated with the primary color detect different spatial
parts of the diffracted optical wavefront over a full cycle of the diffracted optical
wavefront, the computer executable instructions, when executed by a processor having

received the pixel data, cause the processor to perform the following steps:
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parsing the pixel data according to the primary and secondary colors into
corresponding primary and secondary color channels;

determining a main base component and a main modulating component of the
diffracted optical wavefront associated with the primary color channel;

determining, based on the main modulating component, a secondary base
component of the diffracted wavefront associated with each secondary channel;

reconstructing a 2D image of the scene based on the main and secondary base
components; and

creating a depth map of the scene based on at least one color radial transfer function
calibrated to provide object distance information from the modulating component

of an associated one of the color channels.

12. The non-transitory computer readable storage medium of claim 11, wherein the
primary color channel comprises a green color channel, and the one or more secondary

color channels comprise a red color channel and a blue color channel.

13. The non-transitory computer readable storage medium of claim 12, wherein the color

mosaic is a Bayer pattern.

14. The non-transitory computer readable storage medium of any one of claims 11 to 13,
wherein determining the main base component and the main modulating component
comprises summing and subtracting pixel data from neighboring pixel banks associated

with the primary color, respectively.

15. The non-transitory computer readable storage medium of any one of claims 11 to 14,
wherein determining the secondary base component associated with each secondary
color channel comprises:
determining a secondary modulating component associated with the secondary color
channel based on the main base component and the main modulating
component; and
determining the secondary base component based on the secondary modulating

component.

16. The non-transitory computer readable storage medium of any one of claims 11 fo 15,
wherein creating the depth map comprises creating a coarse depth map based on the

main modulating component and the associated color radial transfer function.
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17. The non-transitory computer readable storage medium according to claim 16,
wherein creating the coarse depth map comprises:
determining relative depth information from the main modulating component; and
determining absolute depth information from a comparison of the relative depth
information to the color radial transfer function associated with the primary color

channel.

18. The non-transitory computer readable storage medium of claim 16 or 17, wherein
creating the depth map comprises adjusting the coarse depth map based on the one or
more secondary modulating components and the associated one or more color radial

transfer functions.

19. The non-transitory computer readable storage medium of any one of claims 11 to 18,
wherein the diffraction grating has a grating period that is greater than a pixel pitch of the
pixel array.

20. The non-transitory computer readable storage medium of claim 19, wherein the
grating period is twice the pixel pitch.

21. A system for imaging a scene, the system comprising:

a diffracting grating configured to diffract an optical wavefront originating from the
scene to generate a diffracted optical wavefront;

a pixel array comprising a plurality of light-sensitive pixels configured to detect the
diffracted optical wavefront in a near-field regime, thereby obtaining pixel data;

a color filter array interposed between the diffraction grating and the pixel array, the
color filter array comprising a plurality of color filters each associated with a
corresponding one of the plurality of light-sensitive pixels and forming a color
mosaic defining a primary color and one or more secondary colors arranged such
that different neighboring pixels associated with the primary color detect different
spatial parts of the diffracted optical wavefront over a full cycle of the diffracted
optical wavefront; and

a processor configured to:

receive the pixel data from the pixel array;
parse the pixel data according to the primary and secondary colors into

corresponding primary and secondary color channels;
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determine a main base component and a main modulating component of the
diffracted optical wavefront associated with the primary color channel;

determine, based on the main modulating component, a secondary base
component of the diffracted optical wavefront associated with each
secondary channel;

reconstruct a 2D image of the scene based on the main and secondary base
components; and

create a depth map of the scene using at least one color radial transfer
function calibrated to provide object distance information from the
modulating component of an associated one of the color channels.

22. The system of claim 21, wherein the diffraction grating comprises a transmissive
binary phase grating.

23. The system of claim 21 or 22, wherein the diffraction grating has a grating period,
and wherein the pixel array has a pixel pitch that is smaller than grating period.

24. The system of any one of claims 21 to 23, wherein the color filters comprises red
filters, green filters, and blue filters, wherein the color mosaic is a Bayer pattern, and
wherein the primary color channel comprises a green channel, and the one or more
secondary color channels comprise a red channel and a blue channel.

25. The system of any one of claims 21 to 24, wherein the processor is configured to
determine the main base component and the main modulating component by summing
and subtracting pixel data from neighboring pixel banks associated with the primary
color, respectively.
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