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Abstract: A host device is provided comprising an interface configured to communicate with a storage device having a public memory area and a private memory area, wherein the public memory area stores a virtual file that is associated with content stored in the private memory area. The host device also comprises a cache, a host application, and a server. The server is configured to receive a request for the virtual file from the host application, send a request to the storage device for the virtual file, receive the content associated with the virtual file from the private memory area of the storage device, wherein the content is received by bypassing the cache, generate a response to the request from the host application, the response including the content, and send the response to the host application. In one embodiment, the server is a hypertext transfer protocol (HTTP) server. In another embodiment, the server can determine if a request is associated with a normal user permission or a super user permission, and send a response to the host application only if it is determined that the request is associated with the normal user permission.
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Background

[0002] Storage devices, such as memory cards, are often used to store content, such as digital audio (e.g., music) and/or video (e.g., movies) files. To protect content from unauthorized access, the content can be stored in a private memory area in the storage device, which is accessible only by authenticated hosts. In general, a host presents its credentials to the storage device for authentication. If the host is authenticated, the storage device allows the host to access the content stored in the private memory area. While this security system prevents unauthorized hosts from accessing the content stored in the private memory area, a problem can occur if an authenticated host has a virus or other malicious software on it. In that situation, once the authenticated host is allowed access to the private memory area, malicious software on the host can take advantage of that access to perform unauthorized acts on the data stored in the private memory area.

Summary

[0003] Embodiments of the present invention are defined by the claims, and nothing in this section should be taken as a limitation on those claims.

[0004] By way of example, the embodiments described below generally relate to a host device and method for accessing a virtual file in a storage device by bypassing a cache in the host device. In one embodiment, a host device is provided comprising an interface configured to communicate with a storage device having a public memory area and a private memory area, wherein the public memory area stores a virtual file that is associated with content stored in the private memory area. The host device also comprises a cache, a host application, and a server. The server is configured to receive a request for the virtual file from the host application, send a request to the storage device
for the virtual file, receive the content associated with the virtual file from the private
memory area of the storage device, wherein the content is received by bypassing the
cache, generate a response to the request from the host application, the response
including the content, and send the response to the host application. In one embodiment,
the server is a hypertext transfer protocol (HTTP) server. In another embodiment, the
server can determine if a request is associated with a normal user permission or a super
user permission, and send a response to the host application only if it is determined that
the request is associated with the normal user permission.

[0005] Other embodiments are provided, and each of the embodiments can be used
alone or together in combination. Various embodiments will now be described with
reference to the attached drawings.

Brief Description of the Drawings

[0006] Figure 1 is a block diagram of a host and a storage device of an embodiment.
[0007] Figure 2 is a block diagram of a host and a storage device of an embodiment.
[0008] Figure 3A is a block diagram of a host of an embodiment.
[0009] Figure 3B is a block diagram of a storage device of an embodiment.
[0010] Figure 4 is a block diagram of a host and a storage device of an embodiment
illustrating a problem that can occur with a cache on the host.
[0011] Figure 5 is a block diagram of a host and a storage device of an embodiment in
which a virtual file in a storage device is accessed by bypassing a cache in the host.

Detailed Description of the Presently
Preferred Embodiments

[0012] **Introduction**

[0013] The following embodiments generally relate to a virtual file in a public memory
area of a storage device that provides access a plurality of protected files in a private
memory area of the storage device and, more particularly, to a host device and method
for accessing a virtual file by bypassing a cache in the host device. In general, a virtual
file stored in a public memory area of a storage device acts as a gateway to a plurality of
protected files in a private memory area of the storage device. When the storage device
detects that a host device is attempting to access the virtual file, the storage device
determines which of the plurality of protected files, if any, should be provided to the host device. In this way, subsequent attempts to read the same virtual file can result in different content being returned to the host device. A problem can occur, however, when the host device uses a cache to improve performance by storing previously-retrieved data. Specifically, when subsequent requests are made for the virtual file, the host device will simply access its cache instead of accessing the storage device, as the host device thinks of the virtual file as a static file. So, if the virtual file were used to access multiple songs stored in the private memory area of the storage device, the host device would play the same song each time the virtual file is read, instead of playing different songs as desired.

[0014] Before turning to embodiments that address this problem, a general discussion is provided of exemplary virtual file embodiments and of exemplary storage devices.

[0015] **Exemplary Virtual File Embodiments**

[0016] Turning now to the drawings, Figure 1 is a block diagram of a host (or "host device") 50 in communication with a storage device 100 of an embodiment. As used herein, the phrase "in communication with" means directly in communication with or indirectly in communication with through one or more components, which may or may not be shown or described herein. The host 50 can take any suitable form, such as, but not limited to, a dedicated content player, a mobile phone, a personal computer (PC), a game device, a personal digital assistant (PDA), a kiosk, and a TV system. The storage device 100 can also take any suitable form, such as, but not limited to, a handheld, removable memory card (e.g., a flash storage card), a universal serial bus (USB) device, and a solid-state drive. Preferably, the storage device 100 is removably connected to the host 50, so a user can use the storage device 100 with a variety of hosts.

[0017] As shown in Figure 1, the storage device 100 comprises a controller 110 and a memory 120. The controller 110 can be implemented in any suitable manner. For example, the controller 110 can take the form of a microprocessor or processor and a computer-readable medium that stores computer-readable program code (e.g., software or firmware) executable by the (micro)processor, logic gates, switches, an application specific integrated circuit (ASIC), a programmable logic controller, and an embedded microcontroller, for example. Examples of controllers include, but are not limited to, the following microcontrollers: ARC 625D, Atmel AT91SAM, Microchip PIC18F26K20,
and Silicon Labs C8051F320. Examples of various components that can be used in a controller are described in the embodiments discussed below and are shown in the associated drawings. The controller 110 can also be implemented as part of the memory control logic.

[0018] As also shown in Figure 1, the storage device 100 comprises a memory 120, which can take any suitable form. In one embodiment, the memory 120 takes the form of a solid-state (e.g., flash) memory and can be one-time programmable, few-time programmable, or many-time programmable. However, other forms of memory, such as optical memory and magnetic memory, can be used. Although shown as single components in Figure 1, the controller 110 and/or memory 120 can be implemented with several components. In Figure 1, the memory 120 comprises a public memory area 130 and a private memory area 140. In this embodiment, the public and private memory areas 130, 140 are different partitions of a single memory device; however, in other embodiments, the public and private memory areas 130, 140 are different memory devices. The public memory area 130 is generally accessible without restriction, while the private memory area 140 can only be accessed by authorized entities and is typically invisible to a host (e.g., a hidden partition). As such, the private memory area 140 can be used to store a plurality of content files (here, files 1-N) that should only be accessed by authorized entities. A “content file” can take any suitable form, such as, but not limited to, digital video (with or without accompanying audio) (e.g., a movie, an episode of a TV show, a news program, etc.), audio (e.g., a song, a podcast, one or a series of sounds, an audio book, etc.), still or moving images (e.g., a photograph, a computer-generated display, etc.), text (with or without graphics) (e.g., an article, a text file, etc.), a video game or other software, and a hybrid multi-media presentation of two or more of these forms. The terms “content,” “content file,” and “file” will be used interchangeably herein, and a file stored in the private memory area 140 will be referred to as a “protected file.”

[0019] In this embodiment, the public memory area 130 contains a virtual file 150. The virtual file 150 is “virtual” in the sense that it exists as allocated logical block addresses in the file allocation table (FAT) for the public memory area 130 but it does not contain any data and is not actually accessible. There may not even be any physical storage locations allocated in the public memory area 130 for the virtual file 150 (although, as
discussed below, in some embodiments, a relatively small amount of physical storage locations (e.g., 15 MB) may be allocated in the public memory area 130 for the virtual file 150). However, since the virtual file 150 has logical block addresses allocated to it the FAT table in the public memory area 130, the virtual file 150 will appear as a regular file to the host 50.

[0020] In this embodiment, the virtual file 150 serves as a gateway to the plurality of protected files 1-N in the private memory area 140. That is, when the controller 110 recognizes that an attempt is being made to access the virtual file 150 (e.g., from logical block addresses specified in a read command), the controller 110 will take a special action instead of providing the host 50 with access to the virtual file 150 itself. For example, when the controller 110 receives a request from the host 50 for access to the virtual file 150, the controller 110 can select one of the plurality of protected files 1-N stored in the private memory area 140 and respond to the request by providing the host 50 with access to the selected protected file. When the same virtual file 150 is later accessed, the controller 110 can select and provide access to a different one of the plurality of protected files 1-N. For example, if the virtual file 150 is named “audio.MP3” and is associated with a playlist of 20 songs stored in the private memory area 140, every time the host 50 requests access to “audio.MP3,” the controller 110 can select and provide access to another song on the playlist.

[0021] Any suitable implementation can be used to allow the controller 110 to handle a host request for the virtual file 150. For example, in one embodiment shown in Figure 2, an application (or caplet 160) stores a set of rules that determines the way the controller 110 manages the protected content in the private memory area 140 (e.g., what protected content to access and when). In this embodiment, the caplet 160 is stored in the private memory area 140 to prevent a hacker from tampering with the set of rules. The controller 110 uses the set of rules in the caplet 160 to determine how to react to a request from the host 50 to access the virtual file 150. The private memory area 140 also stores a database 170 that associates the plurality of protected files 1-N with the virtual file 150. In this way, the database 170 acts as a playlist of the plurality of protected files 1-N. In one embodiment, the database 170 is preloaded into the storage device 100 along with the
plurality of protected files 1-N. If the database 170 is encrypted, the caplet 160 can hold the key to decrypt the database 170.

[0022] In operation, when the storage device 100 is powered-up, the caplet 160 programs the controller 110 to control access attempts made by the host 50 to the virtual file 150 according to the preloaded database 170. For example, in response to a request to access the virtual file 150, the controller 110 can select and provide access to one of the plurality for protected files 1-N based on the database 170. As another example, the controller 110 can determine whether the host 50 is authorized or unauthorized and can provide access to different types of content accordingly, which may be desirable if the storage device 100 is a portable memory card that can be used with a variety of hosts that may or may not be authorized. So, if the host 50 is an authorized player, the controller 110 can respond to the request from the host 50 to access the virtual file 150 by providing access to protected content. Otherwise, the controller 110 can respond to the host request by providing access to an alternate file. In this way, the set of rules can specify that the controller 110 should provide access to a protected file (e.g., a movie) if an application on the host 50 is authorized; otherwise, the controller 110 can provide access to an alternate file (e.g., a trailer for the movie), which may be stored in the public or private memory areas 130, 140. In this way, a similar host request to access the virtual file 150 can be handled differently by the controller 110 based on whether the host 50 is an authorized or unauthorized entity (e.g., the storage device 100 can return a dedicated commercial if the user has not logged-in or has not been authenticated by the storage device 100). Of course, this is just one example, and other types of rules and conditions can be used. For example, the selection of the file can be based on time, information about the user, whether and how the host logged into the storage device 50, or any other suitable condition. As seen from these examples, the virtual file 150 can be treated differently in different situations, and a single virtual file 150 in the public memory area 130 can be used to provide access to one or more protected files in the private memory area 140.

[0023] Returning now to Figure 2, in this embodiment, the host 50 runs a host application 60 and a media player (here, a Java player 70). The host application 60 controls the Java player 70 and also sends additional instructions to the controller 110 of the storage device 100, which will be described below. As mentioned above, in this
embodiment, a virtual file 150 (e.g., named “audio.MP3”) is associated with the plurality of protected files 1-N stored in the private memory area 140. Every time the host 50 request access to “audio.MP3,” the controller 110 can select and provide access to a different one of the plurality of protected files 1-N. In this embodiment, the size of the virtual file 150 is at least as large as the size of the largest protected file in the private memory area 140. If the selected protected content is smaller than the size of the virtual file 150, the controller 110 can pad the content with valid data, so that the Java player 70 in the host 50 does not malfunction. For example, if the protected file is an audio file, the controller 110 can, on the fly, pad the audio file with valid data, such as silent MP3 frames or expected header information. This is done to be able to support different host cache-ahead mechanisms. To prevent the controller 110 from playing the padded data, the controller 110 can inform the host 50 of the actual play length of the file, and the host 50 can stop the playback of the file before it reaches the padded data.

[0024] Consider an example in which the Java player 70 sends a request to the storage device 110 using the JSR-135 protocol to read the virtual file 150, which it thinks is an audio file. The controller 110 in the storage device 100 detects that an attempt is being made to access the virtual file 150 (e.g., from the logical block address specified in the request) and, based on the rule in the caplet 160, the controller 110 selects and provides the Java player 70 with access to Song A. The controller 100 also informs the host application 60 of the actual size of Song A, which may be less than the size of the virtual file 150, as discussed above. The host application 60 monitors the playback and when Song A is complete, the host application 60 sends a command to the controller 110 via the JSR-75 protocol to stop streaming data and to skip to the next song. (The JSR-135 protocol does not support this type of command.) In response to this command, the controller 110 updates the database 170 to point to the next song (Song B). The host application 60 instructs the Java player 70 to again request access to the virtual file 150. However, this time, the controller 110 selects and provides the Java player 70 with access to Song B (not Song A). The process described above then repeats as the Java player 70 continues to request playback of additional songs.

[0025] There are many alternatives that can be used with these embodiments. For example, in one embodiment, the storage device 100 uses a “dedicated file system” for
playback of preloaded protected files to minimize the time it takes the storage device 100 to locate and access the preloaded protected files and to minimize the time it takes to extract details on the preloaded protected files (e.g., track name, artist name, album name, track duration, etc.). In this way, time to access the virtual file 150 should be about the same as the time to access another type of file, in spite of the controller 110 overhead involved in providing the gateway functionality to the protected files. To implement this dedicated file system, protected files can be preloaded into the private memory area 140 in continuous logical block address (LBA) order. Tables can then be built during production to specify the exact starting LBA for each protected file, along with any other relevant data, such as file duration. Because reading such tables is faster than opening files to gather needed information, the use of this dedicated file system provides a faster response time.

[0026] As understood from the above description, the “dedicated file system” can be used to reduce the amount of time that is required for locating and accessing different preloaded content. This can be done by defining a dedicated structure (e.g., a table) for saving, in a specific way, only the needed data for playback. This data can change between different products according to product-specific requirements (e.g., track name, artist name, album name, track duration, etc.). This data structure can be preloaded into a secure location in the storage device 100, in continuous LBA order, with the tables holding the data located in the exact starting LBA for each file alongside other data specified before. Every entry in the table can represent a specific file which can be identified using a entry key in the table. Upon a request to access a specific file, the file is located in the table, and the relevant data is retrieved. For example, playing a song from the beginning using the virtual file 150 may require knowledge of the starting LBA of the file, its actual duration, and the album name to be displayed. In this way of handling files, the required amount of time to locate and playback a file dramatically decreases as compared to the time needed to handle a FAT table and parse the file content.

[0027] As another alternative to provide a faster response time, the storage device 100 can support the use of a “compound command.” A compound command is a single command that incorporates two or more commands that control different aspects of the
playback system, such as, for example, changing both the virtual file state and the song that is being played. The use of compound commands may be especially desirable in environments, such as audio streaming, where a fast response time is desired. For example, a compound command can specify “skip channel” and “skip two songs ahead” or “skip song and go into pause.” In many situations, several mode changes may need to occur at the same time. For example, the sequence of “playing a song, going into pause mode, then skipping to the next song” may require the next song to start instantly after the skip occur. In this case, two commands may need to be sent over the bus in order for this change to take place. In another example, different aspects of the system may need to be controlled at the same time, such as changing both the virtual file state and the song that is being played. Again, the idea is to reduce the amount of time needed for handling state changes on the storage device 100 and the amount of time it takes to transport the command from the host 50 to the storage device 100 and back.

[0028] In yet another alternative, instead of allocating actual memory in the public memory area 130 for the virtual file 150, memory consumption can be reduced by having the public memory area 130 emulate itself to the host 50 as an extended storage area, so that a host request to the extended (emulated) storage area is handled by the controller 110 as if it were a host request to the private memory area 140 of the storage device. As a result, the virtual file 150 does not consume real memory in the public memory area 130. This allows storing large files (e.g., movies) without consuming valuable memory. Consider, for example, the situation in which the virtual file 150 is 15 MB and the public memory area 130 is 30 MB. Using the technique described above, the storage device 100 can identify itself as having a 45 MB public memory area 130, in which 30 MB are mapped to physical addresses and 15 MB are not.

[0029] While the examples discussed above relate to reading a protected file out of the storage device, in an alternate embodiment, the virtual file 150 is used to add new content in the private memory area 140, if the host 50 is authorized to do so. For example, when a user buys a song, the host application 70 can control the private memory area 140 to add new content in its free space and then use the virtual file 150 to write the new song data to the private memory area 140. In another example, a stored commercial can be updated to a new commercial. This can be achieved by linking the virtual file 150 to this
private file and then changing its content by writing to the virtual file 150. The storage device 100 can intercept the write command and channel the write operation to the correct place on the private memory area 140. This enables updating the private memory area 140 to hold updated content and purchased content in a secure way.

[0030] Additional alternatives relate to copy protection mechanisms. Because the virtual file 150 is accessible in the public memory area 130, the virtual file 150 can be easily copied by a simple copy command from any host. The following alternatives can be used to prevent copying of the virtual file 150, thereby assuring that access to protected content stored in the private memory area 140 is only given to an authenticated entity allowed to access the content. Otherwise, the host 50 can simply copy the virtual file 150 to another address range in the public memory area 130 and freely access the protected content.

[0031] One exemplary copy protection mechanism uses an encryption scheme to encrypt the protected content sent out of the storage device 100 by read operations of the virtual file 150. This can be done by using a session key that is updated each time an authentication process is applied between the host application 60 and the storage device 100 (e.g., during log in). This session key is known both to the host 50 and the storage device 100, so the storage device 100 can use the session key to encrypt the protected content, and the host 50 can use the session key to decrypt the protected content. The use of the session key in this way creates a secure channel between the storage device 100 and the host application 60.

[0032] Another exemplary copy protection mechanism uses a counter in the storage device 100 to count sectors that have been read by the host 50. When the counter reaches zero, the storage device 100 can start sending buffers of silent audio. The host 50, after proper authentication, can instruct the storage device 100, over playback time, to increase the counter. This operation of setting the counter can be done during the reading of the file (e.g., during playback of a song). In case an attempt to copy the file is made, the storage device 100 can detect the attempt and start returning invalid data to the host 50. This prevents copying of the song because a hacker can only retrieve a certain amount of the song (e.g., 1 MB of audio of a 5 MB song) without the counter being increased.

[0033] In yet another exemplary copy protection mechanism, a data rate control ("DRC") is enforced by the storage device 100 after examining a pattern of read
operations from the host 50 to the virtual file 150. If these read operations do not occur as expected (e.g., the storage device 100 detects that copying of the virtual file 150 is taking place due to fast and rapid file access), the storage device 100 can return invalid data or fail the read process. In this way, the storage device 100 enforces data rate control on the protected file read from the storage device 100. The host 50 may be able to configure the storage device DRC mechanism to fit the specific traits of the current host 50 after having proper authentication to the storage device 100.

[0034] A “sliding window” can also be used as an exemplary copy protection scheme. With this mechanism, the storage device 100 allows the host 50 to read real data only within a specific LBA range. Accessing data outside this LBA range returns buffers of silent audio. The host 50 can reconfigure the allowed range, after proper authentication. Since the allowed range moves, it is referred to here as a “sliding window.” The concept of the counter discussed above can be used as a sliding window (e.g., copy from 1 to 500 for now), or playback of data can be allowed from only a specific location inside the virtual file 150.

[0035] In yet another embodiment, the virtual file 150 can be used for playback from native media players. This can be done by using a relatively large virtual file for each playlist of content. This virtual file can be concatenate on-the-fly song-after-song. The storage device 100 can also provide an ID3 tag for each channel of content to be displayed in the host native player. In this way, the storage device 100 can be used on each host (e.g., handset) or operating system that is available. This solution can be enhanced by allowing the storage device a way to sense attempts to skip a song (e.g., by detecting when the user tries to fast-forward / rewind / drag the progress bar).

[0036] **Exemplary Storage Device**

[0037] As noted above, the storage device of these embodiments can be implemented in any suitable manner. The following paragraphs and referenced drawings describe one exemplary implementation. It should be understood that this implementation is merely an example and that details shown and described herein should not be read into the claims unless explicitly recited therein.

[0038] Returning to the drawings, Figures 3A and 3B are block diagrams of a storage device 300 and host 350 of an embodiment. Starting first with Figure 3B, the storage
device 300 comprises a controller 310 and a memory 320. The controller 310 comprises
a memory interface 311 for interfacing with the memory 320 and a host interface 312 for
interfacing with the host 350. The controller 310 also comprises a central processing unit
(CPU) 313, a crypto-engine 314 operative to provide encryption and/or decryption
operations, read access memory (RAM) 315, read only memory (ROM) 316 which stores
firmware (logic) for the basic operations of the storage device 300, and a non-volatile
memory (NVM) 317 which stores a device-specific key used for encryption/decryption
operations. It should be noted that the storage device-specific key can be stored in other
memory areas within the storage device. The components shown in Figure 3B can be
implemented in any suitable manner.

[0039] In this embodiment, the memory 320 comprises a public partition 325 that is
managed by a file system on the host 350 and a hidden protected system area 335 that is
internally managed by the controller 310. The hidden protected system area 335 stores
content encryption keys (CEKs) 340, content, a database, and a caplet 342, as discussed
above. The hidden protected system area 335 is “hidden” because it is internally
managed by the controller 310 (and not by the host controller 360) and is “protected”
because objects stored in that area 335 are encrypted with the unique key stored in the
non-volatile memory 317 of the controller 310. (The storage device hardware unique key
can be stored in the non-volatile memory 317 of the controller 310 or other areas within
the storage device 300.) Accordingly, to access objects stored in that area 335, the
controller 310 would use the crypto-engine 314 and the key stored in the non-volatile
memory 317 to decrypt the encrypted objects. Preferably, the storage device 300 takes
the form of a secure product from the family of products built on the TrustedFlash™
platform by SanDisk Corporation. The public partition 325 contains the virtual file 330.

[0040] Turning now to the host 350 in Figure 3A, the host 350 comprises a controller
360 that has a storage device interface 361 for interfacing with the storage device 300.
The controller 360 also comprises a central processing unit (CPU) 363, a crypto-engine
364 operative to provide encryption and/or decryption operations, read access memory
(RAM) 365, and read only memory (ROM) 366. It should be noted that each component
in box 360 can be implemented as separate chips in the overall host system. The host 350
also comprises an application 370 comprising a content engine 371, a file system API 372, a content decoder API 373, and host certificates 374.

[0041] The storage device 300 and the host 350 communicate with each other via the storage device interface 361 and the host interface 312. For operations that involve the secure transfer of data, it is preferred that the crypto-engines 314, 364 in the storage device 300 and host 350 be used to mutually authenticate each other and provide a key exchange. The mutual authentication process calls for the host 350 and storage device 300 to exchange unique certification IDs. After mutual authentication is complete, it is preferred that a session key be used to establish a secure channel for communication between the storage device 350 and host 300.

[0042] **Embodiments Related to Bypassing the Host Device’s Cache**

[0043] Returning to the drawings, Figure 4 is a block diagram of a host device 400 and storage device 410 of an embodiment. The host device 400 comprises an interface 420 configured to communicate with the storage device 410, a host application 430 (e.g., a media player), and a cache 440. The storage device 410 (e.g., an SD card) comprises an interface (not shown), a private memory area 450 storing content, a public memory area 460 storing a virtual file 470 associated with content stored in the private memory area 450, and a caplet 480. As discussed above, the virtual file 470 in the public memory area 460 provides access to secured content stored on the private memory array 450, and the caplet 480 enforces a set of predefined rules for accessing the secure data and streaming it out to the host device 400.

[0044] A problem can occur, however, when the host application 430 uses the cache 440 to attempt to improve performance when reading a file from the storage device 410. Specifically, if the host application 430 previously read the virtual file 470, the retrieved content would be stored in the host device’s cache 440. When the host application 430 attempts to read the virtual file 470 again, instead of accessing the virtual file 470 on the storage device 410, the host application 430 will simply access the data stored in the cache 440, as the host application 430 assumes that the data is static. However, since a subsequent attempt to read the virtual file 470 should likely result in different content being read from the storage device 410, the use of the cache 440 in this situation will likely result in invalid or incorrect data being returned to the host application 430. For
example, if the virtual file 470 were used to access multiple songs stored in the private memory area 450, the host application 430 would play the same song each time the virtual file is read, instead of playing different songs as desired.

[0045] The host device 500 shown in Figure 5 can be used to overcome this problem by preventing a file from being cached by the host device 500, thereby ensuring that data read from the virtual file is valid. Like the host device 400 in Figure 4, the host device 500 in Figure 5 also comprises an interface 520, a host application 530, and a cache 540. Likewise, the storage device 510 in this embodiment comprises a private memory area 550 storing content, a public memory area 560 storing a virtual file 570 associated with content stored in the private memory area 550, and a caplet 580. However, in this embodiment, the host device 500 also comprises a server 590. Although any type of server can be used, in this embodiment, the server 590 takes the form of a hypertext transfer protocol (HTTP) server. The server 590, which, in this embodiment, is integrated with the host application 530 and is executed on the host device 500, is responsible for managing the virtual file(s) stored on the storage device 500. In this embodiment, the server 590 runs as a thread on the host device 500 as an integral part of the host application 530 and is terminated when the host application 530 closes.

[0046] In general, the server 590 receives a request for the virtual file 570 from the host application 530, sends a request to the storage device 510 for the virtual file 570, receives the content associated with the virtual file 570 from the private memory area 550 of the storage device 510, generates a response to the request from the host application 530 that includes the content, and sends the response to the host application 530, while bypassing the cache 540. Because this server-client interaction bypasses the cache 540, this embodiment avoids the situation of incorrect content being read from the cache 540.

[0047] In a particular implementation using an HTTP server 590, for each virtual file stored in the public memory area 560 of the storage device 510, the HTTP server 590 hosts a specific URL (for example: http://localhost:8000/vfile.mp3). The file path in the URL is purely symbolic, and the server 590 holds a mapping from the file specified by the URL to a specific virtual file located on the public memory area 560 of the storage device 510. Accordingly, when the HTTP server 590 receives a URL of the virtual file from the host application 530, it translates the received URL to an address of the virtual file 570 in
the public memory area 560 of the storage device 510. An access to a remote file on the server (an "HTTP Get" request) is equivalent to a read request for the virtual file 570 on the storage device 510.

[0048] Since the host device 500 knows that a requested remote file is stored remotely on the HTTP server 590 and not locally in the host device 500, the host device 500 does not cache the file's data. Accordingly, each access to the file requires reading the file's data from the HTTP server 590 by sending an "HTTP Get" request and parsing the HTTP response. This ensures that the storage device 510 must be accessed in order to read the data associated with the virtual file 570. The following is one exemplary flow, although any suitable process flow can be used. First, the host application 530 starts, and a dedicated thread is opened, which act as the HTTP server 590. The HTTP server thread creates a server socket and waits for incoming HTTP requests. When the host application 530 tries to read the content of the virtual file 570, it sends an "HTTP Get" request to the HTTP server 590, specifying the URL of the virtual file 570. The "HTTP Get" request is received by the HTTP server 590. Optionally, the HTTP server 590 can validate the process that sent the request by checking its process or user identifiers or some other type of identifier. For example, the HTTP server 590 can store a table or tree of process or user identifiers that have access permission to read the content of the virtual file 570. If the process or user identifiers do not have access permission to read the content of the virtual file 570 (e.g., because the process or user identifiers are not listed in the table or tree), the HTTP server 590 can return an error response. However, if the process or user identifiers are listed in the table or tree, there is access permission to read the content of the virtual file, and the HTTP 590 then logs-in to a dedicated access control record (here, the caplet 580) on the storage device 510 in order to open the virtual file 570 for reading. (In one preferred embodiment, the access control record is of the type used in a TrustedFlash™ storage device from SanDisk Corporation, although other types of access control records can be used.) Preferably, the access control record must be logged in to in order to receive the true content of the virtual file 570. In the case where the access control record is not logged in to while reading the content of the virtual file 570, invalid data is preferably returned.

[0049] In order to log-in to the access control record, the host device 500 authenticates to the storage device 510. In one embodiment, the authentication process comprises three
phases: a public key verification phase, a private key verification phase, and a session key agreement phase. During the public key verification phase, the host device 500 sends the storage device 510 its certificate chain, so that the storage device 510 can verify the genuineness of the certificate and of the public key using a root certificate authority public key located in a root certificate. If the public key verification phase is successful, the private key verification phase is performed. During the private key verification phase, the storage device 510 generates a random number and sends it as a challenge to the host device 500. The host device 500 signs the storage device’s random number using the private key of the storage device 510 and sends the signed random number as the response to the challenge. The response is decrypted using the storage device’s public key and compared with the random number. If the decrypted response matches the random number, then the challenge response is successful. The same process occurs with respect to the storage device 510 if mutual authenticate is performed.

[0050] If the private key verification phase is successful, the session key agreement phase is performed. During the session key agreement phase, the random number is encrypted using the host device’s public key. This random number is then the session key. The host device 500 can obtain the session key by using its private key to decrypt the encrypted number from the storage device 510. The same process occurs on the host device 500 side. With the session key, secure communication between the host device 500 and the storage device 510 can be initiated.

[0051] After the host device 500 has logged-in to the access control record on the storage device 510, the storage device 510 can determine if the host device 500 has permission to access the true content of the virtual file from the private memory area 550. In one embodiment, the access control record contains a permissions control record that indicates what rights (e.g., read only, write only, read and write access, etc.) are granted to an entity who successfully logs-in to the access control record. Accordingly, after the host device 500 logs-in to the access control record, the storage device 510 can use the permissions control record to determine if the host device 500 has permission to access the true content of the virtual file. If the host device 500 has permission, the true content is returned to the host device 500. Otherwise, either no data or invalid data is returned.
As can be seen from the above discussion, two "permissions checks" can be performed before the true content of the virtual file is returned to the host application 530. First, the HTTP server 590 can determine whether the host application 530 has permission to read the content of the virtual file 570 by verifying the process or user identifiers of the host application 530. Second, after the host device 500 has logged-in to the access control record on the storage device 510, the storage device 510 can determine whether the permissions control record of the access control record indicates that the host device 500 has permission to access the content of the virtual file 570. While one or both of these permission checks may be preferred for security reasons, it should be noted that the use of these permission checks is optional.

In order to bypass the host device's cache 540, the HTTP server 590 can send an instruction to the host device's operating system to bypass the cache 540. In one embodiment, this instruction comprises an O_DIRECT flag, which is a special flag that indicates that each read operation from the file will bypass the host device's cache 540 and will be directed to the storage device 510. Because of this instruction, when the host device 500 receives a response from the storage device 510 to the HTTP server's request for the content associated with the virtual file, the operating system will send the response from the storage device to the HTTP server 590 without storing it in the cache 540. After the HTTP server 590 opens the virtual file 570 by using the O_DIRECT flag and reads the content of the virtual file 570, the HTTP server 590 generates an HTTP response, which includes the data from the private memory area 550 that is associated with the virtual file 570. The host application 530 then receives the response from the HTTP server 590 and parses the data of the virtual file 570. With this method, data read from the virtual file 570 will be the actual data of the file being stored on the storage device 510 instead of possibility incorrect data stored in the cache 540. This provides a simple and easy mechanism for bypassing the host caching mechanism and reading the data from the virtual file 570 while still monitoring access to the file 570.

There are several alternatives that can be used with these embodiments. For example, instead of using a server and command to bypass the host device's cache, the host can be programmed to read a large amount of data (i.e., larger than the data stored in the cache) when an attempt is made to read the virtual file. Because the read request is for more data than is stored in the cache, such a read request effectively invalidates the host
cache and forces the host to acquire the data of the virtual file directly from the storage device. As another alternative, the above embodiments can be modified to directly work with existing commands (such as those used with TrustedFlash™ storage devices), so that the use of virtual file can be avoided. In this alternative, the HTTP server can get secured content from the private memory area of the storage device by creating a secured session with the storage device, creating a stream to the hidden partition, using read stream operations to extract encrypted content from the private memory area of the storage device, and decrypting the encrypted content.

[0055] While some of the above embodiments used a server in the host device to bypass the host device's cache, it should be noted that, more generally, the server in the host device can be used to bypass the dependency of playback on a specific file system call sequence on operating systems that do not allow user applications to include their own inputs into the playback engine. Specifically, the server can resolve an arbitrary universal resource identifier (URI) received from a host application into content that is otherwise unavailable to the host application. The server can then stream the content received from the storage device to the host application's playback engine, which may be operative only to perform network streaming and direct file access. (The data can be encoded (e.g., encrypted), in which case the server can transform (e.g., decrypt) that data during the streaming process.) In operation, a server (e.g., an HTTP server) receives a location of data (e.g., a URI) that is not directly accessible to the host application and then translates the locations into a translated location. The server then retrieves the data from the storage device (e.g., from a private partition in the storage device) using the translated address, and then provides the data to the host application.

[0056] Additionally, although not an exhaustive list, the following features can implemented in the server in any of the above embodiments:

1. Port randomization. The port that the server listens on can be random and change every time the stream changes, for example.
2. Calling process or user identifiers check. The socket connection process identifier (PID) can be checked to insure that it (a) comes from the media server process and (b) has a user identifier (UID) that cannot come from an installable application.
3. Buffer progress matching. During playback, a buffer can be matched against the
requests made from the HTTP server, wherein requests are not served if the buffer is full.

4. Uniform Resource Identifier (URI) randomization. The actual URI sent to the server in a request can be different at different times. In one embodiment, only the player application (or invoker of the server) and the actual playback engine has knowledge of the URI, and any other URI is considered an attack attempt. Also, the URIs can be derived using a pseudorandom one-time-password (OTP) algorithm, and a request made with the wrong URI can leave an open socket. Additionally, the URI can include a token that is negotiated using a challenge/response algorithm between the server and the calling application.

[0057] With regard to URI randomization, when the protected media content is to be streamed from an HTTP server, a host application can use a URI to identify the path to the content of interest and pass the URI to the underlying media player subsystems. As noted above, the URI, which identifies the server path and media file of interest, can be randomized and temporary. Preferably, the randomization of the URI is unique; ideally, never generated twice within the same host (e.g., handset). The URI is also preferably temporary and expires within some time frame (e.g., 30 seconds) of being issued. Once a URI has been accessed by a valid player, the HTTP server preferably shall not accept any other accesses to the URI.

[0058] An exemplary URI format can be as follows: video/hash/timestamp/mediaFileName, where (i) "video" is a constant string indicating access to video content, (ii) "hash" is a hash, such as, for example, MD5.hash(token + mediaFileName + timestamp), where token is unique per media file on the storage device, (iii) "timestamp" is a timestamp given as a hex string (e.g., the number of seconds since January 1, 1970, 00:00:00 in hexadecimal notation), and (iv) "mediaFileName" is the name of the content file (e.g., a video file). Preferably, a randomized temporary URI is passed from the server via a native application interface (API).

[0059] In another alternative, a server (e.g., an HTTP server) in the host can be configured to transform (e.g., decode or decrypt) encoded (e.g., encrypted) files retrieved from the storage device (e.g., from the public partition of the storage device) and to return transformed data to a host application (e.g., in response to the "HTTP Get" request). This
enables a host application (e.g., a media player) to play encoded files stored on the public partition of the storage device. Accordingly, unlike the embodiments discussed above of reading the content of a virtual file stored in the public partition of the storage device or sending specialized commands to extract content from a private partition of the storage device, the server in this alternative transforms dedicated files stored on the public partition of the storage device.

[0060] Another alternative relates to improving the security feature of the server. The permissions of executing commands in some operating systems are divided into two groups: normal user permissions and super user permissions (also known as “admin” or “root” permissions). A hacker may be able to modify an operating system to allow the hacker to have root permissions and then install the modified operating system in a host device. Once installed, the hacker, although a normal user, will have the permissions of a super user and can use those permissions to get unauthorized access to the data stored in the private memory area of the storage device. To prevent this from happening, the server can be configured to perform a “root check.” Specifically, the server can be configured to determine if a request from the host application is associated with a normal user permission or a super user permission (e.g., by determining if the request from the host application has “super user permissions” enabled) and further configured to send the response to the host application only if it determines that the request is associated with the normal user permission. This will prevent the server from responding to the host application’s request when the host device is “rooted.” If the host device is not “rooted,” the server can behave normally and send a response with the decrypted content file’s (e.g., mp3 file’s) data.

[0061] Any suitable method can be used to determine if the request is associated with a normal user permission or a super user permission. For example, in host devices running the Android operating system, determination of super user privileges can be done by analyzing the “ro.secure” system property. If the “ro.secure” system property is set to 0, processes may obtain super user privileges. In Linux-based operating systems, a designation of special user 0 indicates super user privileges. Also, a process may determine its user ID using system functions. For example, a process may attempt to set its effective user ID to 0 using the seteuid() or setuid() functions. If it succeeds in setting
its user ID to 0, the process has super user privileges. Super user privileges may be assigned to processes other than the calling process, which should not have super user privileges. For example, in Linux-based operating systems, the proc file system (/proc) may include information about all of the active processes, including their user IDs. This can be compared against known and correct user accounts for each process in order to determine if the calling process or any dependencies have privileges beyond what they should have.

[0062] **Conclusion**

[0063] It is intended that the foregoing detailed description be understood as an illustration of selected forms that the invention can take and not as a definition of the invention. It is only the following claims, including all equivalents, that are intended to define the scope of the claimed invention. Finally, it should be noted that any aspect of any of the preferred embodiments described herein can be used alone or in combination with one another.
What is claimed is:

1. A host device comprising:
   an interface configured to communicate with a storage device having a public
   memory area and a private memory area, wherein the public memory area stores a virtual
   file that is associated with content stored in the private memory area;
   a cache;
   a host application in communication with the cache; and
   a server in communication with the host application and the interface, wherein the
   server is configured to:
      receive a request for the virtual file from the host application,
      send a request to the storage device for the virtual file,
      receive the content associated with the virtual file from the private
      memory area of the storage device, wherein the content is received by bypassing
      the cache,
      generate a response to the request from the host application, the response
      including the content, and
      send the response to the host application.

2. The host device of Claim 1 further comprising an operating system, and wherein
   the server is further configured to send an instruction to the operating system to cause the
   operating system to bypass the cache when a response to the request for the virtual file is
   received from the storage device.

3. The host device of Claim 2, wherein the instruction to bypass the cache comprises
   an O_DIRECT flag.

4. The host device of Claim 1, wherein the server comprises a hypertext transfer
   protocol (HTTP) server.
5. The host device of Claim 4, wherein the request received by the HTTP server comprises an HTTP Get request.

6. The host device of Claim 4, wherein the HTTP server is further configured to:
   receive a universal resource locator (URL) of the virtual file from the host application; and
   translate the URL received from the host application to an address of the virtual file in the public memory area of the storage device.

7. The host device of Claim 1, wherein the server is further configured to determine if the host application has permission to access the content.

8. The host device of Claim 7, wherein the server is further configured to determine if the host application has permission based on an identifier received from the host application.

9. The host device of Claim 1, wherein the server is further configured to log-in to an access control record on the storage device in order to open the virtual file.

10. The host device of Claim 9, wherein the access control record contains a permissions control record, and wherein the server receives the content associated with the virtual file from the private area of the storage device only if the permissions control record indicates that the host device has permission to receive the content.

11. The host device of Claim 1, wherein the server is further configured to create a secured session with the storage device, create a stream to the private memory area, use read stream operations to extract encrypted content from the private memory area of the storage device, and decrypting the encrypted content.

12. The host device of Claim 1, wherein the server is further configured to:
determine if the request from the host application is associated with a normal user permission or a super user permission; and

send the response to the host application only if it is determined that the request is associated with the normal user permission.

13. The host device of Claim 12, wherein the server is further configured to determine if the request from the host application is associated with the normal user or the super user permission by analyzing a “ro.secure” system property.

14. The host device of Claim 12, wherein the server is further configured to determine if the request from the host application is associated with the normal user or the super user permission by analyzing a user identifier.

15. A method for accessing a virtual file in a storage device by bypassing a cache in a host device, the method comprising:

performing the following in a server in host device, wherein the host device is in communication with a storage device having a public memory area and a private memory area, and wherein the public memory area stores a virtual file that is associated with content stored in the private memory area:

receiving a request for the virtual file from a host application in the host device;

sending a request to the storage device for the virtual file;

receiving the content associated with the virtual file from the private memory area of the storage device, wherein the content is received by bypassing a cache in the host device;

generating a response to the request from the host application, the response including the content, and

sending the response to the host application.

16. The method of Claim 15, wherein the host device further comprises an operating system, and wherein the method further comprises sending an instruction to the operating
system to cause the operating system to bypass the cache when a response to the request for the virtual file is received from the storage device.

17. The method of Claim 16, wherein the instruction to bypass the cache comprises an O_DIRECT flag.

18. The method of Claim 15, wherein the server comprises a hypertext transfer protocol (HTTP) server.

19. The method of Claim 18, wherein the request received by the HTTP server comprises an HTTP Get request.

20. The method of Claim 18 further comprising:
    receiving a universal resource locator (URL) of the virtual file from the host application; and
    translating the URL received from the host application to an address of the virtual file in the public memory area of the storage device.

21. The method of Claim 15 further comprising:
    determining if the host application has permission to access the content.

22. The method of Claim 21, wherein the server determines if the host application has permission based on an identifier received from the host application.

23. The method of Claim 15 further comprising:
    logging-in to an access control record on the storage device in order to open the virtual file.

24. The method of Claim 23, wherein the access control record contains a permissions control record, and wherein the server receives the content associated with
the virtual file from the private area of the storage device only if the permissions control record indicates that the host device has permission to receive the content.

25. The method of Claim 15 further comprising:
   creating a secured session with the storage device;
   creating a stream to the private memory area;
   using read stream operations to extract encrypted content from the private memory area of the storage device; and
   decrypting the encrypted content.

26. The method of Claim 15 further comprising:
   determining if the request from the host application is associated with a normal user permission or a super user permission; and
   sending the response to the host application only if it is determined that the request is associated with the normal user permission.

27. The method of Claim 26, wherein the server is further configured to determine if the request from the host application is associated with the normal user or the super user permission by analyzing a “ro.secure” system property.

28. The method of Claim 26, wherein the server is further configured to determine if the request from the host application is associated with the normal user or the super user permission by analyzing a user identifier.

29. A host device comprising:
   an interface configured to communicate with a storage device;
   a host application; and
   a server in communication with the host application and the interface, wherein the server is configured to:
receive a request for data from the host application, the request including a
location of the data, wherein the location is not directly accessible by the host
application,

translate the location received from the host application into a translated
location,

send a request to the storage device for the data, the request including the
translated location,

receive the data from the storage device,

generate a response to the request from the host application, the response
including the data, and

send the response to the host application.

30. The host device of Claim 29, wherein the server comprises a hypertext transfer
protocol (HTTP) server.

31. The host device of Claim 30, wherein the location received from the host
application comprises a universal resource identifier (URI).

32. The host device of Claim 29, wherein the data is stored in a private memory area
of the storage device.

33. The host device of Claim 29, wherein the server is further configured to
randomize a port through which the server listens for requests.

34. The host device of Claim 29, wherein the server is further configured to verify a
process or user identifier of a process sending the request.

35. The host device of Claim 29, wherein the server is further configured to respond
to the request only if a buffer associated with the server is not full.
36. The host device of Claim 31, wherein the host application is configured to randomize the universal resource identifier (URI) of the data.

37. The host device of Claim 29, wherein the server is further configured to:

determine if the request from the host application is associated with a normal user permission or a super user permission; and

send the response to the host application only if it is determined that the request is associated with the normal user permission.

38. A method for using server in a host device to communicate with a storage device, the method comprising:

performing the following in a server in host device, wherein the host device is in communication with a storage device:

receiving a request for data from a host application in the host device, the request including a location of the data, wherein the location is not directly accessible by the host application,

translating the location received from the host application into a translated location, sending a request to the storage device for the data, the request including the translated location,

receiving the data from the storage device,

generating a response to the request from the host application, the response including the data, and

sending the response to the host application.

39. The method of Claim 38, wherein the server comprises a hypertext transfer protocol (HTTP) server.

40. The method of Claim 39, wherein the location received from the host application comprises a universal resource identifier (URI).
41. The method of Claim 38, wherein the data is stored in a private memory area of the storage device.

42. The method of Claim 38 further comprising randomizing a port through which the server listens for requests.

43. The method of Claim 38 further comprising verifying a process or user identifier of a process sending the request.

44. The method of Claim 38 further comprising responding to the request only if a buffer associated with the server is not full.

45. The method of Claim 40, wherein the host application is configured to randomize the universal resource identifier (URI) of the data.

46. The method of Claim 38 further comprising:
   determining if the request from the host application is associated with a normal user permission or a super user permission; and
   sending the response to the host application only if it is determined that the request is associated with the normal user permission.

47. A host device comprising:
   an interface configured to communicate with a storage device;
   a host application; and
   a server in communication with the host application and the interface, wherein the server is configured to:
   receive a request for data from the host application, wherein the data is encoded and not directly accessible by the host application,
   send a request to the storage device for the data,
   receive the data from the storage device,
   transform the data into a form that is accessible by the host application,
generate a response to the request from the host application, the response
including the transformed data, and
send the response to the host application.

48. The host device of Claim 47, wherein the server comprises a hypertext transfer
protocol (HTTP) server.

49. The host device of Claim 47, wherein the encoded data is encrypted, and wherein
transforming the data comprises decrypting the data.

50. The host device of Claim 47, wherein the encoded data is stored in a public
memory area of the storage device.

51. The host device of Claim 47, wherein the server is further configured to:
determine if the request from the host application is associated with a normal user
permission or a super user permission; and
send the response to the host application only if it is determined that the request is
associated with the normal user permission.

52. A method for using server in a host device to communicate with a storage device,
the method comprising:
performing the following in a server in host device, wherein the host device is in
communication with a storage device:
receiving a request for data from the host application, wherein the data is
encoded and not directly accessible by the host application,
sending a request to the storage device for the data,
receiving the data from the storage device,
transforming the data into a form that is accessible by the host application,
generating a response to the request from the host application, the
response including the transformed data, and
sending the response to the host application.
53. The method of Claim 52, wherein the server comprises a hypertext transfer protocol (HTTP) server.

54. The method of Claim 52, wherein the encoded data is encrypted, and wherein transforming the data comprises decrypting the data.

55. The method of Claim 52, wherein the encoded data is stored in a public memory area of the storage device.

56. The method of Claim 52 further comprising:
   determining if the request from the host application is associated with a normal user permission or a super user permission; and
   sending the response to the host application only if it is determined that the request is associated with the normal user permission.
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