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(57) ABSTRACT 

A technique capable of constructing a disaster recovery sys 
tem reduced in performance degradation of a primary system 
is provided. The technique includes a step of conducting 
synchronous writing of log information into a secondary stor 
age Subsystem in a secondary system when a write request 
received from a host computer is a write request of log infor 
mation, a step of temporarily storing a write request and 
conducting asynchronous writing into the secondary storage 
Subsystem when the received write request is a write request 
of database data or status information, a step of modifying log 
information, data in a database area, and status information in 
the secondary storage Subsystem according to contents of a 
write request received from a primary storage Subsystem, and 
a step of recovering the database area according to contents of 
log information in a location indicated by the status informa 
tion. 
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FIG. 6 
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FIG. 7 
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FIG. 8 

READ COMMAND 360 
PROCESSING 

ANAYZE RECEIVED COMMAND TO 361 
FIND COMMAND AND ADDRESS TO 

BEACCESSED 

362 

-s cacher- YES 
REQUEST TRANSFER OF PERTINENT 
DATA FROMDRIVE TO CACHE, MODIFY 
ADDRESS OF TRANSFER DESTINATION, 
AND REGISTER MODIFIED ADDRESS IN 

CACHE MANAGEMENT TABLE 

STRANSFER FINISHED? o 

TRANSFER PERTINENT DATATO CHANNEL 365 

    

  



Patent Application Publication May 13, 2010 Sheet 9 of 11 US 2010/0121824 A1 

FIG. 9 
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FIG 10 
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DISASTER RECOVERY PROCESSING 
METHOD AND APPARATUS AND STORAGE 

UNIT FOR THE SAME 

CROSS-REFERENCES 

0001. This is a continuation application of U.S. Ser. No. 
10/650,842, filed Aug. 29, 2003, the entire disclosure of 
which is hereby incorporated by reference. 

BACKGROUND OF THE INVENTION 

0002 The present invention relates to a technique for 
executing processing in another information processing 
apparatus, or a program oran object that conducts its process 
ing, in response to occurrence of a failure or a predetermined 
condition, or a request. 
0003 For conventional database management systems (or 
computer systems or information processing systems), there 
is a technique of placing a plurality of replications in a plu 
rality of geographically distributed sites (computers or infor 
mation processing apparatuses) by way of precaution against 
failures, i.e., the so-called disaster recovery technique. In the 
so-called disaster recovery technique, data of a certain site are 
stored in other geographically separated sites as replications. 
In the case where a failure is caused by a disaster or the like in 
a certain site, business is recovered in another site. 
0004 For database management systems (or computer 
systems or information processing systems, where database 
management systems are taken as an example), there are 
several methods as a technique of having Such replications. 
Basically, a request is sent to a system that becomes principal 
when seen from clients, i.e., a primary system, and an infor 
mation record called log is generated in the primary system, 
and used to recover the processing and as backup. In other 
words, this log record is sent from the primary system to a 
system called secondary system, and a host computer of the 
secondary system conducts the same modification processing 
as the primary system by referring to the log record and 
thereby modifies the state of the secondary system. Such a 
technique of implementing the replication by sending a log 
record generated in the primary system to the secondary 
system is disclosed in U.S. Pat. No. 5,640,561. 
0005. In a remote copy function (see U.S. Pat. No. 5,640, 
561) in a storage apparatus used when sending a log record or 
database data generated in a primary system to a secondary 
system, conventional data transfer methods are mainly 
divided broadly into the following two kinds. 

(1) Synchronous Method 

0006. Upon a data write request from a host computer in a 
certain site (herein referred to as main site), a storage appa 
ratus in the main site transfers pertinent data to a storage 
apparatus in another site (herein referred to as remote site). 
After arrival of a receipt report of pertinent data from the 
storage apparatus in the remote site, the storage apparatus in 
the main site reports writing completion to a host computer in 
the main site. 

0007. There is a merit that it is assured that data have 
arrived at the remote site when writing has been completed in 
the main site. On the other hand, there is a drawback that an 
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increase in distance between sites or line delay increases the 
write response time in the main site and causes performance 
degradation. 

(2) Asynchronous Method 
0008. When a data write request from a host computer in a 
main site has arrived, a storage apparatus in the main site 
reports writing completion to the host computer in the main 
site without waiting for completion of pertinent data transfer 
to a remote site. 
0009. As compared with the synchronous method, the 
possibility of performance degradation in the main site is 
reduced. In the case where a failure has occurred in the main 
site, there is a possibility that recent data are lost in the remote 
site and transactions are lost. 
0010. There are methods in which it is assured that the 
sequentiality of data writing in the main site coincides with 
that in the remote site as disclosed in U.S. Pat. No. 5,640,561, 
and methods in which it is not assured. For avoiding that the 
state in the middle of a transaction remains and consistency of 
a database cannot be assured, it is necessary to assure the 
sequentiality of data writing. The sequentiality assurance can 
be configured so as to be effective for a set of a plurality of 
disks. A technique for assuring the sequentiality for a set of a 
disk for log (journal) and a disk for DB is disclosed in U.S. 
Pat. No. 5,640,561. 
0011. In general, a database management system (DBMS) 
has a DB disk for storing data itself and a log disk for storing 
DB modification history information in a time series form. If 
a server in the main site (which is a computer or an informa 
tion processing apparatus in the main site) is shut down, data 
on the DB disk assumes an incomplete modification state in 
some cases. At the time of restart of the DBMS, however, a 
consistent state is recovered on the basis of the DB modifica 
tion history information on the log disk. (Such a technique is 
disclosed in Jim Gray and Andreas Reuter, “TRANSAC 
TION PROCESSING: Concepts and Techniques.” published 
by Morgan Kaufmann Publishers, which is hereafter referred 
to as reference paper 1) In other words, at the time of server 
shut down, modification data of completed transactions are 
forced to the DB disk (rollforward), and modification data of 
transactions that have been incomplete at the time of server 
down are invalidated (rollback). 
0012. As a transfer method in the disaster recovery sys 
tem, the following methods are known. 

(a) Log Synchronous and DB Synchronous Method 
0013 The log and DB are transferred synchronously to the 
remote site. The same states of the log and DB as those in the 
main site are always present in the remote site. When a failure 
has occurred, recovery processing in the same situation as the 
restart in the main site can be implemented. In other words, 
modification contents of transactions that have been com 
pleted in the main site are not lost in the remote site. Since the 
log and DB are transferred synchronously, however, the per 
formance in the main site is degraded as compared with the 
case where such a configuration is not adopted. 

(b) Log Asynchronous and DB Asynchronous Method 
0014. The log and DB are transferred asynchronously to 
the remote site. In addition, the modification sequentiality in 
the remote site is guaranteed. Since the modification in the 
remote side is delayed, states of the log and DB assumed in 
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the main site the delay time before are present in the remote 
site. By making the modification sequentiality of the log and 
DB assured, the consistent DB state assumed in the main site 
the delay time before can be recovered. Although the perfor 
mance degradation in the main site is slight, modification 
contents of transactions that have been completed in the main 
site are sometimes lost in the remote site. 

SUMMARY OF THE INVENTION 

0015. If in the conventional database management system 
(or computer system or information processing system, 
where a database management system is taken as an example) 
the log and DB (where a database is taken as an example, but 
data stored to be used for processing may also be used) are 
transferred to the remote site in synchronism with the main 
site, the possibility that modification contents of transactions 
that have been completed in the main site are lost in the 
remote site is low. Since the log and DB are transferred 
synchronously, there is a problem that the performance in the 
main site is degraded as compared with the case where such a 
configuration is not adopted. 
0016. If in the conventional database management system 
the log and DB are transferred to the remote site asynchro 
nously, then the performance degradation in the main site is 
slight, but there is a problem that modification contents of 
transactions that have been completed in the main site are 
Sometimes lost in the remote site. 
0017. A first object of the present invention is to provide a 
technique in which the possibility that modification contents 
of transactions that have been completed in a main site are lost 
in a remote site is low, when executing processing in another 
information processing apparatus, or a program or an object 
that conducts its processing, in response to occurrence of a 
failure or a predetermined condition, or a request. 
0018. A second object of the present invention is to pro 
vide a technique in which the possibility that modification 
contents of transactions that have been completed in a pri 
mary system are lost in a secondary system is low. 
0019. A third object of the present invention is to provide 
a technique in which the performance degradation in the 
primary system can be reduced. 
0020. In a first program for storing processing data to be 
Subject to processing using the first program and log infor 
mation for recovering the processing in first storage means, 
and a second program for storing processing data to be subject 
to processing and log information for recovering the process 
ing in second storage means, an information processing 
recovery method for recovering the processing using the first 
program, by executing the processing using the second pro 
gram when a failure has occurred in the processing using the 
first program is first means. In the information processing 
recovery method, the following processing is executed. 
0021. In response to an input write request of the log 
information, the processing data, and status information indi 
cating a storage location of the log information, the log infor 
mation, the processing data, and the status information are 
stored in the first storage means. When the log information 
has been stored in the second storage means, a response to the 
write request is sent to the second storage means. When a 
predetermined condition is satisfied, the processing data and 
the status information are stored in the second storage means. 
0022. In a system in which switching to a second database 
processing system is conducted whena failure has occurred in 
a first database processing system and database processing is 
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continued, second means executes the following processing. 
In response to a write request to the second database process 
ing system, log information is modified by Synchronous writ 
ing, and database data and status information are modified by 
asynchronous writing. 
0023. In a disaster recovery system in which switching to 
a secondary database processing system is conducted when a 
failure has occurred in a primary database processing system 
and database processing is continued, third means modifies 
log information by synchronous writing and modifies data 
base data and status information by asynchronous writing, at 
the time of write request to the secondary system. 
0024. In a disaster recovery system according to the 
present invention, a host computer includes a database buffer 
for temporarily holding contents of a database area in a stor 
age Subsystem, and a log buffer for temporarily holding con 
tents of modification processing for the database buffer. Con 
tents of the database buffer are modified with the advance of 
execution of database processing in the host computer. When 
it has become necessary to force the modification contents to 
the database area in the storage Subsystem, a write request of 
log information indicating contents of modification process 
ing conducted on the database buffer, database data modified 
in the database buffer, or status information indicating a loca 
tion of log information at the time of checkpoint is transmitted 
from the primary host computer in the primary system to the 
primary storage Subsystem in the primary system. 
0025. The primary storage subsystem receives the write 
request from the host computer. According to contents of the 
received write request, modification of log information, data 
in the database area, and status information in the primary 
storage Subsystem is conducted. The primary storage Sub 
system is previously configured so that a log information disk 
may be subject to synchronous remote copy and a database 
data disk and a status information disk may be subject to 
asynchronous remote copy that guarantees a modification 
sequentiality over both disks. 
0026. According to this configuration, the primary storage 
Subsystem writes a write request for a log information disk 
into a secondary storage device in the secondary system by 
using a synchronous method, and writes a write request for a 
database area data disk and status information disk into the 
secondary storage device in the secondary system by using an 
asynchronous method. 
0027. The secondary storage subsystem receives a write 
request of the log information, database data, or status infor 
mation from the primary storage Subsystem. According to 
contents of the received write request, log information, data 
base area data and status information in the secondary storage 
subsystem are modified (see U.S. Pat. No. 5,640,561). 
0028. If thereafter a failure occurs in the primary database 
processing system and database processing is started in the 
secondary database processing system, then log information 
is read out from a location indicated by the status information, 
and data in the database area in the secondary storage Sub 
system is modified according to contents of the log informa 
tion thus read out. As a result, the database area in the sec 
ondary storage subsystem is restored to the consistent state of 
the database area immediately before the failure occurrence. 
0029. In business processing having a high DB modifica 
tion ratio, the I/O load on the DB disk becomes high as 
compared with the log disk. On the other hand, transactions to 
be recovered in the secondary system depend on the informa 
tion on the log disk. Therefore, it becomes possible to prevent 
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modification contents of transactions completed in the pri 
mary system from being lost by conducting synchronous 
copy on the information on the log disk, and it becomes 
possible to construct a disaster recovery system reduced in 
performance degradation in the primary system by conduct 
ing asynchronous copy on the information on the DB disk. 
0030. According to the disaster recovery system of the 
present embodiment, log information is modified by synchro 
nous writing and database data and status information are 
modified by asynchronous writing, when writing to the sec 
ondary system is requested, as heretofore described. There 
fore, the contents of modification intransactions completed in 
the primary system are prevented from being lost in the sec 
ondary system. It is possible to construct a disaster recovery 
system reduced in performance degradation in the primary 
system. 
0031. Other objects, features and advantages of the inven 
tion will become apparent from the following description of 
the embodiments of the invention taken in conjunction with 
the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0032 FIG. 1 is a diagram showing a system configuration 
of a disaster recovery system in the present embodiment; 
0033 FIG. 2 is a diagram showing an outline of synchro 
nous remote copy processing in a log block 262a in the 
present embodiment; 
0034 FIG.3 is a diagram showing an outline of asynchro 
nous remote copy processing of DB blocks and status infor 
mation in the present embodiment; 
0035 FIG. 4 is a diagram showing configuration informa 
tion of a DB-disk mapping table 15: 
0036 FIG. 5 is a diagram showing an example of a pri 
mary/secondary remote copy management table; 
0037 FIG. 6 is a flow chart showing a processing proce 
dure of checkpoint acquisition processing in the present 
embodiment; 
0038 FIG. 7 is a flow chart showing a processing proce 
dure conducted upon receiving a write command in the 
present embodiment; 
0039 FIG. 8 is a flow chart showing a processing proce 
dure conducted upon receiving a read command in the present 
embodiment; 
0040 FIG. 9 is a flow chart showing a processing proce 
dure of data reception processing in a secondary disk Sub 
system 4 in the present embodiment; 
0041 FIG. 10 is a flow chart showing a processing proce 
dure of DBMS start processing in the present embodiment; 
and 
0042 FIG. 11 is a diagram showing an outline of synchro 
nous remote copy processing conducted at the time of check 
point in the present embodiment. 

DESCRIPTION OF THE EMBODIMENTS 

0043. Hereafter, a system of an embodiment in which 
upon a write request to a secondary system log information is 
updated by Synchronous writing and database data and status 
information are modified by asynchronous writing will be 
described. 
0044 FIG. 1 is a diagram showing a system configuration 
of the present embodiment. As shown in FIG. 1, a primary 
host computer 1 (which may be implemented by using a 
computer, an information processing apparatus, or a program 
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oran object capable of conducting the processing) includes a 
DB access control section 111 (hardware, a program, or an 
object capable of conducting the processing), a checkpoint 
processing section 112 (hardware, a program, or an object 
capable of conducting the processing), a log management 
section 113 (hardware, a program, or an object capable of 
conducting the processing), and a DB delay write processing 
section 114 (hardware, a program, or an object capable of 
conducting the processing). 
0045. The DB access control section 111 is a processing 
section for controlling access to a primary DB disk 24 (Stor 
age means) and a primary log disk 26 (storage means) via a 
DB buffer 12 (storage means) and a log buffer 14 (storage 
means). The checkpoint processing section 112 is a process 
ing section for transmitting a write request of all DB blocks 
modified in the DB buffer 12, and status information indicat 
ing a log disk of a latest log record at that time point and its 
location, from the primary host computer 1 to a primary disk 
Subsystem 2, when it has become necessary to force contents 
in the DB buffer 12 in the primary host computer 1 to a storage 
device in the primary disk Subsystem 2, which is a disk 
Subsystem in a primary system. 
0046. As disclosed in the reference paper 1, some trans 
actions are not complete at the time of a checkpoint. Besides 
the location of the latest log record, therefore, the status 
information indicates in Some cases the locations of the oldest 
log records relating to the uncompleted transactions. Modi 
fication of the status information on a disk is delayed in some 
cases. In either case, the status information may be used as 
information indicating the location of the log where reference 
is to be started when the database management system 
reStartS. 

0047. The log management section 113 is a processing 
section for transmitting a write request of a log block 262a, 
which is log information indicating contents of database pro 
cessing that has been conducted on the DB buffer 12, from the 
primary host computer 1 to a primary disk Subsystem 2. The 
DB delay write processing section 114 is a processing section 
for transmitting a write request of database data on the DB 
buffer 12 from the primary host computer 1 to the primary 
disk Subsystem 2. 
0048. A program for making the primary host computer 1 
function as the DB access control section 111, the checkpoint 
processing section 112, the log management section 113 and 
the DB delay write processing section 114 is recorded on a 
recording medium Such as a CD-ROM, stored on a magnetic 
disk or the like, and thereafter loaded into a memory, and 
executed. The recording medium for recording the program 
thereon may also be another recording medium other than the 
CD-ROM. The program may be installed in the information 
processing apparatus from the recording medium and used, or 
the recording medium may be accessed through a network to 
use the program. 
0049. The primary disk subsystem 2 (which may be imple 
mented by using a storage unit, a disk system, a computer, an 
information processing apparatus, or a program or an object 
capable of conducting the processing) includes a disk control 
processing section 21 (hardware, a program, or an object 
capable of conducting the processing), a command process 
ing section 211 (hardware, a program, oran object capable of 
conducting the processing), a primary remote copy process 
ing section 212 (hardware, a program, oran object capable of 
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conducting the processing), and a disk access control section 
23 (hardware, a program, or an object capable of conducting 
the processing). 
0050. The disk control processing section 21 is a control 
processing section for controlling operation of the whole 
primary disk Subsystem apparatus. The command processing 
section 211 is a processing section for receiving a write 
request of a DB block 242a, the status information or a log 
block 262a from the primary host computer 1, and modifying 
contents of the primary DB disk 24, a primary status disk 25, 
the primary log disk 26, or a cache memory 22 (Storage 
means) for storing their contents, included in the primary disk 
Subsystem, according to contents of the received write 
request. 
0051. The primary remote copy processing section 212 is 
a processing section for referring to the primary remote copy 
management table and conducting synchronous or asynchro 
nous remote copying according to configuration information 
in the primary remote copy management table. If in the case 
of the present embodiment the received write request is a 
write request of the log block 262a, then the primary remote 
copy processing section 212 conducts synchronous write pro 
cessing of the log block 262 into a secondary disk Subsystem 
4, which is a disk Subsystem of a secondary system (which 
may be implemented by using a computer, an information 
processing apparatus, or a program or an object capable of 
conducting the processing). If the received write request is a 
write request of the log block 242a or status information, then 
the primary remote copy processing section 212 temporarily 
stores the write request and conducts asynchronous write 
processing into the secondary disk Subsystem 4. The disk 
access control section 23 is a processing section for control 
ling access to respective magnetic disk devices placed under 
the primary disk Subsystem 2. 
0052 A program for making the primary disk subsystem 2 
function as the disk control processing section 21, the com 
mand processing section 211, the primary remote copy pro 
cessing section 212 and the disk access control section 23 is 
recorded on a recording medium Such as a floppy disk, and 
executed. The recording medium for recording the program 
thereon may also be another recording medium other than the 
floppy disk. The program may be installed in the information 
processing apparatus from the recording medium and used, or 
the recording medium may be accessed through a network to 
use the program. 
0053 A secondary host computer 3 (which may be imple 
mented by using a computer, an information processing appa 
ratus, or a program or an object capable of conducting the 
processing) includes a DB access control section 311 (hard 
ware, a program, or an object capable of conducting the 
processing), a checkpoint processing section 312 (hardware, 
a program, or an object capable of conducting the process 
ing), a log management section 313 (hardware, a program, or 
an object capable of conducting the processing), and a DB 
delay write processing section 314 (hardware, a program, or 
an object capable of conducting the processing). 
0054 The DB access control section 311 is a processing 
section for conducting processing similar to that of the DB 
access control section 111 in the primary system, at the time 
of operation of the secondary system. The checkpoint pro 
cessing section 312 is a processing section for conducting 
processing similar to that of the checkpoint processing sec 
tion 112 in the primary system, at the time of operation of the 
secondary system. 
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0055. The log management section 313 is a processing 
section for conducting processing similar to that of the log 
management section 113 in the primary system, at the time of 
operation of the secondary system. The DB delay write pro 
cessing section 314 is a processing section for conducting 
processing similar to that of the DB delay write processing 
section 114 in the primary system, at the time of operation of 
the secondary system. 
0056. A program for making the secondary host computer 
3 function as the DB access control section 311, the check 
point processing section 312, the log management section 
313 and the DB delay write processing section 314 is 
recorded on a recording medium such as a CD-ROM, stored 
on a magnetic disk or the like, and thereafter loaded into a 
memory, and executed. The recording medium for recording 
the program thereon may also be another recording medium 
other than the CD-ROM. The program may be installed in the 
information processing apparatus from the recording medium 
and used, or the recording medium may be accessed through 
a network to use the program. 
0057. A secondary disk subsystem 4 (which may be 
implemented by using a storage unit, a disk system, a com 
puter, an information processing apparatus, or a program or 
an object capable of conducting the processing) includes a 
disk control processing section 41 (hardware, a program, or 
an object capable of conducting the processing), a command 
processing section 411 (hardware, a program, or an object 
capable of conducting the processing), a secondary remote 
copy processing section 412 (hardware, a program, or an 
object capable of conducting the processing), and a disk 
access control section 43 (hardware, a program, or an object 
capable of conducting the processing). 
0058. The disk control processing section 41 is a control 
processing section for controlling operation of the whole 
secondary disk Subsystem apparatus. When Switching from 
the primary system to the secondary system is conducted and 
database processing in the database processing system in the 
secondary system is started, the command processing section 
411 reads out a log record from a location of a log block 462a 
indicated by status information in a secondary status disk 45 
and sends out the log record to the secondary host computer 3, 
in accordance with an order issued by the secondary host 
computer 3. By modifying data on a secondary DB disk 44 in 
the secondary disk Subsystem 4 according to contents of the 
pertinent log record analyzed by the secondary host computer 
in accordance with an order issued by the secondary host 
computer 3, the disk control processing section 41 conducts 
processing of restoring the state of the secondary DB disk 44 
in the secondary disk Subsystem 4 to the state of the primary 
DB disk 24 immediately before the switching to the second 
ary system. The disk control processing section 41 conducts 
modification on the secondary DB disk 44, the secondary 
status disk 45 and a secondary log disk 46 in keeping with 
database processing after the Switching. 
0059. The secondary remote copy processing section 412 

is a processing section for receiving a write request of the DB 
block 242a, the status information or the log block 262a from 
the primary disk Subsystem 2, and conducting modification 
on the secondary DB disk 44, the secondary status disk 45 and 
the secondary log disk 46 in the secondary disk Subsystem 4, 
or on a cache memory 42 storing their contents. The disk 
access control section 43 is a processing section for control 
ling access to respective magnetic devices placed under the 
secondary disk Subsystem 2. In the case of the asynchronous 
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remote copy, modification on the pertinent cache memory 42 
or disk is conducted after confirmation of the sequentiality, as 
described in JP-A-11-85408 entitled “Storage control appa 
ratus. 
0060 A program for making the secondary disk sub 
system 4 function as the disk control processing section 41, 
the command processing section 411, the secondary remote 
copy processing section 412 and the disk access control sec 
tion 43 is recorded on a recording medium such as a floppy 
disk, and executed. The recording medium for recording the 
program thereon may also be another recording medium 
other than the floppy disk. The program may be installed in 
the information processing apparatus from the recording 
medium and used, or the recording medium may be accessed 
through a network to use the program. 
0061. In the disaster recovery system of the present 
embodiment, the primary disk Subsystem 2 for the primary 
host computer 1 serving as the primary system and the sec 
ondary disk subsystem 4 for the subsidiary host computer 3 
serving as the secondary system may be connected to each 
other via a fiber channel, a network such as Ethernet, Gigabit 
Ethernet or SONET, or a link. The connection means may be 
a virtual network, or any data communication means using 
radio, broadcast communication or satellite communication. 
0062. In the primary host computer 1, the DB access con 

trol section 111 of the primary system operates. The primary 
host computer 1 includes the DB buffer 12 for temporarily 
holding contents of the primary DB disk 24 in the primary 
disk subsystem 2, and the log buffer 14 for temporarily hold 
ing contents of modification processing conducted on the DB 
buffer 12. Each of the DB buffer 12 and the log buffer 14 may 
also be a volatile memory, which typically loses data at the 
time of a power failure. 
0063. In the primary disk subsystem 2, the primary DB 
disk 24 on a magnetic disk device is accessed through the disk 
control processing section 21, the cache memory 22 and the 
disk access control section 23, which receive an instruction 
from the primary host computer and operate. Disk access is 
conducted always via the cache memory 22. The cache 
memory 22 may also be a volatile memory, which typically 
loses data at the time of a power failure. In this case, at the 
time when data is stored in the cache memory 22, the data is 
guaranteed. 
0064. If access to the primary DB disk 24 is requested by 
a transaction, then the DB access control section 111 in the 
primary host computer 1 of the present embodiment acquires 
the DB block 242a from the primary disk subsystem 2 by 
using a read command, stores the DB block 242a in the DB 
buffer 12, conducts database processing on the DB block 
242a in the DB buffer 12, and then stores log information 
indicating contents of the processing in the log block 262a in 
the log buffer 14. 
0065. If it has become necessary to force the contents of 
the DB buffer 12 in the primary host computer 1 to a storage 
device in the primary disk Subsystem 2 serving as a disk 
Subsystem in the primary system, such as when log records 
indicating that records on the DB buffer 12 has been modified 
arrives at a predetermined number, then the checkpoint pro 
cessing section 112 generates a write command for writing a 
DB block or status information, as a write request for all DB 
blocks modified in the DB buffer 12 and status information 
indicating a location of a log record that is the latest at that 
time point, and transmits the write command from the pri 
mary host computer 1 to the primary disk Subsystem 2. 
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0066. If at the time of transaction committing, a predeter 
mined condition, such as elapse of a predetermined time since 
start of log information recording or disappearance of an 
empty place in the log buffer 14, is arrived at, then the log 
management section 113 generates a write command for writ 
ing the log block 262a, as a write request of the log block 262a 
stored in the log buffer 14 into the primary log disk 26, and 
transmits the write command from the primary host computer 
1 to the primary disk subsystem 2. 
0067. If a predetermined condition, such as elapse of a 
predetermined time since start of database processing or dis 
appearance of an empty place in the DB buffer 12, is arrived 
at, then the DB delay write processing section 114 generates 
a write command for writing the DB block 242a, as a write 
request of the DB block 242a stored in the DB buffer 12 into 
the primary DB disk 24, and transmits the write command 
from the primary host computer 1 to the primary disk sub 
system 2. 
0068. With respect to a write request of the log block 262a 
included in write requests transmitted from the primary host 
computer 1 as described above, the primary disk Subsystem 2 
of the present embodiment conducts synchronous remote 
copy processing to the secondary disk Subsystem 4 in Syn 
chronism with writing performed in the primary disk Sub 
system 2. With respect to writing of a DB block and status 
information, the primary disk Subsystem 2 of the present 
embodiment conducts asynchronous remote copy process 
ing, which is not synchronized to writing in the primary disk 
Subsystem 2, to the secondary disk subsystem 4. 
0069 FIG. 2 is a diagram showing an outline of synchro 
nous remote copy processing of the log block 262a in the 
present embodiment. If a primary log write request for 
requesting to write the log block 262a is transmitted from the 
primary host computer 1 as shown in FIG. 2, then the primary 
disk subsystem 2 writes the log block 262a transmitted 
together with the write request into the cache 22, transmits the 
log block 262a to the secondary disk Subsystem 4, requests 
remote copy of the log block 262a in the secondary disk 
Subsystem 4, and waits for completion of the remote copy. 
0070 If a command for requesting to write the log block 
262a is transmitted from the primary disk subsystem 2, then 
the secondary disk subsystem 4 writes the log block 262a 
transmitted together with the write request into the cache 22, 
and thereafter generates a remote copy completion notice 
indicating that the writing has been completed, and transmits 
the remote copy completion notice to the primary disk Sub 
system 2. 
0071. Upon receiving the remote copy completion notice 
from the secondary disk Subsystem 4, the primary disk Sub 
system 2 generates a primary log write completion notice 
indicating that the writing the log block 262a requested by the 
primary host computer 1 has been completed, and transmits 
the primary log write completion notice to the primary host 
computer 1. 
0072 FIG. 3 is a diagram showing an outline of asynchro 
nous remote copy processing of a DB block and status infor 
mation in the present embodiment. If a primary DB write 
request for requesting to write the DB block and the status 
information is transmitted from the primary host computer 1 
as shown in FIG. 3, then the primary disk subsystem 2 writes 
the DB block and the status information transmitted together 
with the write request into the cache 22, thereafter tempo 
rarily stores the DB block and the status information in a 
queue in a memory or a magnetic disk in the primary disk 
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Subsystem 2, generates a primary DB write completion notice 
indicating that writing the DB block 242a requested by the 
primary host computer 1 has been completed, and transmits 
the primary DB write completion notice to the primary host 
computer 1. 
0073. Thereafter, the primary disk subsystem 2 transmits 
the stored DB block or status information to the secondary 
disk subsystem 4, requests remote copy of the DB block and 
status information in the secondary disk Subsystem 4, and 
waits for completion of the remote copy. 
0074. If a remote copy request for requesting to write the 
DB block or status information is transmitted from the pri 
mary disk Subsystem 2, then the secondary disk Subsystem 4 
receives the DB block or status information transmitted 
together with the remote copy request, thereafter generates a 
remote copy completion notice indicating that the request has 
been completed, and transmits the remote copy completion 
notice to the primary disk Subsystem 2. 
0075 FIG. 4 is a diagram showing configuration informa 
tion of a DB-disk mapping table 15 in the present embodi 
ment. As shown in FIG. 4, the DB-disk mapping table 15 
stores a database area ID, a file ID, and a kind. The database 
area ID is information for identifying a database area in the 
primary DB disk 24. The file ID indicates a sequential number 
of a file in the case where the database area identified by the 
database area ID includes a plurality of files. The kind indi 
cates which of database data, log information and status infor 
mation is data stored in the database area. 

0076. With respect to a disk control device number for 
identifying a disk control device to which the database area is 
mapped, and a physical device ID of a magnetic disk device 
included in magnetic disk devices controlled by a disk control 
device having the disk control device number to which the 
database area is mapped, IDs of the primary disk Subsystem 2 
and the secondary disk Subsystem 4 are stored. 
0077 ADB-disk mapping table 35 in the secondary disk 
Subsystem 4 also has a configuration similar to that of the 
DB-disk mapping table 15 in the primary disk subsystem 2. 
0078 FIG. 5 is a diagram showing an example of a pri 
mary/secondary remote copy management table in the 
present embodiment. As shown in FIG. 5, a copy mode indi 
cating whether the write processing is conducted synchro 
nously or asynchronously is stored in a primary remote copy 
management table 213 and a secondary remote copy manage 
ment table 413. With respect to a disk control device number 
of a disk control device in which write processing is con 
ducted with that copy mode, and a physical device ID of a 
magnetic disk device, IDs in the primary disk Subsystem 2 
and the secondary disk Subsystem 4 are stored. 
0079. On the basis of information in the DB-disk mapping 
table 15 shown in FIG. 4 and information in the primary 
remote copy management table 213 shown in FIG. 5, it can be 
determined whether each of the log block, DB block and 
status information is written into the secondary disk Sub 
system synchronously or asynchronously. For example, on 
the basis of FIG. 4, a log block in a database area ID “LOG1 
is written into a magnetic disk device having a primary disk 
control device ID “CTL#A1 and a primary physical device 
ID “VOL12-A. With reference to FIG. 5, the copy mode for 
the magnetic disk device having the primary disk control 
device ID “CTL#A1 and the primary physical device ID 
"VOL12-A is “synchronous.” Therefore, the log block in the 
database area ID “LOG1 is written into the secondary disk 
Subsystem 4 by the synchronous remote copy processing. 

May 13, 2010 

0080. On the other hand, the system serving as the second 
ary system also has a similar configuration. The primary disk 
Subsystem 2 and the secondary disk Subsystem 4 are con 
nected to each other via the network. In the standby state, the 
secondary host computer 3 is not in operation. The secondary 
disk subsystem 4 receives the log block, DB block and status 
information from the primary disk subsystem 2 via the net 
work, and modifies disks respectively corresponding to them. 
I0081. When acquiring a checkpoint, the checkpoint pro 
cessing section 112 in the primary host computer 1 of the 
present embodiment stores all DB blocks modified on the DB 
buffer 12 in the primary DB disk 24, and stores status infor 
mation indicating the location of the log record at that time in 
the primary status disk 25. Hereafter, this checkpoint acqui 
sition processing will be described. 
I0082 FIG. 6 is a flow chart showing a processing proce 
dure of the checkpoint acquisition processing in the present 
embodiment. When it has become necessary to force the 
contents of the DB buffer 12 in the primary host computer 1 
to a storage device in the primary disk Subsystem 2 Serving as 
a disk Subsystem in the primary system, the checkpoint pro 
cessing section 112 in the primary host computer 1 conducts 
processing of transmitting a write request for all DB blocks 
modified in the DB buffer 12 and the status information 
indicating the location of the log record that is the latest at that 
time point, from the primary host computer 1 to the primary 
disk subsystem 2 as shown in FIG. 6. 
I0083. At step 701, the checkpoint processing section 112 
generates a checkpoint acquisition start log, which indicates 
that the checkpoint acquisition has been started, and stores the 
checkpoint acquisition start log in the log block 262a. 
I0084. At step 702, the checkpoint processing section 112 
generates a write command for writing all DB blocks modi 
fied on the DB buffer 12 into the primary disk subsystem 2, 
transmits the write command to the primary disk Subsystem 2 
to request the primary disk subsystem 2 to write the DB 
blocks. The primary disk subsystem 2 receives the write 
command, writes the DB blocks into the cache memory 22, 
and forces contents of modification conducted in the DB 
buffer 12 to the cache memory 22. 
I0085 Step 703 will be described at the end of the descrip 
tion of the present embodiment. 
I0086. At step 704, a checkpoint acquisition end log, which 
indicates that the checkpoint acquisition has been finished, is 
generated and stored in the log block 262a. 
I0087. At step 705, a write command for writing an LSN 
(Log Sequence Number) of the checkpoint acquisition end 
log into the primary disk Subsystem 2 as status information is 
generated, and the write command is transmitted to the pri 
mary disk Subsystem 2 to request the primary disk Subsystem 
2 to write the status information. Upon receiving the write 
command in the primary disk Subsystem 2, the status infor 
mation is written into the primary status disk 25. 
I0088. In the case where database processing in the primary 
database processing system is terminated abnormally 
because of a failure or the like and thereafter the processing in 
the primary database processing system is resumed, the State 
of the database that has been completed until immediately 
before the termination can be recovered by reading out a log 
record from a location indicated by status information in the 
primary status disk 25 and modifying data in the primary DB 
disk 24 according to contents of the log record. 
I0089 Supposing that in the disaster recovery system of the 
present embodiment the primary host computer 1 has 
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requested the primary disk Subsystem 2 to write the log block, 
DB block or status information, processing conducted in the 
primary disk subsystem 2 will now be described. 
0090 FIG. 7 is a flow chart showing a processing proce 
dure taken in the present embodiment when a write command 
has been received. Upon receiving a command from the pri 
mary host computer 1 as shown in FIG. 7, the command 
processing section 211 in the primary disk Subsystem ana 
lyzes the received command to find a command kind and an 
address to be accessed, and recognizes that the command is a 
write command(step 341). It is now supposed that a device ID 
requested to be accessed can be acquired from the address to 
be accessed by comparing the address to be accessed with 
information in a device configuration management table, 
which indicates addresses assigned to a plurality of disk Sub 
systems and their magnetic disk devices. 
0091 Subsequently, it is determined whether data of the 
address to be accessed found at the step 341 is held in the 
cache memory 22 in the primary disk Subsystem 2, and a 
cache hit miss decision is conducted (step 342). 
0092. In the case of a cache miss in which the data to be 
accessed is not held in the cache memory 22, a transfer 
destination cache area is secured. The cache address of the 
transfer destination is managed and acquired by using a typi 
cal method such as a cache vacancy list. 
0093. If a cache hit is judged at the step 342 to hold true, or 
insurance of a cache area is finished at Step 344, then modi 
fication of the data is conducted on the cache memory 22 in 
the primary disk subsystem 2 (step 345). In other words, 
contents of the DB block 242a, the status information, or the 
log block 262a received from the primary host computer 1 are 
written into the cache memory 22. 
0094. At step 346, the primary remote copy management 
table 213 is referred to, and a copy mode corresponding to the 
primary disk control device ID and the primary physical 
device ID indicated by the address to be accessed is read out 
to make a decision whether the copy mode is "synchronous.” 
0095. If the copy mode is “synchronous” as a result of the 
decision, i.e., the received write request is a write request for 
the log block 262a, then the processing proceeds to step 347. 
At the step 347, completion of the synchronous remote copy 
is waited for, and thereby synchronous remote copy process 
ing of the log block 262a is conducted. 
0096. If the copy mode is "asynchronous, i.e., the 
received write request is a write request of the DB block 242a 
or the status information, then the processing proceeds to step 
348. At the step 348, the received data is temporarily stored in 
a queue in a memory or a magnetic disk in the primary disk 
Subsystem 2 in order to prepare for asynchronous remote 
copy processing to be conducted thereafter on the secondary 
disk Subsystem 4. 
0097. At step 349, completion of the write command pro 
cessing is reported to the primary host computer 1. 
0098. The primary disk subsystem 2 transmits the stored 
data to the secondary disk Subsystem 4, and executes asyn 
chronous remote copy processing of the DB block or status 
information to the secondary disk Subsystem 4. 
0099 FIG. 8 is a flow chart showing a processing proce 
dure taken in the present embodiment when a read command 
has been received. Upon receiving a command from the pri 
mary host computer 1 as shown in FIG. 8, the command 
processing section 211 analyzes the received command to 
find a command kind and an address to be accessed, and 
recognizes that the command is a read access request (step 
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361). It is now supposed that a device ID requested to be 
accessed can be acquired from the address to be accessed. 
0100 Subsequently, it is determined whether data of the 
address to be accessed found at the step 361 is held in the 
cache memory 22 in the primary disk Subsystem 2, and a 
cache hit miss decision is conducted (step 362). 
0101. In the case of a cache miss in which the data to be 
accessed is not held in the cache memory 22, a device ID 
requested to be accessed is discriminated as described above, 
and the disk access control section 23 in the primary disk 
Subsystem 2 is requested to transfer from a magnetic disk 
device corresponding to the device ID to the cache memory 
22 (step 363). In this case, the read processing is interrupted 
until the end of transfer (step 364), and the read processing is 
continued again after the end of the transfer processing. The 
cache address of the transfer destination may be managed and 
acquired by using a typical method such as a cache vacancy 
list. As for the address of the transfer destination, however, it 
is necessary to modify a cache management table and thereby 
conduct registration. 
0102) If a cache hit is judged at the step 362 to hold true, or 
the transfer processing is finished at step 364, then data in the 
cache memory in the disk Subsystem is transferred to a chan 
nel (step 365). 
0103 Supposing that in the disaster recovery system of the 
present embodiment the primary disk Subsystem 2 has 
requested the secondary disk Subsystem 4 to write the log 
block synchronously or write the DB block or status infor 
mation asynchronously, processing conducted in the second 
ary disk subsystem 4 will now be described. 
0104 FIG. 9 is a flow chart showing a processing proce 
dure of data reception processing conducted by the secondary 
disk Subsystem 4 in the present embodiment. Upon receiving 
a command from the primary host computer 1 as shown in 
FIG. 9, the secondary remote copy processing section 412 in 
the secondary disk Subsystem 4 analyzes the received com 
mand to find a command kind and an address to be accessed, 
and recognizes that the command is a remote copy command 
(step 421). It is now supposed that a device ID requested to be 
accessed can be discriminated from the address to be 
accessed. 

0105 Subsequently, it is determined whether data of the 
address to be accessed found at the step 421 is held in the 
cache memory 42 in the secondary disk Subsystem 4, and a 
cache hit miss decision is conducted (step 422). 
0106. In the case of a cache miss in which the data to be 
accessed is not held in the cache memory 42, a transfer 
destination cache area is secured. The cache address of the 
transfer destination may be managed and acquired by using a 
typical method Such as a cache vacancy list. As for the address 
of the transfer destination, however, it is necessary to modify 
a cache management table and thereby conduct registration. 
0107 If a cache hit is judged at the step 422 to hold true, or 
insurance of a cache area is finished at Step 424, then modi 
fication of the data is conducted on the cache memory 42 in 
the secondary disk subsystem 4 (step 425). In other words, 
contents of the DB block 242a, the status information, or the 
log block 262a received from the primary disk subsystem 2 
are written into the cache memory 42. The case of the syn 
chronous remote copy has heretofore been described. In the 
case where asynchronous remote copy is used and the sequen 
tiality as described in JP-A-11-854.08 entitled “storage con 
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trol apparatus is guaranteed, it is necessary before modifi 
cation on the cache to ascertain that all data that should arrive 
by then are ready. 
0108. At step 426, completion of the report copy com 
mand processing is reported to the primary disk Subsystem 2. 
0109 As for the log block write request, synchronous 
remote copy processing in the secondary disk Subsystem 4 
synchronized with the writing in the primary disk Subsystem 
2 is conducted, in the disaster recovery system of the present 
embodiment as described above. Therefore, it is possible to 
prevent that contents of transaction modification that has been 
completed in the primary system are lost in the secondary 
system. As for the DB block and status information writing, 
asynchronous remote copy processing in the secondary disk 
Subsystem 4, which is not synchronized with the writing in 
the primary disk Subsystem 2, is conducted. Therefore, per 
formance degradation in the primary system can be prevented 
as far as possible. 
0110. If writing in the secondary disk subsystem 4 is con 
ducted as described above and thereafter a failure occurs in 
the primary database processing system and database pro 
cessing is started in the secondary database processing sys 
tem, then in DBMS start processing log information is read 
out from a location indicated by status information in the 
secondary status disk 45, and the state of the database area in 
the primary system immediately before the occurrence of the 
failure is recovered on the secondary DB disk 44 in the 
secondary disk subsystem 4. 
0111 FIG. 10 is a flow chart showing a processing proce 
dure of the DBMS start processing in the present embodi 
ment. If Switching from the primary system to the secondary 
system is conducted and database processing in the secondary 
database processing system is started, then the DB access 
control section 311 in the secondary host computer 3 orders 
the secondary disk subsystem 4 to execute the DBMS start 
processing. 
0112 At step 1201, the command processing section 411 
in the secondary disk Subsystem 4 reads out a status file on the 
secondary status disk 45, and acquires information indicating 
the state of the database. It is now Supposed that information 
indicating that the DBMS is in operation is stored in the status 
file as information indicating the database state at the time of 
database processing start and information indicating that the 
DBMS has been normally finished is stored in the status file at 
the end of the database processing. 
0113. At step 1202, it is determined whether the database 
processing of the last time has been finished normally, by 
referring to the acquired information indicating the database 
state. If the acquired database state indicates that the DBMS 
is in operation, i.e., information indicating that the DBMS has 
been finished normally is not recorded in the status file, then 
the database processing of the last time is regarded as have not 
been finished normally and the processing proceeds to step 
12O3. 

0114. At the step 1203, status information indicating a 
location of a log record at the time of immediately preceding 
checkpoint is referred to, and an input location of the log 
record is acquired. 
0115. At step 1204, the secondary log disk 46 is referred to 
in order to read out the log record from the acquired input 
location, and rollforward processing is conducted on the data 
base area in the secondary DB disk 44. 
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0116. At step 1205, rollback processing for canceling pro 
cessing of uncompleted transactions among transactions Sub 
jected to the rollforward processing using the log record is 
conducted. 
0117. At step 1206, information indicating that the DBMS 

is in operation and status information indicating the location 
of the log record after recovery are stored in the status file in 
the secondary status disk 45. 
0118. In general, in the conventional DBMS, data modi 
fied in a transaction is not written to the storage in Synchro 
nism with the committing of the pertinent transaction in order 
to ensure the execution performance of the transaction, a 
trigger called checkpoint having a predetermined number of 
times of transaction occurrence or a predetermined time as a 
trigger is provided. Upon the trigger, DB data modified dur 
ing that time is written to the storage. And DB contents 
modified after the checkpoint are written to the log disk. In 
restart processing at the time of server down, DB modification 
after the checkpoint is restored and recovered from modifi 
cation history in the log disk. 
0119. At the time of restart after the server shut down, 
from which location in which log disk log information should 
be forced after the latest checkpoint poses a problem. In 
general. Such information is stored in a header portion or the 
like on the log disk. A log disk and a read location that 
becomes a subject of the force at the time of restart are 
determined on the basis of the information. 
I0120 In the case where a log disk is subjected to synchro 
nous copy and a DB disk is subjected to asynchronous copy in 
such a conventional DBMS, there is a possibility that modi 
fication contents of DB subjected to checkpoint on the log 
disk in the main site have not been transferred. Modification 
contents of DB forced to the storage in the main site at the 
time of checkpoint are lost in the remote site, and mismatch 
ing is caused in the recovery. 
I0121 On the other hand, in the disaster recovery system of 
the present embodiment, a status file for managing a log disk 
input point at the time of checkpoint is provided so as to 
prevent mismatching from being caused in recovery in the 
secondary disk Subsystem 4 even if a log block is Subjected to 
synchronous remote copy processing and a DB block is Sub 
jected to asynchronous remote copy processing. In addition, 
the status file is transferred in asynchronous remote copy 
processing, and the modification order between the status file 
and the DB block transferred asynchronously in the same way 
is guaranteed by the secondary disk Subsystem 4. 
I0122. As a result, it is possible to refer to the status file on 
the secondary status disk 45 at the time of database processing 
start after the Switching from the primary system to the sec 
ondary system, and conduct recovery from a location indi 
cated by the status information. 
I0123. In the disaster recovery system of the present 
embodiment, a write request at the time of checkpoint is also 
transmitted to the secondary disk Subsystem 4 asynchro 
nously as described above. In the case where a write request 
at the time of checkpoint has been issued, however, that write 
request and write requests temporarily stored until that time 
point for asynchronous writing may also be transmitted to the 
secondary disk Subsystem 4. 
0.124 FIG. 11 is a diagram showing an outline of process 
ing conducted at the time of checkpoint in the present 
embodiment. If a primary DB Volume checkpoint request for 
requesting a checkpoint of the primary DB disk 24 is trans 
mitted from the primary host computer 1 as shown in FIG. 11, 
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then the primary disk Subsystem 2 transmits remote copy data 
temporarily stored in the queue in the memory or magnetic 
disk in the primary disk subsystem 2 at that time to the 
secondary disk subsystem 4, and transmits the DB block 242a 
and status information received together with the primary DB 
Volume checkpoint request to the secondary disk Subsystem 
4. 
0.125. The secondary disk subsystem 4 writes all of the DB 
block 242a and status information transmitted together with 
the write request into the cache 42, and then generates a 
remote copy completion notice, which indicates that the writ 
ing has been completed, and transmits the remote copy 
completion notice to the primary disk Subsystem 2. 
0126 Upon receiving the remote copy completion notice 
from the secondary disk Subsystem 4, the primary disk Sub 
system 2 generates a primary DB Volume checkpoint comple 
tion notice indicating that the checkpoint processing 
requested by the primary host computer 1 has been com 
pleted, and transmits the primary DB Volume checkpoint 
completion notice to the primary host computer 1. 
0127. In the case where synchronization processing of the 
primary disk Subsystem 2 and the secondary disk Subsystem 
4 is conducted at the time of the log block write request and 
the checkpoint request in the disaster recovery system of the 
present embodiment, the contents of modification in transac 
tions completed in the primary system are prevented from 
being lost in the secondary system, and writing the DB block 
and status information is conducted collectively at the time of 
checkpoint. As compared with the case where all of the DB 
block and status information are transferred by using Syn 
chronous remote copy, therefore, performance degradation in 
the primary system can be prevented. Even in a configuration 
using a database management system that does not have a 
dedicated status file, DB modification data forced to the stor 
age in the primary system at the time of checkpoint is not lost 
in the secondary system. 
0128. According to the disaster recovery system of the 
present embodiment, log information is modified by synchro 
nous writing and database data and status information are 
modified by asynchronous writing, when writing to the sec 
ondary system is requested, as heretofore described. There 
fore, the contents of modification intransactions completed in 
the primary system are prevented from being lost in the sec 
ondary system. It is possible to construct a disaster recovery 
system reduced in performance degradation in the primary 
system. 
0129. According to the present invention, it becomes pos 
sible to reduce the possibility that modification contents of 
transactions completed in execution are lost in the transaction 
processing. 
0130. It should be further understood by those skilled in 
the art that although the foregoing description has been made 
on embodiments of the invention, the invention is not limited 
thereto and various changes and modifications may be made 
without departing from the spirit of the invention and the 
Scope of the appended claims. 

What is claimed: 
1. A computer system, which is a primary system to a 

secondary computer system comprising a secondary host 
computer and a secondary storage Subsystem, the computer 
system comprising: 

a primary host computer executing a primary database 
management System program corresponding to a sec 
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ondary database management system program to be 
executed by the secondary host computer; and 

a primary storage Subsystem coupled to the primary host 
computer and the secondary storage Subsystem, 

wherein the primary storage Subsystem, in response to a 
write request from the primary host computer, Stores 
primary log information, primary database data, and 
primary status information, which are modified by the 
primary host computer based on the execution of the 
primary database management system program, the pri 
mary status information indicating a location of log 
information to be used at a time of Switching transaction 
processing from the primary host computer to the sec 
ondary host computer, 

wherein, to the secondary storage Subsystem, the primary 
storage Subsystem executes a synchronous remote copy 
of the primary log information and an asynchronous 
remote copy of the primary database data and the pri 
mary status information, the secondary database man 
agement system program causing the secondary host 
computer to: 
(A) read a copy of the primary status information stored 

in the secondary storage Subsystem, created by the 
asynchronous remote copy; 

(B) based on the copy of the primary status information, 
decide locations on a copy of the primary log infor 
mation created by the synchronous remote copy, to be 
used to modify a copy of the secondary database data 
created by the asynchronous remote copy; 

(C) read apart of the copy of the primary log information 
indicated by the locations on the copy of the primary 
log information; and 

(D) modify the copy of the primary database data 
according to the part of the secondary log information 
so that modification of a completed transaction pro 
cessed by the primary host computer is stored in the 
copy of the primary database data. 

2. A computer system according to claim 1, 
wherein, as to the modification by the primary host com 

puter, the primary database management system pro 
gram causes the primary host computer to: 

(i) modify the primary database data in the primary storage 
subsystem based on modification data temporarily buff 
ered in the primary host computer; 

(ii) Store a checkpoint acquisition log to the primary log 
information in the primary storage Subsystem; and 

(iii) modify the primary status information in the primary 
storage Subsystem after the processing of (i) and (ii). 

3. A computer system according to claim 2, 
wherein the primary storage Subsystem includes a first 

primary disk, a second primary disk, and a third primary 
disk, 

wherein the primary log information is stored in the first 
primary disk, 

wherein the primary database data is stored in the second 
primary disk, and 

wherein the primary status information is stored in the third 
primary disk. 

4. A computer system according to claim 3, 
wherein the step (D) comprises a roll-forward processing 

and a roll-back processing. 
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5. A computer system according to claim 4. 
wherein the secondary database management system pro 
gram causes the secondary host computer to: 

(E) change an operation state from another state after 
completion of the roll-forward processing and the roll 
back processing. 

6. A disaster recovery method for a computer system being 
a primary system to a secondary computer system including a 
secondary host computer and a secondary storage Subsystem, 
the computer system including a primary host computer and 
a primary storage Subsystem, the method comprising: 

by the primary host computer, executing a primary data 
base management system program corresponding to a 
secondary database management system program to be 
executed by the secondary host computer; 

by the primary storage Subsystem, in response to a write 
request from a primary host computer, storing primary 
log information, primary database data, and primary 
status information, which are modified by the primary 
host computer based on the execution of the primary 
database management system program, the primary sta 
tus information indicating a location of log information 
to be used at a time of Switching transaction processing 
from the primary host computer to the secondary host 
computer, and 

by the primary storage Subsystem, executing a synchro 
nous remote copy about the primary log information and 
an asynchronous remote copy about the primary data 
base data and the primary status information, the sec 
ondary database management system program causing 
the secondary host computer to: 
(A) read a copy of the primary status information stored 

in the secondary storage Subsystem, created by the 
asynchronous remote copy; 
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(B) based on the copy of the primary status information, 
decide locations on a copy of the primary log infor 
mation created by the synchronous remote copy, to be 
used to modify a copy of the secondary database data 
created by the asynchronous remote copy; 

(C) read apart of the copy of the primary log information 
indicated by the locations on the copy of the primary 
log information; and 

(D) modify the copy of the primary database data 
according to the part of the secondary log information 
so that modification of a completed transaction pro 
cessed by the primary host computer is stored in the 
copy of the primary database data. 

7. A disaster recovery method according to claim 6. 
wherein, as to the modification by the primary host com 

puter, the primary database management system pro 
gram causes the primary host computer to: 

(i) modify the primary database data in the primary storage 
subsystem based on modification data temporarily buff 
ered in the primary host computer; 

(ii) Store a checkpoint acquisition log to the primary log 
information in the primary storage Subsystem; and 

(iii) modify the primary status information in the primary 
storage Subsystem after the processing of (i) and (ii). 

8. A disaster recovery method according to claim 7. 
wherein the step (D) comprises a roll-forward processing 

and a roll-back processing. 
9. A disaster recovery method according to claim 8, 
wherein the secondary database management system pro 

gram causes the secondary host computer to: 
(E) change an operation state from another state after 

completion of the roll-forward processing and the roll 
back processing. 


