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Description
Statement of Government Interest

[0001] The present invention was supported in part by NIH Grants 2R01HL48603-05 and 1R41HL59703. The gov-
ernment has certain rights in the present invention.

Field of the Invention

[0002] The presentinvention is directed to a system and method for cone-beam reconstruction in medical imaging or
the like and more particularly to such a system and method implemented on one or more microprocessors. The present
invention is also useful for nondestructive testing, single photon emission tomography and CT-based explosive detection,
micro CT or micro cone beam volume CT, etc.

Description of Related Art

[0003] Cone-beam reconstruction has attracted much attention in the medical imaging community. Examples of cone-
beam reconstruction are found in the commonly assigned U.S. Patents 5,999,587 and 6,075,836 and U.S. Patent
Application Nos. 09/589,115 and 09/640,713, whose disclosures are hereby incorporated by reference in their entireties
into the present disclosure.

[0004] CT (computed tomography) image reconstruction algorithm can be classified into two major classes: filtered
backprojection (FBP) and iterative reconstruction (IR). The filtered backprojection is more often discussed because it is
accurate and amenabile to fastimplementation. Thefiltered backprojection can be implemented as an exact reconstruction
method or as an approximate reconstruction method, both based on the Radon transform and/or the Fourier transform.
[0005] The cone beam reconstruction process is time-consuming and needs a lot of computing operation. Currently,
the cone beam reconstruction process is prohibitively long for clinical and other practical applications. Considering a set
of data with projection size N = 512, since the time and computation for FBP is O(N4), the reconstruction need GFLOPS
(gigaflops) of computation. Usually, the use of an improved algorithm and a faster computing engine can achieve fast
cone beam reconstruction.

[0006] Existing fast algorithms for reconstruction are based on either the Fourier Slice Theorem or a multi-resolution
re-sampling of the backprojection. Algorithms based on the Fourier Slice Theorem use interpolations to transform the
Fourier projection data from the polar to the Cartesian grid, from which the reconstruction can be obtained by an inverse
FFT. Many works have been done to bring down the FBP time, and most of them are focused on fan-beam data. These
include the linogram method and the "links" method as well as related fast methods for re-projection. An approximate
method has been proposed based on the sinogram and "link"; such a method works for 2D FBP and can achieve O(N2
logN) complexity. The "link" method has been extended to 3D cone-beam FBP; after rebinning the projection data in
each row, the same method as in 2D can be applied to rebinning data, and data processing time can be brought down
to O(NB logN) complexity for cone beam reconstruction. Another fast algorithm has been presented, using Fast Hierar-
chical Backprojection (FHBP) algorithms for 2D FBP, which address some of the shortcomings of existing fast algorithms.
FHBP algorithms are based on a hierarchical decomposition of the Radon transform and need O(N2 logN) computing
complexity for reconstruction. Unfortunately, experimental evidence indicates that for reasonable image sizes, N ~ 103,
the realized performance gain over the more straightforward FBP is much less than the potential N/logN speedup. A
loss in reconstruction quality comes as well when compared with the Feldkamp algorithm. In real implementation, the
total reconstruction time depends not only on the computing complexity, but also on the loop unit time. The 3D cone
beam FBP mentioned above which uses the link method needs additional memory space to store the "link" area. The
link reconstruction table area containing interpolation coefficients and address information to access "link" data takes
O(N3) additional memory and lowers the performance because the memory access time. The speed-up is smaller
thanN/logN.

[0007] A customized backprojection hardware engine having parallelism and pipelining of various kinds can push the
execution speed to the very limit. The hardware can be an FPGA based module or an ASIC module, a customized mask-
programmable gate array, a cell-based IC and field programmable logic device or an add-in board with high speed RISC
or DSP processors. Those boards usually use high-speed multi-port buffer memory or a DMA controller to increase data
exchanging speed between boards. Some techniques, like vector computing and pre-interpolating projection data, are
used with the customized engine to decrease reconstruction operation. Most of the customized hardware is built for 2D
FBP reconstruction applications. No reconstruction engine-based a single or multiple microprocessors that is specially
designed for fast cone beam reconstruction is commercially available.

[0008] A multi-processor computer or a multi-computer system can be used to accelerate the cone beam reconstruction
algorithm. Many large-scale parallel computers have tightly coupled processors interconnected by high-speed data
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paths. The multi-processor computer can be a shared memory computer or a distributed memory computer. Much work
has been done on the large-scale and extremely expensive parallel computer. Most of that work uses an algorithm based
on the 3D Radon transform. As an example, the Feldkamp algorithm and two iterative algorithms, 3D ART and SIRT,
have been implemented on large-scale computers such as Cray-3D, Paragon and SP1. In such implementations, the
local data partition is used for the Feldkamp algorithm and the SIRT algorithm, while the global data partition is used for
the ART algorithm. The implementation is voxel driven. The communication speed between processors is important to
the reconstruction time, and the Feldkamp implementation can gain best performance in Multiple Instruction Multiple
Data (MIMD) computers. Parallel 2D FBP has been implemented on Intel Paragon and CM5 computers. Using customized
accelerating hardware or a large-scale parallel computer is not a cost-effective fast reconstruction solution, and it is not
convenient to modify or add a new algorithm for research work.

[0009] Inadistributed computing environment, many computers can be connected together to work as a multi-computer
system. The computing tasks are distributed to each computer. Usually the parallel program running on a multi-computer
system uses some standard library such as MPI (message passing interface) or PVM (parallel virtual machine). Parallel
reconstruction has been tested on a group of Sun Sparc2 computers connected with an Ethernet network, and the
implementation is based on the PVM library. The Feldkamp algorithm has been implemented on heterogeneous work-
station clusters based on the MPI library. The implementation runs on six computer clusters, and the result shows that
the implementation in load balancing resulted in processor utilization of 81.8%, and use of asynchronous communication
has improved processor utilization to 91.9%. The biggest disadvantage of multi-computer clusters is that communication
speed decreases reconstruction speed. Since cone beam reconstruction involves a large data memory, the data is
usually distributed into each computer. The computers need to exchange data in the backprojection phase. The memory
communication is a big trade-off for reconstruction speed. Another disadvantage is the inability to get a small size
reconstruction engine with multi-computer clusters. There are also some attempts toimplement cone beam reconstruction
on distributed computing technology such as COBRA (common object request broker architecture and specification).
Usually the distributed computing library costs more communication time trade-off than directly using the MPI library,
thus resulting in lower reconstruction speed.

[0010] Besides parallelism between processors, a single processor can gain data and operation parallelism with some
micro-architecture techniques. Instruction-level Parallelism (ILP) is a family of processor and compiler design techniques
that speed up execution by causing individual machine operations to execute in parallel. Modern processors can divide
instruction executing into several stages; some techniques such as pipeline and branch

prediction permit the execution of multiple instructions simultaneously. To enable data processing parallelism, some
processors add single instruction multiple data (SIMD) instructions, which can process several data in one instruction.
Such processors include Intel’s 1A-32 architecture with MMX™ and SSE/SSE2, Motorola’s PowerPC™ with AltVec™
and AMD Athlon with 3Dnow™. However, to date, such parallelism has not been exploited in cone-beam reconstruction.
[0011] US 6,000,738 discloses a method and a corresponding system for back projecting and volume rendering of
projection data and volume data respectively, comprising texture mapping at least one of the projection data and volume
onto a polygon, rendering the polygon to generate an intermediate result, and accumulating the intermediate result with
prior intermediate results to thereby generate a final reconstruction.

Summary of the Invention

[0012] Inlight of the above, it will be readily apparent that a need exists in the art to perform cone-beam reconstruction
at a practically acceptable speed without the need for customized hardware or a large-scale computer. It is therefore
an object of the invention to provide a system and method for cone-beam reconstruction which can be performed quickly
on inexpensive, widely available equipment.

[0013] The objectives are achieved by a system according to claim 1 and a method according to claim 11 for generating
a three-dimensional image representative of an interior portion of an object. Preferred embodiments of the system and
the method form the subject matter of the dependent claims.

[0014] To achieve the above and other objects, the present invention is directed to a practical implementation for high-
speed CBR on a commercially available PC based on hybrid computing (HC). Feldkamp CBR is implemented with multi-
level acceleration, performing HC utilizing single instruction multiple data (SIMD) and making execution units (EU) in
the processor work effectively. The multi-thread and fiber support in the operating system can be exploited, which
automatically enable the reconstruction parallelism in a multi-processor environment and also make data 1/O to the hard
disk more effective. Memory and cache access are optimized by proper data partitioning. Tested on an Intel Pentium Il
500 MHz computer and compared to the traditional implementation, the present invention can decrease filtering time by
more than 75% for 288 projections each having 5122 data points and can save more than 60% of the reconstruction
time for 5123 cube, while maintaining good precision with less than 0.08% average error. The resulting system is cost-
effective and high-speed. An effective reconstruction engine can be built with a commercially available Symmetric Multi-
processor (SMP) computer, which is easy and inexpensive to upgrade along with newer PC processors and memory
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with higher access speed.

[0015] In the present invention, the Feldkamp algorithm cone beam reconstruction (FACBR) can achieve high speed
with good precision. The test environment is an Intel Pentium Il 500 MHz with 640 MB 100 MHz memory. The result
shows that the reconstruction for a 5123 cube with 288 projections can be finished in less than 20 minutes and maintains
good precision, while the old implementation required more than 100 minutes. Several simulated phantoms have been
used to test the precision of the HC FACBR. Comparing the reconstructed image with a simulated phantom image and
images reconstructed by the traditional method shows less than a 0.04% average error compared to traditional method
images and good precision to computer-simulated phantoms. A linear attenuation coefficient distribution of a three-
dimensional object can be reconstructed quickly and accurately.

[0016] A higher speed SSE-2 enabled Pentium IV and a 2- or 4-processor PC are expected to permit 5123 cube
FACBR in afew minutes in the future. FACBR is implemented with multi-level acceleration and hybrid computing utilizing
the SIMD and ILP technology. The memory and cache access are optimized by proper data partition. Compared to
implementation on a large-scale computer and computer clusters, the present invention is cost-effective and high-speed.
A market available SMP computer provides an effective reconstruction engine which is easy and inexpensive to be
upgraded along with newer PC processors. By contrast, custom built hardware is expensive and very difficult to upgrade.
[0017] A high-speed implementation will be disclosed for FACBR on a PC. Techniques for hybrid execution (HE) and
hybrid data (HD) will also be disclosed. With these hybrid computing features, good memory organization and instruction
optimization, a high speed Feldkamp implementation can be implemented on a general-purpose PC with a high per-
formance to price ratio. The HD and HE can also be applied to implementation on other hardware platforms to improve
the FACBR performance. With higher clock frequency processors and an inexpensive market available SMP PC, it is
possible to gain good performance as done by expensive, inconvenient customized hardware. As a commercial market
available PC is used to achieve high performance, it is convenient to design new algorithms and a new system for cone
beam reconstruction, and it is useful to integrate an image grab system and 3D rendering system, in a single system
which is easy to configure and upgrade.

[0018] As Intel x86 CPU frequency has increased to the GHZ level, it is practical and economically feasible to build a
Multi-Processor x86-based high-speed cone beam reconstruction computing engine. Although the Feldkamp algorithm
is an approximate cone beam reconstruction algorithm, it is a practical and efficient 3D reconstruction algorithm and is
a basic component in a few exact cone-beam reconstruction algorithms including the present invention.

[0019] The present invention implements parallel processing on a single microprocessor or multiple processors. The
use of hybrid computing (both fixed and floating point calculation) accelerates the cone-beam reconstruction without
reducing the accuracy of the reconstruction and without increasing image noise. Those characteristics are particularly
important for the reconstruction of soft tissue, e.g., cancer detection.

Brief Description of the Drawings

[0020] A preferred embodimentof the present invention will be setforth in detail with reference to the drawings, in which:
Fig. 1  shows a cone-beam coordinate system used in reconstruction in the preferred embodiment;

Fig. 2  shows the architecture of an Intel x86 processor;

Fig. 3  shows an UML diagram of a known FACBR implementation;

Fig. 4 shows a UML diagram of hybrid execution according to the preferred embodiment;

Fig. 5 shows a data partition scheme used in the preferred embodiment; and

Fig. 6  shows a block diagram of a system on which the preferred embodiment of the present invention can be imple-
mented.

Detailed Description of the Preferred Embodiment

[0021] A preferred embodiment of the present invention will now be set forth in detail with reference to the drawings.
[0022] The preferred embodiment will be disclosed in terms of the coordinate system shown in Fig. 1. The O-XYZ is
the world coordinate system. The X-Y-Z axis gives the physical coordinates for the reconstructed voxels. The Z-axis is
the rotation axis. The t-s axis is the rotated gantry X-Y coordinate system. The s-axis always passes through the x-ray
source and is perpendicular to the detector plane.

[0023] Several groups have investigated the reconstruction for the cone beam geometry. The most efficient algorithm
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in use is the one developed by Feldkamp, L.A., Davis, L.C., and Kress, J.W., "Practical Cone-Beam Algorithm," J. Opt.
Soc. Am. A 1:(6) 612-619 (1984), and Kak, A.C., and Slaney, M., Principles of Computerized Tomographic Imaging,
IEEE Press, 1988. In this algorithm, the projection data is backprojected onto an image buffer with each detected ray
backprojected in its direction. Pixels in the image buffer are incremented by the amount of the projection pixel. The
projection must be filtered prior to backprojection.

[0024] The coordinates used in the discussion are shown in Figure 1 and are defined relative to an x-ray source 102,
a detector 104 and a gantry 106. It is assumed that the projection of the object P(6) at angle s indexed by detector
coordinates u and v. The reconstructed voxel values are indexed by physical coordinates x, y, and z. The center of
rotation is the z-axis.

[0025] The distance from the x-ray focal spot to the rotation axis is d,. By scaling the projection pixel sizes, the vertical
axis of the detector can be moved to the z-axis. By subsequently scaling the geometry, the pixel sizes at the z-axis can
be made one. These scaling simplify the computations in the reconstruction algorithm. The Feldkamp algorithm falls
into the class of filtered backprojection algorithms. The implementation of the Feldkamp algorithm contains following
steps:

a) Apply weight and ramp filter to the projections data; this is done by applying a weight to each P(é) value and
applying convolution to data in rows or in columns with filter data.

ter g+ » dso .. .
P (i, j) =| ———=2o—P, (i, j) | * h(i) (1)

Jai +it + j?

b) Backproject the data Paﬁ”e’ (u,v) to the reconstructed voxel f(x,y,z) :

S(x,y,2)= J‘:ﬂuzpaﬁ"er(u t,u-2)dl

d.t
d, —s (2)
t=x-cos@+y-sinf

U=

s=y-cosf—x-sind

[0026] Asnotedabove, (t,s)is the coordinate in gantry system, which is the rotation transform of the X-Y axis with angle 6.
[0027] Let the reconstruction volume be N, X Ny X N, voxels in the x, y, and z directions. For M projections, let dg
be the angle difference between consecutive angle position and Pi,) is N; X N; pixels. The complexity of the problem
is roughly linear with the total number of voxels and linear with the number of projection view angles. Doubling the
number of voxels roughly doubles the processing time. Doubling the dimension in each direction produces an eight-fold
increase in the required processing. Doubling the number of views doubles the processing. As the number of voxels
increases, the number of angular views must also increase to maintain the same peripheral resolution. This is animportant
factor in reconstructing larger objects or reconstructing with better resolution. For the case in which the image size is
N XN, the number of projections M usually should be the same level as N, and thus the complexity of the problem is
O(N4). The majority of the computation is in the backprojection.

[0028] The Intel x86 architecture diagram is shown in figure 2. The Intel processor 200 has multiple execution units
(EU’s) to do integer and float operations simultaneously. In an Intel Pentium lll, there are two integer unit (ALUO 202
and ALUI 204), one float unit (FPU) 206, one MMX unit 208 to process 8-bit and 16-bit integers in parallel, and one
Streaming SIMD Executing unit (SSE) to process four 32-bit single-precision float point data in parallel 210. Also present
are an address generation unit 212, a memory load 214, a store address calculation unit 216, a memory store 218 and
a reservation station 220. The SIMD instruction in the SSE enables four float integer operations at one instruction. The
Pentium Il processor has five pipelines 222 to exploit the parallelism in instruction execution. In each clock cycle, the
processor core may dispatch zero or one uop on a port to any of the five

pipelines for a maximum issue bandwidth of five nops per cycle. Each pipeline connects to different EUs. For all different
versions of the C/C+ + compiler for Intel processor, the normal C/C+ + code will only be able to generate code to utilize
the integer unit ALU and float unit FPU. To use the hardware resource of the MMX unit and the SSE unit, either special
intrinsic or manually written assembler code is used. There are two levels of cache in Pentium Ill processor. Level one
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(L1) cache is the on-chip cache subsystem and consists of two 16-Kbyte four-way set associative caches with a cache
line length of 32bytes for instruction and data. The data cache has eight banks interleaved on four-byte boundaries.
Level two (L2) cache is off-chip but in the same processor package. It usually has a size from 128 Kbytes to 1 Mbyte.
L2 usually has a latency from 4 to 10 cycles for data access. When the processor needs to fetch instructions or data,
L1 is much faster than L2, and L2 is faster than access to main memory.

[0029] It is possible to construct a multi-processor computer with several processors; most such of computers now
on the market are SMP with two or four processors. Usually the operating system running on the computer has some
techniques such as multi-thread and multi-process to utilize the multi-processor’s hardware resource. For example,
Microsoft Windows has Win32 threads, and Unix/Linux has pthread support. It is contemplated that the preferred em-
bodiment will most often be implemented with Windows NT/2000, which has multi-thread and fiber support, which
automatically reconstructs parallelism in a multi-processor environment.

[0030] Several tricks can be used to minimize the actual number of operations in the backprojection loop, e. g. by
changing the order in which x, y and z are incremented; applying a special boundary to reconstruction voxels; pre-
interpolating projection data to allow for the simplest possible interpolation in the actual inner loop. The basic performance
for a single-processor computer system can be expressed in terms of

T =n*CPI *¢ (3)

where T is the total time to execute, n is the number of instructions executed, t is the time per instruction, and CPl is the
number of cycles per instruction. Decreasing the clock time tis a matter of engineering. Generally, smaller, faster circuits
lead to better clock speed.

[0031] Decreasing the other two factors involves some version of parallelism. There are several levels of parallelism:
First, a single program can be broken into constituent parts, and different processors compute each part; this is called
Program-Level Parallelism. Second, some techniques such as pipelining allow more throughputs by the execution of
overlapping instructions; this is called Instruction-Level Parallelism. Finally, Low-level parallelism is primarily of interest
to designers of the arithmetic logic units and relatively invisible to user; this is called Arithmetic and Bit-Level Parallelism.
The preferred embodiment relies primarily on Program-Level Parallelism and Instruction-Level Parallelism. The program
level parallelism is manifested in independent sections of a program or in individual iterations of a loop. Such parallelism
may be exploited by employing multiple processors. The Instruction-Level Parallelism has two basic kinds: Individual
instructions are overlapped (executed at the same time) in the processor, a given instruction is decomposed into sub
operations and the sub operations are overlapped.

[0032] As described in Feldkamp algorithm, a set of M projections is used, each projection having a size N X N pixels,
to reconstruct an N3 cube. Each projection requires N3 loop calculations to do backprojection. M projections require M
* N3 loop calculations. Usually, M should be on the same level as N to get a better result. The total actual reconstruction
time can be written as:

T.  =kx*t

recon unit * 0(N4) (4)

[0033] If the algorithm is not changed, the O(N4) computation complexity of the Feldkamp algorithm cannot be de-
creased. However, since the total time also depends on factor k and loop unit time ¢,,.., a smaller factor k and a shorter
back project loop unit time t,,,;; will decrease the reconstruction time.

[0034] The normal FACBR implementation can be explained with a unified modeling language (UML) sequence dia-
gram as Figure 3. When the FACBR process starts, the M projection data are loaded one by one, each being filtered
according to equation (1); then the filtered data are used to backproject to each voxel f(x,y,z).

[0035] Afterthe backprojection is finished for all data, the reconstruction is finished, and the data are saved or rendered
in a 3D display. Usually the filtering time is about 1/15 to 1/30 of the backprojection time or less. In the implementation
with C/C+ + code according to Fig. 3, only the FPU and to a lesser extent the ALU are used during the FACBR process,
and the most powerful EU’s are wasted.

[0036] It is known in the art that there are four possible forms of parallelism in Feldkamp algorithm implementation:
pixel parallelism, projection parallelism, rays parallelism and operation parallelism. In the reconstruction process, all
voxels and projections are independent of one another, and rays can be backprojected independently. The operations
for filtering and backprojection of each projection are independent; the low-level multiplication and addition operation
can even be divided independently. To implement fast cone beam reconstruction, the following methods are applied in
the FACBR implementation:

unit
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a) Split the FDK backprojection procedure into two phases: projection map generation to calculate (u,t,s) and data
backprojection to calculate f(x,y,z). Equation (2) shows that (u,t,s) depends only on (x,y), so that the projection map
needs only O(N3) computation time; thus both k and t,,,; can be decreased.

b) Use some a priori knowledge to generate some boundary as a sphere or cylinder; the computation can be skipped
for some voxels which are outside the boundary and unable to be reconstructed, thereby providing a smaller k. If
the reconstructed voxels are visualized as a cube with N length, then the full number of voxels is on the order of
N8, but with a cylinder boundary, the reduced number of voxels lowers k by /4 smaller, and the sphere boundary
will make k become n/6 smaller.

c) The FACBR process involves a large memory requirement; for N=512, the data of one projection or one slice will
be 1 Mbyte. This is even bigger than the L2 size. t ,,; actually takes into account memory access time and computing
time for each voxel at (x,y,z). Cache miss during the reconstruction process will decrease the performance, so the
data should be arranged in the memory so that most of the data access is near to the processor, that s, the processor

obtains more data from L1 than from L2 and more data from L2 than from main memory

d) To get shorter t,,;;, the backprojection loop core needs to be optimized. Manually written assembly language can
be used to control the EU’s to work in parallel, which is Hybrid Execution (HE) to decrease both k and t,,,,;. As float
point data always take more computing time than fixed point data, part of the intermediate result can be processed

in fixed point data, so that Hybrid Data (HID) is used to decrease the {,;,

e) The reconstruction data and projection data processing can be split into several parts and run on different proc-
essors when SMP is available. With n-processor SMP, when the fraction of the task which cannot be converted to
concurrent work is f, the k value is decreased with a theoretic speed-up as n/(1 +(n-1)f) according to Amdahl’s law.
A multi-processor computer works by multithread implementation and carefully allocates the tasks among the proc-
essors. Operating systems capable of controlling a multi-processor computer in such a manner are known in the
art, as noted above. For a single processor, the context switching will sacrifice the CPU time and so may actually
decrease the performance, soitis contemplated that the multi-thread method will be used only when SMP is available.

[0037] The method described above has been implemented and tested on an ordinary PC having the specifications
set forth in Table 1 below:

Table 1
Machine CPU Frequency | Physical Memory | SIMD/ILP Support
Pentium Il | 500 MHz 640 MB MMX, SSE

[0038] Microsoft Visual C+ + 6.0 and Intel C+ + 4.5 were used as developing tools. In the traditional implementation,
a pure float point (PF) calculation was performed and consequently only the FPU was fully used because of the compiler.
Intrinsic and fine-tuned assembler code provide a hybrid computing method. Namely, both floating-point and fixed-point
computing are used during the reconstruction process with HD, so as to fully utilize the EUs in Pentium Ill processors.
[0039] Parallelism considerations will now be described. The first is the use of hybrid execution (HE) and hybrid data
(HD).

[0040] HD is used to decrease and make ALU units work in parallel. As the SSE unit is independent from the FPU
unit and the MMX unit, the SSE unit can work with the ALU unit, the MMX unit and even the FPU unit simultaneously,
thus allowing a hybrid execute mode for either PF data or HD. There are different methods to use the EUs to accelerate
the FACBR process. The map data and some intermediate results can be processed by the ALU in fixed point data
format, and the reconstruction data and finally output results can be processed in floating point format. That hybrid data
format for different data and stages can improve the EU’s efficiency. For PF data, the best method is to use the MMX
unit to adjust the data address and map data, and to use the SSE to do the backprojection calculation. The MMX can
process data address and map data for two or more points, while the ALU can deal with only one point. The HE method
for PF can be shown as a UML activity diagram in Figure 4.

[0041] Since the MMX unit in a Pentium Il processor can only process 8-bit and 16-bit integer multiplication, it is not
so effective to do HE for HD data as to do HE for PF data. However, with new processor techniques such as SSE2 in
the Pentium IV processor, the hybrid execution with HD will gain more improvements on speed.

[0042] The second parallelism consideration is the data partition schema. For reconstruction for different axes, the
reconstruction data are partitioned into different sub-units. A data partition scheme is shown in Figure 5. Data are stored



10

15

20

25

30

35

40

45

50

55

EP 1 366 469 B1

in memory as a one-dimensional array, in which the index of each data point increases for z, then for x and last for y.
Data are processed in z-lines because the same projection data u value can be used for one z-line. In fact, the projection
data used to do backprojection for voxels in one z-line are actually in two adjacent u-lines, since four adjacent points
(two in each of the adjacent u-lines) are used to interpolate the data for one voxel in the z-line. It is thus easy to prefetch
the projection line data and a reconstruction z-line into cache, as one line occupies only 4N bytes. For N = 512, the
whole data line only need 6Kbytes, which is suitable for both L1 and L2 caches. After all voxels are reconstructed, a
special in-place 3D transpose operation is done to change the reconstruction data to a one-dimensional array whose
index increases from x, then y and last for z. The transpose operation is done in place because the whole N3 cube takes
4NS3 bytes of memory. The symmetry along the Z-axis can also be used in reconstruction one Z-line to save the time to
calculate the map data.

[0043] To ensure precision when improving on cone beam reconstruction speed, first the reconstruction accuracy of
the implementation will be determined using computer-simulated phantom. Second, the reconstruction error noise level
and uniformity of the reconstructed images are quantified using both pure float point implementation and HD computing
implementation, and the reconstruction results from the two implementations are compared with both simulated phantom
and experimental phantom data. After it is determined that the HC implementation does not introduce artifacts and
unacceptable reconstruction errors, the speedup of MC implementation is evaluated compared to normal pure float-
point computing reconstruction. Experimental phantom data are also used to evaluate the effectiveness of the imple-
mentation in the real world.

[0044] Two simulated phantoms shown in Table 2 below are used to evaluate the precision. The Shepp Logan phantom
is used as a general precision error compare reference. The cylinder phantom is used to compare the precision error
at different z positions. Normally, the Feldkamp Algorithm has the best result at center slice, and the precision error
increases for the slices at two ends. The cylinder phantom is used to check whether the HD and PF precision error
varies with z-distance to center.

Table 2

Shepp Logan Phantom with 11 Ellipse

a b c X0 Yo Zg o B )z
0.6900 0.920 | 0.900 | 0.000 0.000 | 0.000 0.0 | 0.00 2.00
0.6624 0.874 | 0.880 | 0.000 0.000 | 0.000 0.0 | 0.00 | -0.98
0.4100 0.160 | 0.210 -0.22 0.000 -0.25 | -72.0 | 0.00 | -0.02
0.3100 0.110 | 0.220 | 0.220 0.000 -0.25 72.0 | 0.00 | -0.02
0.2100 0.250 | 0.500 | 0.000 0.350 -0.25 0.00 | 0.00 0.01
0.0460 0.046 | 0.046 | 0.000 0.100 -0.25 0.00 | 0.00 0.02
0.0460 0.023 | 0.020 -0.08 | -0.605 -0.25 0.00 | 0.00 0.01
0.0460 0.023 | 0.020 | 0.060 | -0.605 -0.25 90.0 | 0.00 0.01
0.0560 0.040 | 0.100 | 0.060 | -0.105 | 0.625 90.0 | 0.00 0.02
0.0560 0.056 | 0.100 | 0.000 | -0.100 | 0.625 0.00 | 0.00 | -0.02
0.0230 0.023 | 0.023 | 0.000 | -0.605 -0.25 0.00 | 0.00 0.01

Cylinder Phantom with 11 Cylinders

a b c X0 Yo Zg o B )z
0.6900 | 0.6900 | 0.900 | 0.000 0.000 | 0.000 0.00 | 0.00 2.00

0.6624 | 0.6624 | 0.880 | 0.000 0.000 | 0.000 0.00 | 0.00 | -1.00
0.0800 | 0.0800 | 0.800 | 0.000 0.000 | 0.000 0.00 | 0.00 0.05
0.0800 | 0.0800 | 0.800 | 0.250 0.000 | 0.000 0.00 | 0.00 0.20
0.0800 | 0.0800 | 0.800 | 0.500 0.000 | 0.000 0.00 | 0.00 | -0.20
0.0800 | 0.0800 | 0.800 | -0.25 0.000 | 0.000 0.00 | 0.00 0.20
0.0800 | 0.0800 | 0.800 | -.050 0.000 | 0.000 0.00 | 0.00 | -0.20
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(continued)

Cylinder Phantom with 11 Cylinders

a b c X0 Yo Zg o p )z
0.0800 | 0.0800 | 0.800 | 0.000 0.25 | 0.000 | 0.00. | 0.00 0.20
0.0800 | 0.0800 | 0.800 | 0.000 0.50 | 0.000 0.00 | 0.00 | -0.20
0.0800 | 0.0800 | 0.800 | 0.000 -0.25 | 0.000 0.00 | 0.00 0.20
0.0800 | 0.0800 | 0.800 | 0.000 -0.50 | 0.000 0.00 | 0.00 | -0.20

[0045] The total FACBR time contains the filtering time and backprojection time; the filtering time takes only a small
part in the total time. After optimization of the filtering processing with SSE in PF data format, the timing result for 288
5122projections shown in Table 3 below is considered satisfactory, soitis notnecessary to consider HE or HD optimization
for filtering process.

Table 3
Filter Mode | 4N_ext SSE_4N | 2N_ext | SSE_2N
Time (s) 146.891 | 58.163 78.753 | 35.310
Speed-up 2.5255 2.2303

[0046] The backprojection processisthe mosttime-consuming partof FACBR. The acceleration of five implementations
has been tested; the results are shown in Table 4 below. The tests used 288 5122 projections to reconstruct 5123 data.
All the reconstructions are run with a cylinder boundary. The program runs in Windows NT 4.0 and takes 95% to 98%
of the processor time. The first column is the traditional PF method with boundary, the second is PF with data partition,
the third one is HD method, the forth is HD data with HE, the fifth one is PF with SSE acceleration, and the last one is
PF with HE. The results shows that HD provides a 3 to 3.5 speed-up over the traditional implementation, and HE-HD
provides a 4 to 5 speed-up, which is almost same as PF with SSE. This result declares two points: first, the HE-HD does
not involve the SSE unit, so that cheaper processor like the Celeron can be used to get almost the same performance
with SSE-PF; second, a higher speed-up can be obtained by using a functional unit which works with fixed-point data
in the same way in which the SSE works with floating-point data; such functionality already appears in the Pentium IV
processor. The HE-PF is the most efficient method in a Pentium Ill processor. Reconstruction with sphere boundary,
along with hybrid computing combining the power of the MMX and SSE units, provides a speed-up of 5 to 6 and a
reconstruction time of 15.03 minutes for 5123 FACBR. The timing result will be better with a higher clock frequency
processor and an SMP computer.

Table 4
Slice and parameters | Normal FD PF HD HE-SD | SSE PF HE-PF
Time (s) 870 618 263 166 169 148
o Speed-up 1.0 1.408 | 3.308 5.241 5.148 5.878
Time (s) 1799 1256 529 348 349 308
128 Speed-up 1.0 1.432 | 3.401 5.170 5.155 5.841
Time (s) 3288 2424 1040 681 744 671
256 Speed-up 1.0 1.356 | 3.149 4.828 4.419 4.900
Time (s) 6562 4714 2047 1516 1634 1101
o1 Speed-up 1.0 1.392 | 3.206 4.328 4.016 5.960

[0047] Table 5 below shows the effective t,,;; of different slices for the HE-HD and HE-PF methods. Since the program
runs in a multi-processor operating system, the processor time resource varies over time, so that the effective f,,; also
varies over time. Basically, f,,,;; becomes stable as the slice number increases. When the slice number is less than 4 or
the data are not 16-bytes aligned, the processor is unable to use SSE, and then the {,,; is greater than when SSE is
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available. Therefore, the time for a single slice can be greater than for other slices.

Table 5
Method Slice Number
1 32 64 128 256 512
Time (s) | 4.126 68 148 308 671 1101
HE-PF
tnit (NS) 546 | 28.1 306 | 31.9 | 34.7 28.4
Time (s) | 5.033 76 166 348 681 1516
HE-HD

t(ns) | 666 | 316 | 344 | 360 | 352 | 39.2

[0048] Precision will now be compared. The relative error between two images P and Q is calculated as

E=N1 3 |1;"" -0, «100% (5)
pixel TZIQ"J|
pixel

[0049] First, the error ratio will be calculated for each pixel. Then, the average error ratio will be calculated for the
whole comparing Region of Interest (ROI).

[0050] Since HE-PF works with floating-point data, it will not introduce an extra precision error compared to tradition
PF method. The greatest concern is whether HD computing will bring more precision error or not. If the relative precision
error between a PF reconstructed image and a phantom image is Epg, the relative error between a HD reconstructed
image and a phantom image is Ep, and the relative error between a HD reconstructed image and a PF reconstructed
image is Ep, the ratio of the hybrid computing error to the whole precision error is defined as:

EH _EPF'

HD

x100% (6)

RHD =

[0051] The precision error has been determined for a HD reconstructed image relative to a simulated phantom image
and a PF reconstructed image. For the Shepp Logan phantom the precision error between the HD image and the PF
image is less 0.03%; for the cylinder phantom, the Ep is less than 0.02%. Thus, the HD image keeps a good precision
compared to the PF image. The E,p contributes less than 5% of the total error percentage to the simulated phantom
image. This means that the algorithm introduces more than 95% of the total error. The HD images have enough precision
and are comparable to PF images.

[0052] An apparatus on which the invention can be implemented is shown in Fig. 6, which is reproduced from Fig. 9
of the above-referenced U.S. Patent No. 5,999,587. In a standard CT, a 3-D reconstruction is obtained by stacking a
series of slices. In a volume CT, a direct reconstruction of an object can be obtained. Referring now to FIG. 6, itis shown
how the cone-beam tomography system 600 of the present invention can be used to obtain a direct 3-D reconstruction
of an object. It should be understood that the cone beam volume CT scanning apparatus 600 is illustrated in a simplified
block diagram form. The invention may preferably be employed in conjunction with such a cone beam volume CT
scanning apparatus to generate a 3-D reconstruction matrix of the object. Based on the 3-D reconstruction matrix, the
desired three-dimensional display can be obtained.

[0053] A cone beam volume CT scanning apparatus examines a body P using a cone shaped radiation beam 604
which traverses a set of paths across the body. As shown in FIG. 6, an X-ray source 610 and a 2-D detector 611 are
mounted on a gantry frame 602 that rotates around the body P being examined. The operating voltage for the x-ray
source is obtained from a conventional high-voltage generator 608 in such a manner that the x-ray source 610 produces
the desired cone-shaped beam of radiation when the high-voltage is applied to it. The high- voltage generator 608 is
energized by means of a power source 618, through a switch 616. A contrast solution injector 640 can be used as needed.
[0054] A first motor 612 is also powered by the power source 618 such that it drives the gantry frame 602 in its orbit
about the body, for example, in a clockwise direction as shown by the arrows adjacent to the frame. The power source
618 is turned on by means of switch 620 or other conventional control devices, in order to initiate a measurement
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sequence. A speed control circuit 614 is used to control the speed of rotation of the gantry frame 602 and to provide an
output control signal which indicates when the speed of the motor 712 is at the desired level for taking measurements.
The output from the rotational control 614 may also be utilized to operate the switch 616 such that the high-voltage
generator 608 is only turned on when the gantry frame 602 is driven at the desired speed for making measurements.
[0055] In orderto obtain the arc measurements as previously discussed, a tilt control 615 is utilized to cause the gantry
frame 602 to tilt by a relatively small angle of = 15° to = 30°, by means of the gantry frame tilt motor 613. That tilting
allows the acquisition of arc projection data on the perpendicular arc. Such geometry results in a complete set of data
for an object with a 25-40 cm diameter corresponding to a 37-60 cm field at the detectors 611 with a magnification of
1.5. Although the tilting of the gantry 602 is generally available in a standard CT gantry, to acquire arc projections, the
minimal modification of a standard CT gantry has to be made such that the tilting of the gantry, the x-ray exposure timing
and the projection acquisition are synchronized by the system control computer 624 as shown in FIG. 6.

[0056] In addition to the method above to acquire circle and arc projections, alternatively, the circle-plus-arc geometry
can be implemented in one of the following two ways. In the first and preferred of the three methods, the gantry 602 is
tilted to a small angle (= 15° to = 30°) and then the x-ray tube 610 and the 2-D detector 611 are rotated while the gantry
602 is tilted. A half set of arc projections will be acquired only when the x-ray tube 610 and the 2-D detector 611 are at
the rotation angle of 0°. When the tilted angle becomes zero, the circle projections will be acquired at the preset rotation
angle positions. When the circle projection acquisition is completed, the gantry 602 will be tilted toward -15° to -30°.
Another half set of arc projections will be acquired only when the x-ray tube 610 and the 2-D detector 611 are at the
rotation angle of 0°.

[0057] The second alternative method is to mechanically modify a standard CT gantry such that two short arc orbits
are added to the gantry, and the x-ray tube 610 and the 2-D detector 611 can be moved on the arc to acquire the arc
projections and on the circle to acquire the circle projections. One arc constitutes the orbit of the x-ray tube 610 and the
other arc is the orbit of the 2-D detector 611. The two arc orbits are mounted 180° apart from each other. The x-ray tube
610 and the 2-D detector 611 are synchronously moved on the arc orbits to acquire arc projections. Then, the x-ray tube
610 and the 2-D detector 611 are rotated on the gantry to acquire circle projections.

[0058] Mounted on the gantry frame 602 opposite the x-ray source 610 is a 2-D detector 611 which has a dynamic
range equal to or greater than 1000:1 and an image lag of less than 10%, for example a selenium thin film transistor
(STFT) array or a silicon STFT array, in order to provide 2-D projections that correspond to an x-ray attenuation signal
pattern. The x-ray source 610 and the 2-D detector 611 are mounted on the gantry frame 602 in such a manner that
they both move synchronously.

[0059] The cone-shaped beam of radiation 604 generated by the x-ray source 610 is projected through the body or
object under test. The 2-D detector cone measures the radiation transmitted along the set of beam paths across the cone.
[0060] Alternatively, a continuous series of two-dimensional detectors (not shown) can be fixedly mounted proximate
to the gantry frame 602 and the x-ray source 610 is mounted to the gantry frame such that, upon rotation of the gantry
frame, the cone-shaped radiation beam 604 is projected through the body P under test and sequentially received by
each of the series of detectors.

[0061] A 2-D projection acquisition control and A/D conversion unit 626, under control of the scanning pulses sequen-
tially obtained from the system control computer 624, which includes the clock 622, receives a sequence of outputs
corresponding to different lines of the 2-D detector 611. Each line of the 2-D detector consists of many detection cells
(at least > 100). The output of each detector cell represents a line integral of attenuation values measurable along one
of the respective beam paths. The cone-shaped beam 604 subtends a cone angle sufficient to include the entire region
of interest of the body. Thus, a complete scan of the object can be made by merely orbiting the gantry frame 602
supporting the x-ray source 610 and the 2-D detector 611 around the body to acquire the 2-D projection signals at
different angular positions.

[0062] The analog-to-digital conversion unit 626 serves to digitize the projection signals and to save them in the 3-D
image reconstruction array processor 628 and storage device 630. The method employed by the 3-D image reconstruction
array processor 628 is the invented algorithm and method described in this application. The 3-D image reconstruction
array processor 628 serves to transform the digitized projection signals into x-ray attenuation data vectors. The x-ray
attenuation data matrix corresponds to x-ray attenuation at spaced grid locations within the body trunk being examined.
Each data element of the matrix represents an x-ray attenuation value and the location of the element corresponds to
a respective 3-D grid location within the body.

[0063] In accordance with the principles of the invention discussed previously, a display processor 632 obtains the
data stored as 3-D x-ray attenuation signal patterns in the memory storage 630, processes that data as previously
described, and then the desired 3-D images are displayed on a 3-D display device 634. The 3-D image reconstruction
array processor 632 may, for example, be a computer as described above with one or more Intel or Intel-compatible
x86-class microprocessors. However, any processor or processors capable of the same or substantially the same parallel
operation can be used.

[0064] While a preferred embodiment of the present invention has been set forth above, those skilled in the art who
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have reviewed the present disclosure will readily appreciate that other embodiments can be realized within the scope
of the present invention. For example, specific numerical values are illustrative rather than limiting, as are mentions of
specific commercial products. The present invention is not specific to the Feldkamp algorithm, but can be used to
implement any filtered backprojection cone-beam algorithms efficiently and optimally. Nor is the present invention specific
to x86 processors; instead, the invention can be used with any processor capable of implementing the algorithms
described above and has particular utility with any processor that has a floating-point unit that can process more than
one single-precision 32-bit datum within one instruction set and a fixed-point unit that can process more than one 16-
or 32-bit data within one instruction set. Therefore, the present invention should be construed as limited only by the
appended claims.

Claims

1. A system for generating a three-dimensional image representative of an interior portion of an object, the system
comprising:

a radiation scanner which generates projection signals by passing a radiation through the object onto a detector;
and

acomputer, receiving the projection signals, for generating the three-dimensional image by performing a plurality
of calculations on the projection signals, the computer comprising at least one fixed-point processing unit and
at least one floating-point processing unit, the at least one fixed-point processing unit operating in parallel with
the at least one floating-point processing unit, the computer being programmed to divide the plurality of calcu-
lations into a first plurality of calculations to be performed in the at least one fixed-point processing unit and a
second plurality of calculations to be performed in the at least one floating-point processing unit,

wherein the radiation scanner is a radiation cone-beam scanner, the radiation beam is a radiation cone beam,
and the projection signals are cone-beam projection signals,

characterized

in that the first plurality of calculations comprise generation of a projection map, wherein the generation of the
projection map comprises mapping a world coordinate system x, y, zto a coordinate system u, t, s of the detector,
where u is independent of z; and

in that the second plurality of calculations comprise backprojection of the cone-beam projection signals in
accordance with the projection map to produce the image.

2. The system of claim 1, wherein:
the computer organizes the cone-beam projection signals into z-lines for which z varies but x and y are constant;
and

the computer performs the backprojection for each of the z-lines.

3. The system of claim 2, wherein the computer further comprises a cache which is large enough to hold one of the
z-lines.

4. The system of claim 2, wherein, after the computer has performed the backprojection for all of the z-lines to form
the image as a plurality of voxels, the computer performs a three-dimensional transpose operation on the voxels in
the image to organize the voxels into x-lines for which x varies but y and z are constant.

5. The system of claim 1, wherein:

a boundary of the object is known a priori; and
the three-dimensional image is generated only within the boundary.

6. The system of claim 1, wherein the projection signals are processed as pure floating-point data.
7. Thesystemofclaim 1, wherein the projection signals are processed as a mixture of floating-point and fixed-point data.
8. The system of claim 1, wherein the computer comprises a microprocessor on which the at least one fixed-point

processing unit which can process more than one 16 bit or 32 bit integer data within one instruction set and the at
least one floating-point processing unit which can process more than one single-precision 32 bit float point data
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within one instruction set are implemented.

The system of claim 8, wherein the computer comprises a plurality of said microprocessors, each of which comprises
at least one said fixed-point processing unit which can process more than one 16 bit or 32 bit integer data within
one instruction set and at least one said floating-point processing unit which can process more than one single-
precision 32 bit float point data within one instruction set.

The system of claim 1, wherein the image is a linear attenuation coefficient distribution of the interior portion of the
object.

A method of generating a three-dimensional image representative of an interior portion of an object, the method
comprising:

(a) passing a beam through the object onto a detector to generate projection signals; and
(b) receiving the projection signals and generating the three-dimensional image by performing a plurality of
calculations on the beam projection signals;

wherein step (b) is performed on a computer comprising at least one fixed-point processing unit and at least one
floating-point processing unit, the at least one fixed-point processing unit operating in parallel with the at least one
floating-point processing unit, the computer dividing the plurality of calculations into a first plurality of calculations
to be performed in the at least one fixed-point processing unit and a second plurality of calculations to be performed
in the at least one floating-point processing unit,

wherein the beam is a cone beam and the projection signals are cone-beam projection signals,

characterized

in that the first plurality of calculations comprise the generation of a projection map, wherein the generation of the
projection map comprises mapping a world coordinate system x, y, z to a coordinate system u, t, s of the detector,
where u is independent of z; and

in that the second plurality of calculations comprise backprojection of the cone-beam projection signals in accordance
with the projection map to produce the reconstructed image.

The method of claim 11, wherein:
the computer organizes the cone-beam projection signals into z-lines for which z varies but x and y are constant;
and

the computer performs the backprojection for each of the z-lines.

The method of claim 12, wherein the computer further comprises a cache which is large enough to hold one of the
z-lines.

The method of claim 12, wherein, after the computer has performed the backprojection for all of the z-lines to form
the image as a plurality of voxels, the computer performs a three-dimensional transpose operation on the voxels in
the image to organize the voxels into x-lines for which x varies but y and z are constant.

The method of claim 11, wherein:

a boundary of the object is known a priori; and
the three-dimensional image is generated only within the boundary.

The method of claim 11, wherein the projection signals are processed as pure floating-point data.

The method of claim 11, wherein the projection signals are processed as a mixture of floating-point and fixed-point
data.

The method of claim 11, wherein the computer comprises a microprocessor on which the at least one fixed-point
processing unit which can process more than one 16 bit or 32 bit integer data within one instruction set and the at
least one floating-point processing unit which can process more than one single-precision 32 bit float point data
within one instruction set are implemented.
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The method of claim 18, wherein the computer comprises a plurality of the microprocessors, each of which comprises
at least one said fixed-point processing unit which can process more than one 16 bit or 32 bit integer data within
one instruction set and at least one said floating-point processing unit which can process more than one single-
precision 32 bit float point data within one instruction set.

The method of claim 11, wherein the image is a linear attenuation coefficient distribution of the interior portion of
the object.

The method of claim 11, wherein step (b) is performed using a filtered backprojection cone beam reconstruction
algorithm.

The method of claim 21, wherein a filtered backprojection cone beam reconstruction algorithm is carried out using
hybrid computing utilizing a single instruction multiple data technique.

The method of claim 22, wherein a filtered backprojection cone beam reconstruction algorithm is carried out using
multi-threading over a plurality of processors.

The method of claim 11, wherein the object comprises soft tissue.

The method of claim 11, wherein step (b) is performed using manually written assembly language.

The method of claim 11, wherein step (b) is performed through Feldkamp cone-beam reconstruction by:
(i) performing hybrid computing utilizing single instruction multiple data (SIMD) over a plurality of execution units;
(ii) using multi-thread and fiber support in an operating system so as to automatically enable reconstruction
parallelism in a multi-processor environment effective date I/O; and

(i) optimizing memory and cache access through data partitioning.

The method of claim 11, wherein step (b) is performed by parallel processing on a single microprocessor or multiple
processors using hybrid computing to accelerate cone-beam reconstruction for reconstruction of soft tissue.

The method of claim 11, wherein step (b) is performed through multi-threading only when a plurality of processors
is available.

Patentanspriiche

1.

System zum Erzeugen eines dreidimensionalen Bilds, das ein Innenteil eines Objekts reprasentiert. Dieses System
umfasst einen Strahlungsscanner, der dadurch, dass eine Strahlung durch das Objekt auf einen Detektor geleitet
wird, Projektionssignale erzeugt; und

einen Computer, der die Projektionssignale empfangt, um durch Ausfiihren einer Mehrzahl von Berechnungen an
den Projektionssignalen das dreidimensionale Bild zu erzeugen, wobei der Computer mindestens eine Festkom-
maverarbeitungseinheit und mindestens eine Gleitkommaverarbeitungseinheit umfasst, wobei die mindestens eine
Festkommaverarbeitungseinheit mit der mindestens einen Gleitkommaverarbeitungseinheit parallel arbeitet, wobei
der Computer dafiir programmiert ist, die Mehrzahl der Berechnungen in eine erste Mehrzahl der Berechnungen,
die in der mindestens einen Festkommaverarbeitungseinheit ausgefiihrt werden sollen, und in eine zweite Mehrzahl
von Berechnungen, die in der mindestens einen Gleitkommaverarbeitungseinheitausgefiihrt werden sollen, zu teilen,
wobei der Strahlungsscanner ein Strahlungskegelbiindelscanner ist, wobei das Strahlungsbiindel ein Strahlungs-
kegelbiindel ist und wobei die Projektionssignale Kegelblindelprojektionssignale sind,

dadurch gekennzeichnet,

dass die erste Mehrzahl von Berechnungen die Erzeugung einer Projektionskarte umfasst, wobei die Erzeugung
der Projektionskarte das Abbilden eines Weltkoordinatensystems x, y, z auf ein Koordinatensystem u, t, s des
Detektors umfasst, wobei u unabhangig von z ist; und

dass die zweite Mehrzahl von Berechnungen die Riickprojektion der Kegelbiindelprojektionssignale in Uberein-
stimmung mit der Projektionskarte, um das Bild zu erzeugen, umfasst.

System nach Anspruch 1, wobei:
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der Computer die Kegelblindelprojektionssignale in z-Linien organisiert, fir die z variiert, wahrend x und y
konstant sind; und
der Computer die Riickprojektion fiir jede der z-Linien ausfuhrt.

System nach Anspruch 2, wobei der Computer ferner einen Cache umfasst, der gro genug ist, um eine der z-
Linien zu halten.

System nach Anspruch 2, wobei der Computer an den Voxeln in dem Bild eine dreidimensionale Transponierungs-
operation ausfuihrt, um die Voxel in x-Linien zu organisieren, fur die x variiert, wahrend y und z konstant sind,
nachdem der Computer die Rickprojektion fir alle z-Linien ausgefiihrt hat, um das Bild als eine Mehrzahl von
Voxeln zu erzeugen.

System nach Anspruch 1, wobei:

eine Begrenzung des Objekts a priori bekannt ist; und
das dreidimensionale Bild nur innerhalb der Begrenzung erzeugt wird.

System nach Anspruch 1, wobei die Projektionssignale als reine Gleitkommadaten verarbeitet werden.

System nach Anspruch 1, wobei die Projektionssignale als eine Mischung von Gleitkomma- und Festkommadaten
verarbeitet werden.

System nach Anspruch 1, wobei der Computer einen Mikroprozessor umfasst, in dem die mindestens eine Fest-
kommaverarbeitungseinheit, die innerhalb eines Befehlssatzes mehr als eine 16-Bit- oder 32-Bit-Ganzzahldaten-
einheit verarbeiten kann, und die mindestens eine Gleitkommaverarbeitungseinheit, die innerhalb eines Befehls-
satzes mehr als eine einfach genaue 32-Bit-Gleitkommadateneinheit verarbeiten kann, implementiert sind.

System nach Anspruch 8, wobei der Computer eine Mehrzahl der Mikroprozessoren umfasst, von denen jeder
mindestens eine Festkommaverarbeitungseinheit, die innerhalb eines Befehlssatzes mehr als eine 16-Bit- oder 32-
Bit-Ganzzahldateneinheit verarbeiten kann, und mindestens eine Gleitkommaverarbeitungseinheit, die innerhalb
eines Befehlssatzes mehr als eine einfach genaue 32-Bit-Gleitkommadateneinheit verarbeiten kann, umfasst.

System nach Anspruch 1, wobei das Bild eine lineare Dampfungskoeffizientenverteilung des Innenteils des Objekts
ist.

Verfahren zum Erzeugen eines dreidimensionalen Bilds, das einen Innenteil eines Objekts reprasentiert, wobei das
Verfahren umfasst:

(a) Fuhren eines Biindels durch das Objekt auf einen Detektor, um Projektionssignale zu erzeugen; und
(b) Empfangen der Projektionssignale und Erzeugen des dreidimensionalen Bilds durch Ausfiihren einer Mehr-
zahl von Berechnungen an den Blndelprojektionssignalen;

wobei der Schritt (b) in einem Computer ausgefiihrt wird, der mindestens eine Festkommaverarbeitungseinheit und
mindestens eine Gleitkommaverarbeitungseinheit umfasst, wobei die mindestens eine Festkommaverarbeitungs-
einheitmitder mindestens einen Gleitkommaverarbeitungseinheit parallel arbeitet, wobei der Computer die Mehrzahl
von Berechnungen in eine erste Mehrzahl von Berechnungen, die in der mindestens einen Festkommaverarbei-
tungseinheit ausgefiihrt werden sollen, und in eine zweite Mehrzahl von Berechnungen, die in der mindestens einen
Gleitkommaverarbeitungseinheit ausgefiihrt werden sollen, teilt,

wobei das Biindel ein Kegelbiindel ist und wobei die Projektionssignale Kegelbiindelprojektionssignale sind, da-
durch gekennzeichnet,

dass die erste Mehrzahl von Berechnungen die Erzeugung einer Projektionskarte umfasst, wobei die Erzeugung
der Projektionskarte das Abbilden eines Weltkoordinatensystems x, y, z auf ein Koordinatensystem u, t, s des
Detektors umfasst, wobei u unabhangig von z ist; und

dass die zweite Mehrzahl von Berechnungen die Riickprojektion der Kegelbiindelprojektionssignale in Uberein-
stimmung mit der Projektionskarte, um das rekonstruierte Bild zu erzeugen, umfasst.

Verfahren nach Anspruch 11, wobei:
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der Computer die Kegelblindelprojektionssignale in z-Linien organisiert, fir die z variiert, wahrend x und y
konstant sind; und
der Computer die Riickprojektion fiir jede der z-Linien ausfuhrt.

Verfahren nach Anspruch 12, wobei der Computer ferner einen Cache umfasst, der grof3 genug ist, um eine der z-
Linien zu halten.

Verfahren nach Anspruch 12, wobei der Computer an den Voxeln in dem Bild eine dreidimensionale Transponie-
rungsoperation ausfiihrt, um die Voxel in x-Linien zu organisieren, fir die x variiert, wahrend y und z konstant sind,
nachdem der Computer die Rickprojektion fir alle z-Linien ausgefiihrt hat, um das Bild als eine Mehrzahl von
Voxeln zu erzeugen.

Verfahren nach Anspruch 11, wobei:

eine Begrenzung des Objekts a priori bekannt ist; und
das dreidimensionale Bild nur innerhalb der Begrenzung erzeugt wird.

Verfahren nach Anspruch 11, wobei die Projektionssignale als reine Gleitkommadaten verarbeitet werden.

Verfahren nach Anspruch 11, wobei die Projektionssignale als eine Mischung von Gleitkomma- und Festkomma-
daten verarbeitet werden.

Verfahren nach Anspruch 11, wobei der Computer einen Mikroprozessor umfasst, in dem die mindestens eine
Festkommaverarbeitungseinheit, die innerhalb eines Befehlssatzes mehr als eine 16-Bit- oder 32-Bit-Ganzzahlda-
teneinheit verarbeiten kann, und die mindestens eine Gleitkommaverarbeitungseinheit, die innerhalb eines Befehls-
satzes mehr als eine einfach genaue 32-Bit-Gleitkommadateneinheit verarbeiten kann, implementiert sind.

Verfahren nach Anspruch 18, wobei der Computer eine Mehrzahl der Mikroprozessoren umfasst, von denen jeder
mindestens eine Festkommaverarbeitungseinheit, die innerhalb eines Befehlssatzes mehr als eine 16-Bit- oder 32-
Bit-Ganzzahldateneinheit verarbeiten kann, und mindestens eine Gleitkommaverarbeitungseinheit, die innerhalb
eines Befehlssatzes mehr als eine einfach genaue 32-Bit-Gleitkommadateneinheit verarbeiten kann, umfasst.

Verfahren nach Anspruch 11, wobei das Bild eine lineare Dampfungskoeffizientenverteilung des Innenteils des
Objekts ist.

Verfahren nach Anspruch 11, wobei der Schritt (b) unter Verwendung eines Kegelblindelrekonstruktionsalgorithmus
der gefilterten Rickprojektion ausgefuhrt wird.

Verfahren nach Anspruch 21, wobei der Kegelblindelrekonstruktionsalgorithmus der gefilterten Riickprojektion unter
Verwendung einer Hybridberechnung, die eine Single-Instruction-Multiple-Data-Technik nutzt, ausgefihrt wird.

Verfahren nach Anspruch 22, wobei der Kegelblindelrekonstruktionsalgorithmus der gefilterten Riickprojektion unter
Verwendung von Multithreading Uiber eine Mehrzahl von Prozessoren ausgefihrt wird.

Verfahren nach Anspruch 11, wobei das Objekt Weichgewebe umfasst.

Verfahren nach Anspruch 11, wobei der Schritt (b) unter Verwendung einer manuell geschriebenen Assemblerspra-
che ausgefihrt wird.

Verfahren nach Anspruch 11, wobei der Schritt (b) iber Feldkamp-Kegelbiindelrekonstruktion ausgefiihrt wird durch:
(i) Ausfiihren einer Hybridberechnung unter Nutzung von Single Instruction Multiple Data (SIMD) tber eine
Mehrzahl von Ausflihrungseinheiten;

(ii) Verwenden der Multithreading- und Fiber-Unterstiitzung in einem Betriebssystem, um die Rekonstruktions-
parallelitat in einer effektiven Daten-E/A einer Mehrprozessorumgebung automatisch zu ermdglichen; und

(iii) Optimieren des Speicher- und Cache-Zugriffs liber Datenpartitionierung.

Verfahren nach Anspruch 11, wobei der Schritt (b) durch Parallelverarbeitung in einem einzelnen Mikroprozessor
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oder in mehreren Prozessoren unter Verwendung der Hybridberechnung zum Beschleunigen der Kegelblindelre-
konstruktion zur Rekonstruktion von Weichgewebe ausgefihrt wird.

28. Verfahren nach Anspruch 11, wobei der Schritt (b) nur durch Multithreading ausgefiihrt wird, wenn eine Mehrzahl

von Prozessoren verfligbar sind.

Revendications

Systeme de création d’'une image en trois dimensions représentative d’'une partie intérieure d’un objet, le systéme
comprenant :

un balayeur par rayonnement, qui crée des signaux de projection en envoyant un rayonnement a travers I'objet
sur un détecteur et

un ordinateur recevant les signaux de projection pour créer 'image en trois dimensions en effectuant une
pluralité de calculs sur les signaux de projection, I'ordinateur comprenant au moins une unité de traitement a
virgule fixe et au moins une unité de traitement a virgule flottante, la au moins une unité de traitement a virgule
fixe fonctionnant en paralléle avec la au moins une unité de traitement a virgule flottante, 'ordinateur étant
programmé pour subdiviser la pluralité de calculs en une premiére pluralité de calculs a effectuer dans la au
moins une unité de traitement a virgule fixe et en une deuxiéme pluralité de calculs a effectuer dans la au moins
une unité de traitement a virgule flottante,

dans lequel le balayeur par rayonnement est un balayeur par rayonnement a faisceau en cone, le faisceau de
rayonnement est un faisceau de rayonnement en cone et les signaux de projection sont des signaux de projection
de faisceau en cone,

caractérisé

en ce que la premiére pluralité de calculs comprend la création d’une topographie de projection, la création de
la topographie de projection comprenant la topographie d’'un systéme x, y, z de coordonnées universel pour
coordonner un systéme u, t, s du détecteur, u étant indépendant de z, et en ce que la deuxiéme pluralité de
calculs comprend la rétroprojection des signaux de projection a faisceau de cone, en conformité avec la topologie
de projection pour produire 'image.

Systeme suivant la revendication 1, dans lequel I'ordinateur organise les signaux de projection a faisceau de céne
en des lignes z, pour lesquelles z varie mais x et y sont constants ; et
I'ordinateur effectue la rétroprojection pour chacune des lignes z.

Systeme suivant la revendication 2, dans lequel I'ordinateur comprend en outre un cache, qui est suffisamment
grand pour contenir 'une des lignes z.

Systeme suivant la revendication 2, dans lequel, aprés que l'ordinateur a effectué la rétroprojection pour toutes les
lignes z pour former I'image sous la forme d’une pluralité de voxels, I'ordinateur effectue une opération de transpo-
sition en trois dimensions sur les voxels de I'image pour organiser les voxels en des lignes x pour lesquelles x varie
mais y et z sont constants.

Systeme suivant la revendication 1, dans lequel :

une limite de I'objet est connue a priori et
limage en trois dimensions est créée seulement au sein de la limite.

Systeme suivant la revendication 1, dans lequel les signaux de projection sont traités comme des données pures
a virgule flottante.

Systeme suivantlarevendication 1, dans lequel les signaux de projection sont traités comme un mélange de données
a virgule flottante et a virgule fixe.

Systeme suivant la revendication 1, dans lequel I'ordinateur comprend un microprocesseur sur lequel la au moins
une unité de traitement a virgule fixe, qui peut traiter plus qu’'une donnée en nombre entier de 16 bit ou de 32 bit
dans un seul jeu d’instruction, et la au moins une unité de traitement a virgule flottante, qui peut traiter plus qu’une
donnée a virgule flottante de 32 bit a précision unique dans un seul jeu d’instruction, sont mises en oeuvre.
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Systéme suivant la revendication 8, dans lequel I'ordinateur comprend une pluralité desdits processeurs, chacun
d’entre eux comprenant au moins l'unité de traitement a virgule fixe, qui peut traiter plus qu’'une donnée en nombre
entier a 16 bit ou 32 bit dans un seul jeu d’instruction, et au moins l'unité de traitement a virgule flottante, qui peut
traiter plus qu’une donnée a virgule flottante a 32 bit a précision unique dans un seul jeu d’instruction.

Systéme suivant la revendication 1, dans lequel I'image est une distribution linéaire de coefficients d’atténuation de
la partie intérieure de I'objet.

Procédé de création d’une image en trois dimensions représentative d’'une partie intérieure d’un objet, procédé dans
lequel :

(a) on envoie un faisceau a travers I'objet sur un détecteur pour créer des signaux de projection et
(b) on recoit les signaux de projection et on crée I'image en trois dimensions en effectuant une pluralité de
calculs sur les signaux de projection du faisceau ;

dans lequel on effectue le stade (b) sur un ordinateur comprenant au moins une unité de traitement a virgule fixe
et au moins une unité de traitement a virgule flottante, la au moins une unité de traitement a virgule fixe fonctionnant
en parallele avec la au moins une unité de traitement a virgule flottante, I'ordinateur subdivisant la pluralité de calculs
en une premiére pluralité de calculs a effectuer dans la au moins une unité de traitement a virgule fixe, et en une
deuxieéme pluralité de calculs a effectuer dans la au moins une unité de traitement a virgule flottante,

dans lequel le faisceau est un faisceau en cone et les signaux de projection sont des signaux de projection de
faisceau en cone,

caractérisé

en ce que la premiére pluralité de calculs comprend la création d’'une topographie de projection, la création de la
topographie de projection comprenant la topographie d’'un systéme x, y, z de coordonnées universel pour coordonner
un systéme u, t, s du détecteur, u étant indépendant de z, et en ce que la deuxiéme pluralité de calculs comprend
la rétroprojection des signaux de projection a faisceau de cdne, en conformité avec la topologie de projection pour
produire I'image reconstruite.

Procédé suivant la revendication 11, dans lequel :

'ordinateur organise les signaux de projection a faisceau de céne en des lignes z, pour lesquelles z varie mais
x et y sont constants, et
I'ordinateur effectue la rétroprojection pour chacune des lignes z.

Procédeé suivant la revendication 12, dans lequel l'ordinateur comprend en outre un cache, qui est suffisamment
grand pour contenir 'une des lignes z.

Procédé suivant la revendication 12, dans lequel, aprés que l'ordinateur a effectué la rétroprojection pour toutes
les lignes z pour former I'image sous la forme d’une pluralité de voxels, l'ordinateur effectue une opération de
transposition en trois dimensions sur les voxels de I'image pour organiser les voxels en des lignes x pour lesquelles
X varie mais y et z sont constants.

Procédé suivant la revendication 11, dans lequel :

une limite de I'objet est connue a priori et
limage en trois dimensions est créée seulement au sein de la limite.

Procédé suivant la revendication 11, dans lequel les signaux de projection sont traités comme des données pures
a virgule flottante.

Procédé suivant la revendication 11, dans lequel les signaux de projection sont traités comme un mélange de
données a virgule flottante et a virgule fixe.

Procédé suivant la revendication 11, dans lequel I'ordinateur comprend un microprocesseur sur lequel la au moins
une unité de traitement a virgule fixe, qui peut traiter plus qu’'une donnée en nombre entier de 16 bit ou de 32 bit
dans un seul jeu d’instruction, et la au moins une unité de traitement a virgule flottante, qui peut traiter plus qu’une
donnée a virgule flottante de 32 bit a précision unique dans un seul jeu d’instruction, sont mises en oeuvre.
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Procédé suivant la revendication 18, dans lequel I'ordinateur comprend une pluralité desdits processeurs, chacun
d’entre eux comprenant au moins l'unité de traitement a virgule fixe, qui peut traiter plus qu’'une donnée en nombre
entier a 16 bit ou 32 bit dans un seul jeu d’instruction, et au moins l'unité de traitement a virgule flottante, qui peut
traiter plus qu’une donnée a virgule flottante a 32 bit a précision unique dans un seul jeu d’instruction.

Procédé suivant la revendication 18, dans lequel 'image est une distribution linéaire de coefficients d’atténuation
de la partie intérieure de I'objet.

Procédé suivant la revendication 11, dans lequel on effectue le stade (b) en utilisant un algorithme de reconstruction
de faisceau en cone de rétroprojection filtrée.

Procédé suivant la revendication 21, dans lequel on effectue I'algorithme de reconstruction du faisceau en cone de
rétroprojection filtrée en utilisant une informatique hybride utilisant une technique a donnée multiple d’instruction
simple.

Procédé suivant la revendication 22, dans lequel on effectue I'algorithme de reconstruction du faisceau en céne de
rétroprojection filtrée en utilisant une mise en place multiple sur une pluralité de processeurs.

Procédé suivant la revendication 11, dans lequel I'objet comprend du tissu mou.

Procédé suivant la revendication 11, dans lequel on effectue le stade (b) en utilisant un langage d’assemblage écrit
manuellement.

Procédé suivant la revendication 11, dans lequel on effectue le stade (b) par reconstruction Feldkamp de faisceau
en cOne en :

(i) effectuant un calcul hybride utilisant une donnée multiple d’instruction simple (SIMD) sur une pluralité d’unités
d’exécution ;

(ii) utilisant une mise en place multiple et un support a fibre dans un systéme fonctionnel, de maniére a permettre
automatiquement un parallélisme de reconstruction date I/O efficace d’environnement de multiprocesseur et
(iii) optimisant un accés a la mémoire et au cache par partition de donnée.

Procédé suivant la revendication 11, dans lequel on effectue le stade (b) par traitement paralléle sur un micropro-
cesseur unique ou sur des processeurs multiples en utilisant un calcul hybride pour accélérer une reconstruction

d’un faisceau en céne pour reconstruire du tissu mou.

Procédé suivant la revendication 11, dans lequel on effectue le stade (b) par mise en place multiple seulement
lorsqu’une pluralité de processeurs est disponible.
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