w0 2010/039770 A1 I T IA0K0 0 O 0RO

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization g 1IN NP A0 AL A0 00O 000 O
International Bureau S,/ )
sUMPV 10) International Publicati
(43) International Publication Date \'{:/_?___/ (10) International Publication Number
8 April 2010 (08.04.2010) PCT WO 2010/039770 Al
(51) International Patent Classification: AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
HO4W 4/00 (2009.01) CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
. .. DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
(21) International Application Number: HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
PCT/US2009/058938 KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
(22) International Filing Date: ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
30 September 2009 (30.09.2009) gfgé\fGZ S?(M,S liE,S IK/E},SPTH,SPVL, g %?,TRI\% %I\IJ, %ﬁ %1%
(25) Filing Language: English TZ UA,UG, US, UZ, VC, VN, ZA, ZM, ZW.
(26) Publication Language: English  (84) Designated States (unless otherwise indicated, for every
(30) Priority Data: kind of regional protection available): ARIPO (BW, GH,
12/241,629 30 September 2008 (30.09.2008) US S\I\{f) KEE LS, M(\Xl’\/[MZA’Z NAB» YSqu%,L’ KSZZ ;é URGI} Z%’[J»
, Eurasian R X R 8 , R > 1,
(71) Applicant (for all designated States except US). EN- TM), European (AT, BE, BG, CH, CY, CZ, DE, DK, EE,
TROPIC COMMUNICATIONS, INC. [US/US]; 6290 ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
Sequence Drive, San Diego, California 92121 (US). MC, MK, MT, NL, NO, PL, PT, RO, SE, SI, SK, SM,

(72) Inventors; and TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, GW,

(75) Inventors/Applicants (for US only): LIU, Changwen ML, MR, NE, SN, TD, TG).
[US/US]; 11081 Ipai Ct, San Diego, California 92127 Declarations under Rule 4.17:
(US). LEE, Ronald [US/US]; 12774 Seabreeze Farms
Drive, San Diego, California 92130 (US). DELUCIO,
Glenn [US/US]; 12684 Carmel Country Road #4, San

— as to applicant’s entitlement to apply for and be granted
a patent (Rule 4.17(i1))

Diego, California 92130 (US). — as to the applicant’s entitlement to claim the priority of
. the earlier application (Rule 4.17(iii))
(74) Agent: GREENHAUS, Bruce, W; 6290 Sequence Drive,
San Diego, California 92121 (US). Published:
(81) Designated States (unless otherwise indicated, for every ~——  With international search report (Art. 21(3))

kind of national protection available): AE, AG, AL, AM,

(54) Title: DATA TRANSMISSION OVER A NETWORK WITH CHANNEL BONDING
Transmission Scheduling

Single Channel 40 Frag

)\ MAP Cycle
A= H : M H
4o} B c b|ll—e—F] A Frzde]HH1T
NS =| A\ﬁ AP .
41a- RR 42 g
Extension
Ch: |
Ene Frag Frag
\ MAP Gycle /\ .
iT§ [ _
Two Channels B GH-H
with Channel AZQE G2 % E E_ H2o La
Bonding §_\& :E:
= I uazsi VY §ilus ixn A %
AtJEB| ey o] Shyatl a A ] c| 203 B
1 H 15" 'H 3|11 e
H HEHH i
Primary RR X T
Channel
50 Minimal
duration

(57) Abstract: A system that transmits data over multiple networks receives data packets at a client node and forms a plurality of
data aggregates from the data packets. The system then sends a request for a duplicate transmission to a coordinator node on a first
network. In response to the request, the system receives a first transmission slot on the first network and a second transmission slot
on a second network for transmission of the data aggregates. The system then splits the data aggregates among the first transmis-
sion slot and the second transmission slot and transmits the data aggregates on the first transmission slot and the second transmis-
sion slot.



WO 2010/039770 PCT/US2009/058938

DATA TRANSMISSION OVER A NETWORK WITH CHANNEL BONDING

FIELD

[0001] This disclosure is directed generally to a communication network, and in

particular to data packet transmission in a communication network.

BACKGROUND INFORMATION

[0002] In some networking environments, communication networks may be formed
when multiple interoperable nodes communicating over a shared medium detect the existence
of other nodes. One example of such a network is a network that operates in accordance with
the Multimedia over Coax Alliance ("MoCA") MAC/PHY Specification. In this network,
nodes may function as "clients". It should be noted that client nodes are sometimes referred to
as "slave nodes". In addition to client nodes, such networks also include at least one
"Network Coordinator node" (NC). It should be noted that NCs are sometimes referred to as
either "master nodes" or "network controller nodes". A network will typically have a single
NC and any number of client nodes. The NC may transmit beacons and Media Access Plans

("MAPs") as well as other control information to manage the network.

[0003] To establish a system to allocate network bandwidth, the NC schedules times
during which communication occurs over the network. The NC communicates the schedule
to each client node in MAPs. Each MAP is a packet of information. One MAP is sent by the
NC during each "MAP cycle". Fig. 1 is a timing diagram that illustrates the timing
relationship between MAPs 201, 202 and MAP cycles 203, 205. The MAP cycle 205 is
defined as the communication activity on the channel under the control of the previously sent
MAP 201. Accordingly, the MAPs 201 schedule all of the communication activity for the
next MAP cycle 205 (only one such "next MAP cycle" 205 is shown in Fig. 1). It should be
noted that the next MAP 202 is sent during the next MAP cycle 205 under the scheduling
control of the previous MAP 201. Accordingly, MAPs 201, 202 determine the following
information for each packet to be sent in the next MAP cycle 205: 1) packet start time; ii)
packet length; ii1) source node; and iv) destination node(s). The combination of a packet start
time, the packet length for the packet to be sent at that start time, and the source node and

destination node for that packet are referred to herein as a "transmission slot assignment”.

[0004] One particular type of packet that the MAP 201, 202 is responsible for scheduling
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is a reservation request (RR) 207, 209, 211. Six such RRs are shown in the first MAP cycle
203of Fig. 1, starting with the first RR 207 and ending with the last RR 209. One RR 211 is
shown in the second MAP cycle 205. RRs 207, 209, 211 are sent by client nodes to indicate
that the client node has packets that it wishes to send and thus to request that the NC schedule
a time during a subsequent MAP cycle when the client node can send those packets.
Accordingly, when a client node has information to transmit, the client node must first wait
for the NC to allocate a time when the client node can send an RR 207, 209, 211. Once the
NC has allocated a time during which the client node can send an RR 207, 209, 211, the
client node communicates the RR 207, 209, 211 to the NC at the time allocated (i.c., at the
packet start time and for the packet length indicated by the MAP 201, 202). In some systems
(not shown), an Orthogonal Frequency Division Multiple Access (OFDMA) scheme can be
used. In such an OFDMA scheme, each of the RRs is modulated on a separate subcarrier and

transmitted in the same transmission slot.

[0005] The RR 207, 209, 211 allows the client node to communicate to the NC that the
client node has data packets it wishes to send. Furthermore, the RR 207, 209, 211 indicates
the associated destination node(s), packet length, packet priority and so on for those data
packets. The NC uses this information to schedule additional times during which the client
node can transmit those additional data packets it wishes to send. The NC then communicates
that schedule by generating and transmitting the MAP 201 having transmission slot
assignments for the next MAP cycle 205.

[0006] Networks, such as MoCA networks and Ethernet-based networks, have an
increasing need for more bandwidth. However, such networks are typically formed from
physical channels that have a finite amount of bandwidth. For example, each physical
channel in a MoCA network has a bandwidth of approximately 100 MHz. One method of
increasing bandwidth for Ethernet networks is through channel bonding or link aggregation in
which multiple Ethernet network cables and/or ports are combined in parallel to increase the
throughput beyond the limits of any one single cable or port and to increase the redundancy
and thus provide higher availability (i.e., reliability). However, known methods of channel
bonding encounter difficulties in load-balancing the traffic among the multiple channels so

that the data is evenly distributed.

SUMMARY

[0007] In one embodiment of the disclosed method and apparatus, a client node receives
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data packets. The client node combines received data packets together (or "aggregates" the
data) to form a plurality of "data aggregates". The client node then sends a reservation request
("RR") in which the client node requests the Network Coordinator (NC) to schedule a time
during which the client node can transmit to another client node in the network. In response
to the request, the client node receives a first transmission slot assignment which indicates
which time slot (i.e.,"transmission slot") within a MAP cycle on the first network to transmit
a first portion of the data and second transmission slot assignment indicating which
transmission slot within a MAP cycle on a second network to transmit a second portion the
data. The system then splits the data among the first assigned transmission slot of the first
network and the second assigned transmission slot of the second network and transmits the

data at those transmission slots on the first network and the second network.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Fig. 1 is a timing diagram that illustrates the timing relationship between MAPS
and MAP cycles.
[0009] Fig. 2 is a block diagram of a network in accordance with one embodiment of the

disclosed method and apparatus.

[0010] Fig. 3 is a block diagram of a node in accordance with one embodiment of the

disclosed method and apparatus.
[0011] Fig. 4A is a diagram showing a queue of data to be transmitted from the node.

[0012] Fig. 4B is a diagram showing transmission slot assignments within a MAP in

accordance with one embodiment of the disclosed method and apparatus.

[0013] Fig. 5 illustrates channel bonding with coordinated splitting in accordance with

one embodiment of the disclosed method and apparatus.

[0014] Fig. 6 is a flow diagram of the functionality of the node of Fig. 3 in accordance
with one embodiment of the disclosed method and apparatus when transmitting packets on

multiple channels.

DETAILED DESCRIPTION

[0015] In one embodiment of the disclosed method and apparatus, a network transmits
data packets using channel bonding by splitting packets among two channels on two different

networks.
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[0016] Fig. 2 is a block diagram of a network 10 in accordance with one embodiment of
the disclosed method and apparatus. The network 10 includes an Network Coordinator (NC)
12 and client nodes 13-15. In one embodiment of the disclosed method and apparatus, the
network 10 is a home network. Each of the nodes 12-15 (including both the NC and all of the
client nodes) is integrated with, is included within, or is coupled to, an entertainment device
in the home. Each such entertainment device is capable of communicating data to form
messages to the other entertainment devices. Examples of such entertainment devices
include, but are not limited to, set-top boxes, digital video recorders (“DVR”’s), computers,
televisions, routers, etc. The nodes 12-15 are coupled to a network media 16 over which the
data is transferred. In one embodiment of the disclosed method and apparatus, the network
media 16 is coaxial cable. However, the network media 16 may be any other type of media or
facility, including other wired media or wireless media, that enables the devices to
communicate with one another. In one embodiment of the disclosed method and apparatus,
the network 10 is a full mesh network so that any node on the network can communicate

directly with any of the other nodes on the network in any direction.

[0017] In one embodiment of the disclosed method and apparatus, the network 10
operates as a network within the allowable frequencies established by the industry standard,
Multimedia over Coax Alliance MAC/PHY Specification v. 1.0 (hereinafter, "MoCA 1.0”).
The range of frequencies in MoCA 1.0 is 875 - 1500 MHz. The channels exists at frequency
intervals of either 25 MHz or 50 MHz. Therefore, there is a channel having a center
frequency at 875 MHz, another at 900 MHz, another at 925 MHz, and so on through 1000
MHz. The frequencies then skip to 1150 MHz with channels at 50 MHz intervals from there
up to 1500 MHz. The channels are centered at 1150 MHz, 1200 MHz, etc., up to 1500 MHz.
In the example of Fig. 2, the network 10 operates at channel 900 MHz (referred to in the
MoCA specification as channel B1). A second network having an NC and multiple client

nodes operates at a different frequency.

[0018] In one particular example, the second network operates at 1200 MHz (referred to
in the MoCA specification as Channel Channel D2). However, any two available channels
may be used. The nodes 12- 15 can concurrently be part of two or more networks. All of the
networks will transmit data over the same bus or backbone, but each network transmits at a
different frequency. In one embodiment of the disclosed method and apparatus, one node 12

will function as the NC in at least two of the networks. It is possible for that node to be the
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only node that is common to the different networks. In one embodiment of the disclosed
method and apparatus, there is at least one node that is not common to both the first and
second network. In one embodiment of the disclosed method and apparatus, each node that is
common to more than one network has a separate network integrated circuit chip/processor

for each network to which the node is a member (i.c., can transmit data).

[0019] Fig. 3 is a block diagram of a node 21 in accordance with one embodiment of the
disclosed method and apparatus. The Node 21 can function as an NC, such as the node 12 of
Fig. 2, or as a client node, such as the nodes 13-15 of Fig. 2. The node 21 includes a
processor 20, a transceiver 27, and a memory 22. The processor 20 may be any type of
general or specific purpose processor. The transceiver 27 can be any device that transmits and
receives data. The memory 22 stores instructions to be executed by the processor 20 and
information. The memory 22 can include of any combination of random access memory
("RAM"), read only memory ("ROM"), static storage such as a magnetic or optical disk, or

any other type of computer readable medium.

[0020] Computer readable medium may be any available media that can be accessed by
the processor 20 and includes both volatile and nonvolatile media, removable and non-
removable media, and communication media. Communication media may include computer
readable instructions, data structures, program modules or other data in a modulated data
signal such as a carrier wave, or other transport mechanism, and includes any information

delivery media.

[0021] In one embodiment of the disclosed method and apparatus, the memory 22 stores
software modules that provide functionality when executed by the processor 20. The modules
include an operating system 24, a MoCA module 25 and a channel bonding module 26. The
functionality of these modules, although shown as software in Fig. 3, can be implemented by

any combination of hardware or software in other embodiments.

[0022] In one embodiment of the disclosed method and apparatus, the operating system
24 provides the functionality that allows the processor 20 to operate the node 21, including
controlling the transceiver 27 and the memory 22, and the MoCA module 25 provides the
functionality to allow the node 21 to operate in accordance with one or more MoCA

standards. In one embodiment of the disclosed method and apparatus, the channel bonding
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module 26 performs channel bonding by distributing and transmitting packets over two or

more channels, as disclosed in more detail below.

[0023] In one embodiment of the disclosed method and apparatus, the node 21 can
transmit or receive data over multiple channels/networks by including multiple
receivers/transmitters at a single location. A single physical processor, such as the processor
20, may be divided to function simultaneously on more than two channels, or may be
comprised of two or more processors with one functioning as the master and the other(s)
function as a slave. Each processor handles packet processing at its channel and the master
processor performs the final assembly. In another embodiment, the node 21 may include a
separate physical processor for each channel on which the node is operating. Each channel, as
disclosed above, forms a separate network that includes an NC and transmits and receives

over a unique frequency.

[0024] As noted above, nodes are assigned one or more transmission slots of
predetermined length in a framing structure commonly referred to as a MAP cycle that
contains multiple transmission slots. All nodes are synchronized by MAPs that are broadcast
by the network NC. MAPs are messages sent by the NC to define when each node will be
allowed to transmit, such as described in the MoCA 1.0 industry standard.

[0025] In one embodiment of the disclosed method and apparatus, the node 21 acts as the
NC and schedules data transmissions over two channels through channel bonding. The node

21 determines how to divide the data equally over two or more channels, when applicable.

[0026] Fig. 4A is a diagram of the data transmission request (DTR) queue 30 in the NC
12. Data Transmission Requests (DTRs) A - N received from all of the nodes by the NC 12
are loaded into the DTR queue 30. Up to 17 DTRs can be transmitted to the NC 12 within
one Reservation Request (RR) from a client node 21 in accordance with one embodiment of
the disclosed method and apparatus that operates in accordance with the MoCA 1.0 industry

standard. RRs are scheduled in a MAP Cycle, as will be discussed in more detail below.

[0027] The DTR queue 30 is divided into multiple sub-queues. One such sub-queue is a
guaranteed quality of service ("QoS") queue 31 for critical data such as voice packets. DTRs
A - C loaded in the QOS queue 31 receive the highest priority. Another sub-queue is a high
priority queue 32. DTRs D - G get the second highest priority. Yet others are a middle
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priority queue 33 and a low priority queue 34. DTRs H - J get the third highest priority and
DTRs K - N get the lowest priority.

[0028] Each DTR A - N is associated with data to be transmitted from a transmitting
node to a receiving node. In one embodiment, the data packets are aggregated to be
transmitted from the transmitting node to the receiving node. A collection of data packets that
are aggregated together are referred to herein as a "data aggregate" for simplicity. For the
purpose of describing the function of the disclosed method and apparatus, Fig. 4A depicts
cach DTR A - N as having different relative lengths, the lengths being indicative of the
amount of time required to transmit the associated data. However, it should be understood
that the contents of the subqueues 31-34 is just the DTR which indicates the amount of data.
Accordingly, each DTR in the queue is approximately the same length, even though they are
shown with lengths relative to the length of the associated data. In one embodiment, the
amount of data is indicated in terms of the amount of time required to transmit the data.
However, in another embodiment, the amount of data is indicated in terms of either the
number of symbols to be transmitted, the number of bits of data, or any other quantity that
indicates the actual amount of information to be transmitted. In one embodiment, the amount
of data includes any overhead data as well as the payload data. However, in an alternative
embodiment, the amount of data includes only the payload. In yet another embodiment, the

amount of data includes the payload and some portion of the overhead.

[0029] The low priority queue 34 includes DTRs M, N for transmission of legacy packets
(or "non-channel bonding packets"). Non-channel bonding packets are either sourced from, or
destined to, a node that does not support channel bonding (e.g., a MoCA 1.0 node that cannot
communicate across two channels). The legacy data packets associated with the DTRs M and
N may be single packets or aggregates of multiple packets. Each DTR is associated with data
and identifies the node that is to receive the data. In one embodiment, all packets in each
aggregate associated with one DTR A - N in queue 30 are destined for the same receiving

node.

[0030] Fig. 4B shows one example of the transmission slots assigned for each
transmission request within one MAP Cycle. In networks without channel bonding, all data
packets for which a DTR has been received and loaded in queue 30 would be assigned and
scheduled to be transmitted on a single channel 40, as shown in Fig. 4B. In one embodiment,

cach transmitting node sends a DTR for each of the data aggregates that the transmitting node
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has to transmit. Alternatively, a DTR can be associated with a single packet of data. The NC
12 receives the DTRs and loads them into the appropriate subqueue 31 - 34. The DTRs are
loaded into the subqueues 31 - 34 in accordance with information indicating the priority of
the data associated with the DTRs. The priority information is provided directly in the DTR.
In response to loading the DTRs into the subqueues 31 - 34, the NC 12 schedules
transmission of as much of the data as possible during a single scheduling period or "MAP

Cycle".

[0031] In a single channel network, as shown with channel 40, a MAP Cycle includes a
transmission slot for each of the following: (1) a set of reservation requests ("RRs") 41, each
of which is sent on one of 224 OFDMA subcarriers 41a - 41d; (2) aggregates, in consecutive
order, starting from the aggregate associated with the DTRs A, B, C in highest priority queue
31 and working through to the DTRs K, L, M, N in lowest priority queue 34; (3) a MAP
header 42 and (4) an admission control frame ("ACF") 43.

[0032] In accordance with the MoCA 1.0 standard, the MAP Cycle is of a predetermined
length, and the MAP header 42 and ACF 43 must occur at particular times within the MAP
Cycle. Accordingly, as shown in Fig. 4B, the aggregates associated with the DTRs F and H
are split into two fragments, with one of the two fragments associated with DTR F being sent
before transmission of the MAP header 42 and the other fragment associated with DTR F
being sent after the MAP header 42. Likewise, the data associated with DTR H is split into

two fragments, one fragment transmitted before and one after the transmission of the ACF 43.

[0033] Because each MAP cycle has a limited duration, the lowest priority aggregates
associated with the DTRs L, M, N in queue 34 cannot fit within the MAP Cycle shown in the
single channel 40. Therefore, these requests will remain and the aggregates associated with

them will have to be transmitted in a subsequent MAP Cycle.

[0034] In contrast to scheduling shown in single channel 40, embodiments of the
disclosed method and apparatus perform channel bonding for at least two channels in one or
more of the following arrangements: (1) one transmitter node makes use of two channels to
deliver data to one receiver node; (2) two transmitter nodes make use of two channels to
deliver data to one receiver node; and (3) one transmitter node makes use of two channels to
deliver data to two receiver nodes. The two "bonded" channels can be designated as a

"primary” channel 50 and an "extension" channel 52. However, cither of the two channels 50,
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52 may be considered the primary channel. Furthermore, it will be understood by those
skilled in the art that while most of the discussion provided herein regards the use of two
bonded channels, it is possible in accordance with the disclosed method and apparatus to

have more then two bonded channels.

[0035]  The disclosed method and apparatus for channel bonding requires minimal or no
changes to the physical layer of each channel. Instead, changes are made to the Media Access
Control ("MAC") layer. In all embodiments of the disclosed method and apparatus, there is at
least one transmitter node, at least one receiver node, and an NC. The NC may be the
transmitter node, the receiver node, or a node which is neither the transmitter nor receiver
node. However, the NC must be a member of all of the networks with which a channel is to

be "bonded".

[0036] In one embodiment of the disclosed method and apparatus, a client node 21 splits
its queued data that require more than a predefined minimum transmission slot into two
portions. Each portion is transmitted on a different one of two channels, a primary channel 50
and an extension channel 52. The data associated with each DTR is divided such that each
portion requires an equal transmission time across the respective one of the two channels over
which it is to be transmitted, In this embodiment, a single transmitter makes use of the two
channels simultaneously to transmit data to one receiver. Each channel 50, 52 is on a
different network. Each network has its own NC. The node 21 transmits over both networks.

The two NCs are physically located at the same node.

[0037] The node 21 generates a DTR requesting a transmission slot on both channels.
The DTR requests a transmission slot on the primary channel 50 having a duration that is
sufficient to transmit that portion of the data to be transmitted over the primary channel.
Since the data is divided into portions that will take the same amount of time to transmit over
cach channel, the amount of time required to transmit over the primary channel 50 will be the

same as the amount of time required to transmit over the extension channel 52.

[0038] A bit is set to indication that the data will be split over two channels transmitting
simultaneously. In response, the primary channel NC schedules the primary channel, and
duplicates the schedule in the extension channel for two equal durations in the two channels,

starting at the approximately same time and ending at approximately the same time.

[0039] Link control packets also start at approximately the same time and end at
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approximately the same time. The NC duplicates its schedule in both the primary and the
extension channels for data and control packets/aggregates, excluding legacy packets such as
packets associated with the DTRs M, N in queue 34, packets that require a transmission slot
of less than a minimum duration, such as the packet associated with DTR D in queue 32, and
ACEF 43 transmission slot. Accordingly, the NC 12 sends two nearly identical MAPs for the
two channels. However, the following are only sent on primary channel 50: (1) RRs 41; (2)
legacy aggregates M, N; (3) packets D that require less than a minimum transmission slot;

and (4) ACF slots 43.

[0040] As shown in Fig. 4B, data associated with a DTR that requires more than a
minimum transmission slot is split evenly into two portions requiring equal transmission
time. The two portions are transmitted concurrently across primary channel 50 and extension
channel 52. The two portions are then received in the same transmission slot by the receiving
node, where they can be instantly combined to retrieve the original aggregate. Therefore,

minimal buffering is required at the receiving nodes.

[0041] In another embodiment, instead of the transmitting node evenly splitting the data,
the NC performs the task of splitting the data. In this embodiment, the client node sends the
DTR with a request to send the entire aggregate over the primary channel instead of
requesting only the amount of time required to transmit an evenly split portion. The NC then
calculates how to split the data for each DTR, and specifies the transmission slots allocated to
the DTR in the two MAPs (i.e., the MAP for the primary channel and the MAP for the
extension channel). The MAP in the primary channel specifies the assigned transmission slots
in the primary channel and the MAP in the extension channel specifies the assigned
transmission slots in the extension channel. When a transmission is split across the two
channels, the two assigned transmission slots start at approximately the same time and end at
approximately the same time. Link control packet transmissions in the two channels also start
at approximately the same time and end at approximately the same time. The MAP for the
primary channel 50 can then be almost the same as that for extension channel 52, except for
the transmissions of legacy aggregates, minimum duration packets, and ACF slots, as shown

in Fig. 4B.

[0042] Fig. 5 illustrates channel bonding with coordinated splitting in accordance with
one embodiment of the disclosed method and apparatus. In this embodiment, instead of

splitting each individual DTR evenly and independently as shown in Fig. 4B, the NC 12
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coordinates the splitting of one DTR into another DTR. In this embodiment, each DTR, either
for a single packet or for an aggregate of packets, can be split across two channels, evenly or
not, if the amount of time required to transmit one of the packets is longer than a minimal
duration. Client nodes send their reservation requests containing DTRs for transmissions
entirely over the primary channel. As shown in Fig. 5, DTRs associated with aggregates A
and B are sent from the same source node and intended for the same destination node. The
NC 12 splits the longer aggregate B into two aggregates B1 and B2. B1 is scheduled on a
primary channel 60 and B2 is scheduled on an extension channel 62. The NC 12 also
schedules the transmission of aggregate A on the extension channel 62 so that the
transmission duration of aggregate B1 is equal to the sum of the durations of aggregate B2
and aggregate A, including the Inter-Frame Gap ("IFG") 63 between aggregate B2 and
aggregate A. Therefore, the NC splits the longer duration request B so that: Duration of B1 =

Duration of A + IFG + Duration of B2 and schedules their transmission accordingly.

[0043] In another embodiment, a single transmitter makes use of two channels
simultaneously to transmit data to two different receivers. As with the coordinated splitting
disclosed in Fig. 5, the NC 12 coordinates the transmission of aggregates A and B from the
same source, but to two different destinations. Further, the NC 12 coordinates the
transmission power so that the transmitting node transmits the aggregates using maximum

power.

[0044] In another embodiment, two transmitters can make use of two channels to
simultaneously transmit data to one receiver. As with the single transmitter to single receiver
embodiments, the data may be transmitted using channel bonding by splitting the data evenly
as disclosed in Fig. 4, or by coordinated splitting as disclosed in Fig. 5. For the example of
Fig. 5, the aggregates A and B must be intended for the same destination, but can be from
cither the same or different sources. Further, in this embodiment the NC 12 coordinates the
transmission power from each transmitting node so that the receiving power is approximately

equal.

[0045] Fig. 6 is a flow diagram of the functionality of the node 21 of Fig. 3 in accordance
with one embodiment of the disclosed method and apparatus when transmitting packets on
multiple channels. In one embodiment of the disclosed method and apparatus, the functions
shown in Fig. 6 are implemented by software. The software is stored in a computer readable

medium and executed by a processor. In other embodiments, the functions are performed by
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hardware. Such hardware may include one or more application specific integrated circuits
("ASICs"), programmable gate arrays ("PGAs"), field programmable gate arrays ("FPGAs"),
etc. In yet another embodiment the functions are performed by a combination of hardware

and software.

[0046] At 602, a transmitting client node identifies multiple packets to be transmitted to
one or more receiving client nodes within the same network. Such packets are typically
received by the transmitting client node from other devices that are either coupled to the
transmitting client node or that the transmitting client node resides within. Such other devices
include digital video recorders, televisions, computers, set-top boxes, media servers, etc. In

one embodiment, the packets are aggregated to form aggregates by priority and destination.

[0047] At 604, the transmitting node sends an RR to a primary channel NC 12. The RR
includes one DTR associated with each of the aggregates. Each DTR indicates the amount of

time required to transmit the aggregate on the primary channel.

[0048] In response, at 606 the NC 12 assigns transmission slots within the MAP for both
the primary and extension channels to as many aggregates as will fit within the next MAP
cycle. In one embodiment, the transmission slot assignments are made to ensure that the
aggregates are evenly split between the two channels. Alternatively, as noted above, the
transmission slot assignments are made to make the most efficient use of the bandwidth
controlled by the MAP. Each DTR indicates whether the associated aggregate is to be split
between the primary and extension channels, and thus whether the transmission slot
assignments in the two channels are to be identical. In one embodiment of the disclosed
method and apparatus, the client node does the splitting prior to sending a RR. In another

embodiment, the NC determines how to split the aggregates between the channels.

[0049] At 608, the aggregates are transmitted on the primary channel and on the
extension channel. Transmissions on the primary channel and extension channel start at

approximately the same time and end at approximately the same time.

[0050] Several embodiments are specifically illustrated and/or described herein.
However, it will be appreciated that modifications and variations of the disclosed
embodiments are covered by the above teachings and within the purview of the appended

claims without departing from the spirit and intended scope of the invention.
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1 CLAIM:

1.

A method of transmitting data comprising:

a)

b)

©)
d)

sending from a first node that is a member of both a first and a second network, a
data transmission request;

receiving at the first node a first transmission slot assignment on the first network
and a second transmission slot assignment on the second network;

splitting data to be transmitted into a first and second portion; and

transmitting from the first node, the first portion during the first assigned
transmission slot and transmitting from the first node, the second portion during

the second assigned transmission slot.

The method of Claim 1, wherein the first and second assigned transmission slots start

at approximately the same time and end at approximately the same time.

The method of Claim 1, wherein the data transmission request is sent to a network

coordinator, the network coordinator being responsible for assigning transmission

slots on the first and second network.

The method of Claim 3, wherein the network coordinator is further responsible for

determining how data is to be divided between assigned transmission slots.

The method of Claim 1, wherein:

a)

b)

©)

the first network includes a first set of nodes that can ecach communicate with one
another;

the second network includes a second set of nodes that can each communicate
with one another; and

there exists at least one node that is not common to both the first and second set of

nodes.

The method of claim 1, wherein the splitting comprises dividing the data

approximately evenly between the networks.

The method of claim 1, wherein:

a)

b)

the data to be transmitted includes a first data aggregate and a second data
aggregate;

the splitting comprises dividing the second data aggregate into a first portion and a

13-
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10.

11.

12.

13.

14.

15.

16.

17.

second portion; and

¢) the amount of time required to transmit the first portion is approximately equal to
the amount of time required to transmit the first data aggregate plus the amount of
time taken up by an inter-frame gap plus the amount of time required to transmit

the second portion.
The method of claim 1, wherein the splitting is performed by the first node.
The method of claim 1, wherein the splitting is performed by a first coordinator node.

The method of claim 1, wherein the first transmission slot assignment is an

assignment to transmit over a primary channel.

The method of claim 10, wherein the first coordinator node on the first network uses
the request made for a transmission slot on the primary channel as a request for an

additional transmission slot on an extension channel.

The method of claim 1, wherein the first network conforms to a Multimedia over

Coax Alliance (MoCA) industry standard.

The method of claim 1, wherein the data transmission request is a reservation request

element in accordance with the MoCA industry standard.

The method of claim 1, wherein the first transmission slot and the second
transmission slot start at approximately the same time and end at approximately the

same time.

The method of claim 7, wherein the data aggregates are formed based on a priority

and a destination associated with packets to be aggregated.

A method for assigning a transmission slot to a client node comprising:
a) receiving a first data transmission request from a client node; and
b) sending at least a first transmission slot assignment on a first network and a

second transmission slot assignment on a second network to the client node.

The method of Claim 16, wherein data associated with the first data transmission

request is split between the first and second assigned transmission slot such that a first
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18.

19.

20.

portion of the data is to be sent during the first transmission slot and a second portion

of the data is to be sent during the second transmission slot.

The method of Claim 17, wherein:

a) the first and second portions of data require the same amount of time to be
transmitted by the client node; and

b) the first and second assigned transmission slots start at approximately the same

time and end at approximately the same time.

The method of Claim 17, further including:

a) receiving from a client node at least a second data transmission request associated
with second data;

b) wherein:
1) the data associated with the second data transmission request is assigned to be
sent during the second transmission slot; and
i1) the amount of time required by the client node to send the first portion of data
is equal to the amount of time required to transmit the second portion of data plus
an interframe gap and the data associated with the second data transmission

request.

A client node, the client node being a member of at least two networks, the client

node comprising:

a) amemory;

b) a processor coupled to the memory, the processor capable of reading instructions
from the memory to perform the following functions;
1) sending a data transmission request;
1) receiving at least a first transmission slot assignment on a first of the at least
two networks and a second transmission slot assignment on a second of the at
least two networks; and
1i1) splitting data to be transmitted into at least a first and second portion; and

¢) a transmitter coupled to the processor and receiving the first and second portion
from the processor, the transmitter transmitting the first portion during the first
assigned transmission slot and transmitting the second portion during the second

assigned transmission slot.
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21. The client node of Claim 20, wherein the process performs the further functions of:

22.

23.

a)

b)

receiving at least a third transmission slot assignment on a third of the at least two
networks;

splitting the data to be transmitted into at least a third portion, and

wherein the transmitter receives the third portion and transmits the third portion

during the third assigned transmission slot.

The client node of Claim 20, wherein the transmitter transmits the first and second

portion under the control of the processor.

A network controller, the network controller being a member of a first network and a

second network, the network controller comprising:

a)
b)
b)

a memory;

a transceiver;

a processor coupled to the memory and to the transceiver, the processor receiving

information received by the transceiver and transmitting information provided to

the transceiver, the processor also reading instructions from the memory to
perform the following functions;

1) receive a first data transmission request associated with first data to be
transmitted from, and residing at, a client node that is a member of the
networks, the first data transmission request indicating the amount of first data
to be transmitted from the client node;

i1) assign a first portion of the amount of first data associated with the first data
transmission request to be transmitted during a first transmission slot on the
first network; and

1i1) assign a second portion of the amount of first data associated with the first data
transmission request to be transmitted during a second transmission slot on the
second network; and

iv) communicating to the transceiver the first and second transmission slot
assignments; and

v) causing the transceiver to transmit the first transmission slot assignment on the
first network and the second transmission slot assignment on the second

network.
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24. The network controller of Claim 23, wherein the function of assigning the first and

25.

26.

second portion further includes ensuring that the first and second transmission slots

start at approximately the same time and end at approximately the same time.

The network controller of Claim 23, wherein the processor further reads instructions

from the memory to perform the following functions:

a)

b)

receive a second data transmission request associated with second data to be
transmitted from, and residing at, the client node, the data transmission request
indicating the amount of second data to be transmitted from the client node;
assign the second data to be transmitted during the first transmission slot on the

first network together with the first portion of first data.

A network controller, the network controller being a member of a first network and a

second network, the network controller comprising:

a)
b)

©)

d)

g)

a memory;

a transceiver;

a processor coupled to the memory and to the transceiver, the processor receiving
information received by the transceiver and transmitting information provided to
the transceiver, the processor also reading instructions from the memory to
perform the following functions;

receive a first data transmission request associated with first data to be transmitted
from, and residing at, a client node that is a member of the networks, the first data
transmission request indicating the amount of first data to be transmitted from the
client node over the first network and the amount of first data to be transmitted to
the client node over the second network;

assign the amount of first data to be transmitted over the first network to a first
transmission slot on the first network; and

assign the amount of first data to be transmitted over the second network to a
second transmission slot on the second network; and

communicating to the transceiver the first and second transmission slot
assignments; and

causing the transceiver to transmit the first transmission slot assignment on the

first network and the second transmission slot assignment on the second network.

-17-



WO 2010/039770 PCT/US2009/058938

27.

28.

29.

30.

31.

32.

33.

A computer readable media having instructions stored thereon that, when executed by

a processor, causes the processor to transmit digital data by:

a) sending a reservation request to a first network coordinator (NC) on a first
network;

b) receiving a first transmission slot assignment on the first network and a second
transmission slot assignment on a second network;

c) splitting data among the first assigned transmission slot and the second assigned
transmission slot; and

d) transmitting the data on the first assigned transmission slot and the second

assigned transmission slot.

The computer readable media of Claim 27, wherein the instructions further cause the
processor to form a plurality of data aggregates from data packets and the data that is

split includes the data aggregates.

The computer readable media of claim 27, wherein the splitting comprising

approximately evenly dividing the data.

The computer readable media of claim 27, wherein the data comprises a first data
aggregate and a second data aggregate and the splitting comprises dividing the second
data aggregate into a first portion and a second portion, wherein the time required to
transmit the first portion is approximately equal to time required to transmit the
second portion, plus the time taken by an inter-frame gap, plus the time required to

transmit the first data aggregate.

The computer readable media of claim 27, wherein the splitting is performed by the

client node.

The computer readable media of claim 27, wherein the splitting is performed by the

first NC.

The computer readable media of claim 27, wherein the first transmission slot is

provided on a primary channel.
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34.

35.

36.

37.

38.

39.

40.

The computer readable media of claim 33, wherein the first NC on the first network
uses the request for a time slot on the primary channel to generate a request in an

extension channel.

The computer readable media of claim 27, wherein the first network is based on a

Multimedia over Coax Alliance industry standard.

The computer readable media of claim 35, wherein the request is a reservation

request.

The computer readable media of claim 27, wherein the first transmission slot and the

second transmission slot start and end at approximately the same instant in time.

The computer readable media of claim 27, wherein the data aggregates are formed

based on a priority and a destination associated with each packet.

A system for transmitting digital data comprising:

a) means for receiving a plurality of data packets at a client node and forming a
plurality of data aggregates from the data packets;

b) means for sending a request for a duplicate transmission to a first coordinator
node on a first network;

¢) in response to the request, means for receiving a first transmission slot on the first
network and a second transmission slot on a second network for transmission of
the data aggregates;

d) means for splitting the data aggregates among the first transmission slot and the
second transmission slot; and

¢) means for transmitting the data aggregates on the first transmission slot and the

second transmission slot.

A network node in a first network comprising a first network controller node and at

least one first client node and in a second network comprising a second network

controller node and at least one second client node, the network node comprising:

a) a transceiver that receives a plurality of data packets; and

b) a channel bonding module coupled to the transceiver that forms a plurality of data
aggregates from the data packets and sends a request for a duplicate transmission

to the first network controller node;
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¢) wherein the channel bonding module, in response to the request, receives a first
transmission slot on the first network and a second transmission slot on the second
network for transmission of the data aggregates and splits the data aggregates
among the first transmission slot and the second transmission slot; and

d) wherein the transceiver transmits the data aggregates on the first transmission slot

and the second transmission slot.

41. The network node of claim 40, further comprising a first processor coupled to the

transceiver and comprising a master processor and a slave processor.

42. The network node of claim 40, further comprising a first processor coupled to the

transceiver and a second processor coupled to the transceiver.
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/602

The transmitting node receives
multiple packets that are aggregated
for transmission to one or more
receiving nodes

/604

The transmitting node sends an RR
to a primary channel NC node that
includes DTRs requesting
transmission on the primary channel

/606

NC node 12 assigns transmission
slots within the MAP for both the
primary and extension channels

f608

The aggregates are transmitted on
the primary channel and on the
extension channel.
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