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(57) Zusammenfassung: Bereitgestellt werden Techniken
für das Abfragen und Bereitstellen von Prozessanlagenda-
ten unter Verwendung einer quellenunabhängigen standar-
disierten Abfrage. Eine Abfragevorrichtung generiert eine
standardisierte Abfrage, um Daten aus einer oder mehreren
Datenquellen, beispielsweise aus relationalen oder nicht-re-
lationalen Datenbänken, abzurufen. Die Abfrage nutzt ein
standardisiertes Format, das nicht von der Datenquelle ab-
hängig ist, und die Abfrage kann als JSON-Datei generiert
werden. Die standardisierte Abfrage ist möglicherweise nicht
direkt nutzbar für die Datenquellen. Stattdessen generiert ei-
ne Datenvorrichtung auf den Empfang einer standardisierten
Abfrage hin eine oder mehrere quellenspezifische Abfragen.
Die quellenspezifischen Abfragen nutzen eine Syntax, die für
die einzelnen Datenquellen nativ ist, um Daten abzurufen.
In manchen Fällen müssen die empfangenen Daten weiter-
verarbeitet werden, um sie an unterschiedliche Abtastzeiten
oder Abtastraten anzupassen, beispielsweise durch Interpo-
lation. Die resultierenden Daten aus allen Datenquellen kön-
nen in einem Datenrahmen kombiniert werden, bevor sie an
die Abfragevorrichtung zurückgeschickt werden.
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Beschreibung

QUERVERWEIS AUF
VERWANDTE ANMELDUNGEN

[0001]  Diese Anmeldung beansprucht den Vorteil
der am 9. Oktober 2015 eingereichten vorläufigen
US-Anmeldung Nr. 32/239, 620 mit dem Titel DIS-
TRIBUTED INDUSTRIAL PERFORMANCE MONI-
TORING AND ANALYTICS, deren Gesamtheit hier-
mit ausdrücklich durch Bezugnahme mit aufgenom-
men wird. Die vorliegende Anmeldung betrifft: (i) die
am 4. März 2013 eingereichte US-Anmeldung Nr. 13/
784, 041 mit dem Titel „BIG DATA IN PROCESS
CONTROL SYSTEMS“, (ii) die am 6. Februar 2014
eingereichte US-Anmeldung Nr. 14/174, 413 mit dem
Titel „COLLECTING AND DELIVERING DATA TO A
BIG DATA MACHINE IN A PROCESS CONTROL
SYSTEM“, (iii) die am 11. August 2014 eingereich-
te US-Anmeldung 14/456, 763 mit dem Titel „SE-
CURING DEVICES TO PROCESS CONTROL SYS-
TEMS“, (iv) die am 17. März 2014 eingereichte US-
Anmeldung Nr. 14/216, 823 mit dem Titel „DATA MO-
DELING STUDIO“, (v) die am 31. Januar 2014 ein-
gereichte US-Anmeldung Nr. 14/169, 965 mit dem Ti-
tel „MANAGING BIG DATA IN PROCESS CONTROL
SYSTEMS“, (vi) die am 14. März 2014 eingereichte
US-Anmeldung Nr. 14/212, 411 mit dem Titel „DE-
TERMINING ASSOCIATIONS AND ALIGNMENTS
OF PROCESS ELEMENTS AND MEASUREMENTS
IN A PROCESS“, (vii) die am 14. März 2014 einge-
reichte US-Anmeldung Nr. 14/212, 493 mit dem Ti-
tel „DISTRIBUTED BIG DATA IN A PROCESS CON-
TROL SYSTEM“, (viii) die am 6. Oktober 2014 einge-
reichte US-Anmeldung Nr. 14/506, 863 mit dem Ti-
tel „STREAMING DATA FOR ANALYTICS IN PRO-
CESS CONTROL SYSTEMS“, (ix) die am 6. Oktober
2014 eingereichte US-Anmeldung Nr. 14/507, 188
mit dem Titel „REGIONAL BIG DATA IN PROCESS
CONTROL SYSTEMS“, (x) die am 6. Oktober 2014
eingereichte US-Anmeldung Nr. 62/060, 408 mit dem
Titel „DATA PIPELINE FOR PROCESS CONTROL
SYSTEM ANALYTICS“ und (xi) die am 6. Oktober
2014 eingereichte US-Anmeldung Nr. 14/507, 252
mit dem Titel „AUTOMATIC SIGNAL PROCESSING-
BASED LEARNING IN A PROCESS PLANT“, deren
gesamte Offenbarungen hiermit ausdrücklich durch
Bezugnahme mit aufgenommen werden.

TECHNISCHES GEBIET

[0002]  Die vorliegende Offenbarung betrifft allge-
mein Prozessanlagen und Prozessleitsysteme und
insbesondere eine Echtzeit-Leistungsüberwachung
und Analytik von Echtzeitdaten, die von Prozessan-
lagen und Prozessleitsystemen generiert werden.

HINTERGRUND

[0003]  Verteilte Prozessleitsysteme, wie sie in che-
mischen, Petroleum-, industriellen oder anderen Pro-
zessanlagen zur Herstellung, Veredelung, Umwand-
lung, Erzeugung oder Produktion physischer Mate-
rialien oder Produkte eingesetzt werden, umfassen
typischerweise eine oder mehrere Prozesssteuerein-
richtungen, die über analoge, digitale oder analog/
digitale Datenbusse oder über eine drahtlose Kom-
munikationsverbindung oder ein Netzwerk kommuni-
kativ mit einem oder mehreren Feldgeräten verbun-
den sind. Die Feldgeräte, welche beispielsweise Ven-
tile, Stellungsregler, Schalter und Sender sein kön-
nen (z. B. Temperatur-, Druck-, Niveau- und Durch-
flussmessfühler), sind innerhalb der Prozessumge-
bung angeordnet und führen generell physische oder
Prozesssteuerfunktionen durch, wie das Öffnen oder
Schließen von Ventilen, die Messung des Prozesses
und/oder von Umgebungsparametern, wie Tempera-
tur oder Druck usw., zur Steuerung eines oder meh-
rerer Prozesse, die innerhalb der Prozessanlage oder
des Systems ausgeführt werden. Intelligente Feldge-
räte, wie beispielsweise die Feldgeräte, die dem be-
kannten Feldbusprotokoll entsprechen, können auch
Steuerberechnungen, Alarmfunktionen und andere
Steuerfunktionen, die üblicherweise innerhalb der
Steuerung implementiert sind, ausführen. Die Pro-
zesssteuereinrichtungen, die normalerweise eben-
falls innerhalb der Anlage angeordnet sind, empfan-
gen Signale, die indikativ für die Prozessmessun-
gen sind, die von den Feldgeräten durchgeführt wer-
den, und/oder die andere Informationen im Zusam-
menhang mit den Feldgeräten sind, und führen eine
Steuereinrichtungsanwendung aus, die beispielswei-
se unterschiedliche Steuermodule betreibt, Prozess-
leitentscheidungen trifft, Steuersignale auf Grundla-
ge der erhaltenen Informationen erzeugt und mit den
Steuermodulen oder Blöcken, die in den Feldgerä-
ten ausgeführt werden, koordiniert, wie beispielswei-
se HART®, WirelessHART® znd FOUNDATION® Fiel-
dbus Feldgeräte. Die Steuermodule in der Steuerein-
richtung senden die Steuersignale über die Kommu-
nikationsleitungen oder -verbindungen an die Feld-
geräte, um dadurch den Betrieb von mindestens ei-
nem Teil der Prozessanlage zu steuern, beispielswei-
se um mindestens einen Teil eines oder mehrerer in-
dustrieller Prozesse, die innerhalb der Anlage ablau-
fen oder ausgeführt werden, zu steuern. Die Steuer-
einrichtungen und die Feldgeräte steuern beispiels-
weise mindestens einen Teil eines Prozesses, der
von dem Prozessleitsystem der Prozessanlage ge-
steuert wird.

[0004]  Informationen der Feldgeräte und der Steu-
ereinrichtung werden üblicherweise über eine Daten-
autobahn oder ein Kommunikationsnetzwerk an ein
oder mehrere andere Hardwaregeräte bereitgestellt,
wie beispielsweise Bedienerarbeitsplätze, persönli-
che Computer oder Rechner, Datenhistoriker, Be-
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richtgeneratoren, zentrale Datenbanken oder andere
zentrale, administrative Rechner, die sich typischer-
weise in Kontrollräumen oder an anderen Standor-
ten befinden, die von der rauen Anlagenumgebung
entfernt liegen. Jedes dieser Hardwaregeräte ist ty-
pischerweise für die gesamte Prozessanlage oder
für einen Teil der Prozessanlage zentralisiert. Die-
se Hardwaregeräte führen Anwendungen aus, die es
einem Bediener beispielsweise ermöglichen, Funk-
tionen zur Steuerung eines Prozesses und/oder für
den Betrieb der Prozessanlage auszuführen, wie bei-
spielsweise die Veränderung von Einstellungen der
Prozessleitroutine, die Modifikation des Betriebs der
Steuermodule innerhalb der Steuereinrichtung oder
der Feldgeräte, die Beobachtung des aktuellen Pro-
zessstatus, das Einsehen von Alarmen, die von Feld-
geräten und Steuereinrichtungen erzeugt werden,
die Simulation des Prozessbetriebs zum Zweck der
Personalschulung oder zum Testen der Prozess-
steuerungssoftware, die Erhaltung und Aktualisie-
rung der Konfigurationsdatenbank usw. Die von den
Hardwaregeräten, Steuereinrichtungen und Feldge-
räten genutzte Datenautobahn kann einen verkabel-
ten Kommunikationsweg, einen kabellosen Kommu-
nikationsweg oder eine Kombination aus verkabelten
und kabellosen Kommunikationswegen umfassen.

[0005]  Das DeltaVTM Steuersystem zum Beispiel,
das von Emerson Process Management vertrieben
wird, enthält mehrere Anwendungen, die darin ge-
speichert sind und von unterschiedlichen Geräten,
die sich an verschiedenen Orten innerhalb einer Pro-
zessanlage angeordnet sind, ausgeführt werden. Ei-
ne Konfigurationsanwendung, die sich in einem oder
mehreren Arbeitsplätzen oder Rechnern befindet, er-
möglicht es Benutzern Prozessleitmodule zur erzeu-
gen oder zu verändern und diese Prozessleitmodu-
le über eine Datenautobahn auf spezielle, verteilte
Steuereinrichtungen herunterzuladen. Diese Leitmo-
dule bestehen typischerweise aus miteinander ver-
bundenen Funktionsblöcken, die Objekte in einem
objektorientiertem Programmierprotokoll sind, und in-
nerhalb des Leitschemas auf Grundlage von Einga-
ben Funktionen ausführen und anderen Funktions-
blöcken innerhalb des Leitschemas Ausgaben be-
reitstellen. Die Konfigurationsanwendung kann es ei-
nem Konfigurationsentwickler auch ermöglichen, Be-
dienerschnittstellen zu erzeugen und zu verändern,
die von einer Beobachtungsanwendung zur Darstel-
lung von Daten für einen Bediener verwendet werden
und es dem Bediener ermöglichen, Einstellungen,
beispielsweise Sollwerte, innerhalb der Prozessleit-
routinen zu ändern. Jede spezielle Steuereinrichtung
und in einigen Fällen ein oder mehrere Feldgeräte,
speichert eine entsprechende Steuereinrichtungsan-
wendung und führt diese aus, die die zugewiesenen
Leitmodule betreibt, und zur Implementierung der tat-
sächlichen Prozesssteuerfunktionalität darauf herun-
tergeladen wurde. Die Beobachtungsanwendungen,
die an einem oder mehreren Bediener-Arbeitsplät-

zen (oder dezentral auf einem oder mehreren Rech-
nern, die kommunikativ mit den Bediener-Arbeitsplät-
zen und der Datenautobahn verbunden sind) ausge-
führt werden können, empfangen über die Datenau-
tobahn Daten von der Steuereinrichtungsanwendung
und zeigen diese Daten den Entwicklern von Pro-
zessleitsystemen, Bedienern oder Benutzern über
Benutzerschnittstellen an. Sie können auch mehre-
re verschiedene Ansichten ermöglichen, wie eine Be-
dieneransicht, eine Ingenieuransicht, eine Techni-
keransicht usw. Eine Datenhistorikanwendung wird
typischerweise in einem Datenhistorikgerät gespei-
chert und von diesem ausgeführt, das einige oder al-
le Daten, die über die Datenautobahn bereitgestellt
werden, sammelt und speichert, während eine Kon-
figurationsdatenbankanwendung in einem weiteren
Computer ausgeführt werden kann, der zur Speiche-
rung der aktuellen Konfiguration der Prozessleitrouti-
ne und der damit verbundenen Daten mit der Daten-
autobahn verbunden ist. Alternativ hierzu kann sich
die Konfigurationsdatenbank auch in dem gleichen
Arbeitsplatz wie die Konfigurationsanwendung befin-
den.

[0006] In einer Prozessanlage oder einem Prozess-
leitsystem wird, wenn es einen Beleg für eine ab-
norme Bedingung gibt oder ein Fehler auftritt (bei-
spielsweise wenn ein Alarm erzeugt wird oder wenn
festgestellt wird, dass eine Prozessmessung oder ein
Betätigungsorgan eine zu starke Abweichung auf-
weist), ein Bediener, ein Instrumententechniker oder
ein Verfahrenstechniker typischerweise ein Analyse-
werkzeug in Kombination mit seiner Kenntnis des
Prozesses, der von dem System gesteuert wird, und
des Fließwegs durch das System zur Anwendung
bringen, um zu versuchen, vorgeschaltete Messun-
gen und Prozessvariablen festzustellen, die mögli-
cherweise zur Erzeugung des Belegs der abnormen
Bedingung oder des Fehlers beigetragen haben. Ein
Bediener kann beispielsweise ein historisches Da-
tenprotokoll, das im Laufe der Zeit aus der Ausga-
be eines Prozessleitsystems (beispielsweise eines
Feldgeräts, einer Steuereinrichtung usw.) in das Del-
taVTM Batch-Analytikprodukt oder das Werkzeug für
die kontinuierliche Datenanalyse erstellt wurde, zu-
führen, um zu versuchen, die Beiträge verschiede-
ner Prozessvariablen und/oder -messungen zu einer
abnormen oder Fehlerbedingung festzustellen. Ty-
pischerweise entscheidet ein Benutzer, welche his-
torischen Datenprotokolle und/oder Zeitseriendaten
dem Analytikwerkzeug zugeführt werden, und identi-
fiziert aufgrund seiner Kenntnis des Prozesses mög-
liche vorgeschaltete Faktoren (beispielsweise Mes-
sungen, Prozessvariablen usw.). Anschließend ver-
wenden diese Datenanalytikwerkzeuge die Haupt-
komponentenanalyse (Principal Component Analy-
sis; PCA) oder eine andere Analysetechnik, um zu er-
mitteln, welche der möglichen vorgeschalteten Fak-
toren sich auf die erwarteten, nachgeschalteten Qua-
litätsparameter auswirken. Die Genauigkeit und Ef-
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fektivität der von dem Analytikwerkzeug bereitgestell-
ten Ausgabe beruht also auf der Kenntnis des Benut-
zers oder ist dadurch beschränkt und ermöglicht so-
mit möglicherweise keine vollständigen oder richtigen
Einsichten in den Ursprung der abnormen Bedingung
oder des Fehlers.

[0007] Außerdem werden solche Analytiken typi-
scherweise außerhalb des Prozesses durchgeführt
und der Prozess kann sich somit verändern oder be-
wegen, während die Analyse durchgeführt wird. Ei-
ne typische Prozessanlage führt beispielsweise ei-
nen oder zwei Zyklen einer bestimmten Analyse pro
Tag durch (beispielsweise einen Datensammlungs-
und einen Analysezyklus) und die Ergebnisse wer-
den erst einige Zeit nachdem die Analytik durchge-
führt wurde analysiert und Vorgaben entwickelt und
in der Anlage implementiert. Es kann daher nicht nur
die Genauigkeit der Analytikergebnisse suspekt sein,
sondern die Vorgaben, die daraus entwickelt werden,
können ebenfalls nicht optimal sein oder für den der-
zeit ausgeführten Prozess nicht mehr gelten.

[0008] Weiterhin wird die Architektur der derzeit be-
kannten Prozessleitanlagen und Prozessleitsysteme
stark von dem eingeschränkten Speicher der Steu-
ereinrichtung und des Geräts, der Kommunkations-
bandbreite und der Leistungsfähigkeit der Steuerein-
richtung und des Geräteprozessors beeinflusst. In
derzeit bekannten Architekturen für Prozessleitsys-
teme ist beispielsweise die Verwendung des dyna-
mischen und statischen, nichtvolatilen Speichers in
der Steuereinrichtung üblicherweise minimiert oder
sie wird zumindest sorgfältig verwaltet. Infolgedessen
muss ein Benutzer typischerweise während der Sys-
temkonfiguration (z. B. a priori) wählen, welche Da-
ten in der Steuereinrichtung archiviert oder gespei-
chert werden sollen, wie häufig sie gespeichert wer-
den und ob sie komprimiert werden oder nicht und die
Steuereinrichtung ist dann mit diesen eingeschränk-
ten Datensatzregeln entsprechend konfiguriert. Dem-
nach werden Daten, die für die Fehlerbehebung und
Prozessanalyse nützlich sein könnten, oft nicht ar-
chiviert, und wenn sie gesammelt werden, können
die nützlichen Informationen aufgrund der Datenkom-
pression verlorengehen.

[0009] Noch weiter nimmt das Volumen der Daten-
sets von industriellen oder Prozessleitanlagen stetig
bis zu dem Punkt zu, an dem die bestehenden Daten-
verarbeitungsanalytikanwendungen nicht mehr aus-
reichen. Typischerweise versuchen bekannte Analy-
tiktechniken nur einen Wert aus Daten zu extrahie-
ren, sie gehen aber nicht auf besondere Volumen der
Datensätze, aus denen der Wert extrahiert wird, ein,
und sie können insbesondere nicht nahtlos mit sehr
großen Datensätzen (beispielsweise alle Prozessda-
ten, die in einer Anlage generiert werden) arbeiten.
Weiterhin können bekannte Analytiktechniken keine
Streaming oder Stream-Daten bearbeiten.

[0010] Die Einschränkungen der derzeit bekannten
Prozessanlagenüberwachungs- und Analytik- und
Prozessleitsysteme, die vorstehend besprochen wur-
den, und andere Einschränkungen können sich un-
erwünscht im Betrieb und bei der Optimierung von
Prozessanlagen oder Prozessleitsystemen manifes-
tieren, beispielsweise im Anlagebetrieb, bei der Feh-
lerbehebung und/oder der Vorhersagemodellierung.
Generell sind Echtzeitanalytiken unter Verwendung
von aktuellen, industriellen Prozessleistungsdaten in
Echtzeit mit den bekannten Überwachungs- und Ana-
lytikwerkzeugen nicht möglich.

KURZDARSTELLUNG

[0011]  Hierin werden Techniken, Systeme, Vor-
richtungen, Komponenten und Verfahren für verteil-
te, industrielle Prozessleistungsüberwachung und/
oder Analytiken offenbart. Diese Techniken, Sys-
teme, Vorrichtungen, Komponenten und Verfahren
können für industrielle Prozessleitsysteme, Umge-
bungen und/oder Anlagen eingesetzt werden, die
hierin austauschbar als „Automation“, „industrielle
Steuerung“, „Prozessleitung/-steuerung“ oder „Pro-
zess“ Systeme, Umgebungen und/oder Anlagen be-
zeichnet werden. Typischerweise ermöglichen diese
Systeme und Anlagen auf verteilte Weise die Steue-
rung von einem oder mehreren Prozessen, die zur
Herstellung, Verfeinerung, Umwandlung, Erzeugung
oder Produktion physischer Materialien oder Produk-
te ablaufen. Diese Techniken, Systeme, Vorrichtun-
gen, Komponenten und Verfahren umfassen gene-
rell die Einbettung von Datenüberwachungs- und/
oder Datenanalytikmaschinen (die hierin austausch-
bar auch als „verteilte Datenmaschine“, „Datenma-
schine“ oder „DDE“ (Distributed Data Engine) be-
zeichnet werden) auf verteilte Weise innerhalb von
Geräten, die bei der Steuerung eines industriellen
Verfahrens zusammenarbeiten. Eine verteilte Daten-
maschine kann beispielsweise zu einer Vorrichtung
hergestellt werden, die mit anderen Vorrichtungen
arbeitet, um einen Prozess zu steuern, der in ei-
ner Prozessanlage oder in einem Prozessleitsys-
tem ausgeführt wird (beispielsweise Prozessleitvor-
richtungen, wie Feldgeräte, Steuereinrichtungen, I/O
Karten usw.) und/oder eine verteilte Datenmaschine
kann lokal oder direkt mit solch einer Vorrichtung ge-
koppelt sein. Es können zusätzliche Datenmaschi-
nen in anderen Vorrichtungen, die in der Prozess-
anlage enthalten sind, wie beispielsweise in Kom-
munikationsknoten, Arbeitsplätzen oder anderen Be-
dienerschnittstellen, Servern und ähnlichem, einge-
bettet oder hergestellt sein. In manchen Konfigura-
tionen sind Datenmaschinen mit mehreren Kommu-
nikationsverbindungen innerhalb der Prozessanlage
oder anderweitig mit der Prozessanlage verbunden,
so dass sie eine Ansicht oder ein Fenster zu Echtzeit-
Daten bieten, die während der Durchführung oder
Steuerung des Prozesses innerhalb der Anlage über-
tragen werden.
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[0012] Daten werden zwischen mehreren eingebet-
teten Datenmaschinen per Stream übertragen, bei-
spielsweise durch Verwendung eines oder mehre-
rer Datenkommunikationskanäle und Netzwerke, die
typischerweise außerhalb der herkömmlichen Kom-
munikationssysteme existieren, die man in verteilten
Steuersystemen (Distributed Control Systems; DCS),
programmierbaren Logiksystemen (Programmable
Logic Systems; PLS) und Prozessleit- Sicherheits-
und Gesundheitsüberwachungssystemen (Process
Control Safety and Health Monitoring Systems;
SHM) findet. Um eine Verwechslung mit solchen
herkömmlich bekannten Prozessleitkommunikations-
systemnetzwerken und -verbindungen zu vermeiden,
werden die Kommunikationskanäle und Netzwerke,
die zur Stream-Kommunikation zwischen Datenma-
schinen genutzt werden, hierin austauschbar als
„Dateananalytikkommunikationskanäle“, „Datenana-
lytikkanäle“, „Datenanalytikkommunikationsnetzwer-
ke“ oder „Datenanalytiknetzwerke“ bezeichnet. Die
Stream-Daten können Echtzeitdaten umfassen, die
von der Datenmaschine eingesehen oder beobach-
tet werden. Wenn eine verteilte Datenmaschine bei-
spielsweise mit einer herkömmlichen Prozesskon-
trollsystemkommunikationsverbindung verbunden ist
(und somit die Daten, die darüber übertragen wer-
den, einsieht), kann die Datenmaschine eine Kopie
der Daten, die über die herkömmliche Kommunikati-
onsverbindung übertragen werden, über das Daten-
analytiknetzwerk per Stream an eine oder mehrere
andere Datenmaschinen übertragen. In einem ande-
ren Beispiel könnten, wenn eine verteilte Datenma-
schine hergestellt wird oder in eine Prozessleitvor-
richtung eingebettet ist, die Analytikdaten, die von
der Datenmaschine, die das Datenanalytiknetzwerk
nutzt, per Stream übertragen werden, Kopien der Da-
ten umfassen, die von der Vorrichtung empfangen,
erzeugt oder anderweitig verarbeitet werden. Weiter-
hin oder alternativ hierzu können die Stream-Daten
Daten umfassen, die einer oder mehreren Analyti-
ken entsprechen, die lokal an der Vorrichtung durch-
geführt wurden, wie beispielsweise Analytikresultate,
Vorgaben und dergleichen. Diese Architektur ermög-
licht es, dass ein Analytikservice lokal gebunden ist
und in der Nähe oder sogar an der Datenquelle be-
reitgestellt werden kann, während gleichzeitig Analy-
tiken in größerem Umfang bereitgestellt werden, wo-
durch zeitnahe Resultate und Optimierungen ermög-
licht werden, während die Bandbreitennutzung und
Verarbeitungszyklen im gesamten System minimiert
werden, wie nachfolgend noch im Detail erklärt wird.

[0013] In einem Aspekt umfasst ein verteiltes Sys-
tem zur Überwachung und Analyse eines industri-
ellen Prozesses mehrere verteilte Datenmaschinen
(Distributed Data Engines; DDEs), die innerhalb einer
Prozessanlage, die zur Steuerung eines Prozesses
betrieben wird, eingebettet ist. Jede der DDEs ist mit
einer oder mehreren jeweiligen Datenquellen inner-
halb der Prozessanlage gekoppelt, die jeweils als Re-

sultat der Prozesssteuerung Daten erzeugen. Weiter-
hin speichert jede der DDEs die von der einen oder
den mehreren jeweiligen Datenquellen, die mit jeder
DDE gekoppelt sind, erzeugten Daten. Das System
umfasst auch ein Datenanalytiknetzwerk, das das
Streaming von Analytikdaten zwischen den mehreren
DDEs unterstützt, und das die Übertragung der An-
fragen nach Daten, die auf den mehreren DDEs ge-
speichert sind, unterstützt.

[0014] In einem anderen Aspekt umfasst ein Ver-
fahren die Mitteilung über das Vorhandensein eines
Clusters in einem Datenanalytiknetzwerk einer Pro-
zessleitanlage, die zur Steuerung eines Prozesses
betrieben wird. Dieses Verfahren umfasst auch die
Registrierung einer Datenquelle, die auf die Mittei-
lung reagiert und kontinuierlich Daten erzeugt, die
aus der Steuerung des Prozesses durch die Anla-
ge resultieren. Weiterhin umfasst das Verfahren den
Empfang kontinuierlicher Daten, die von der Daten-
quelle erzeugt werden, und das Streaming von min-
destens manchen der von der Datenquelle kontinu-
ierlich erzeugten Daten über das Datenanalytiknetz-
werk an einen Datenkonsumenten. Einer oder meh-
rere Teile des Verfahrens können beispielsweise von
dem Cluster durchgeführt werden.

[0015] In noch einem anderen Aspekt umfasst ein
Verfahren die Mitteilung über das Vorhandensein ei-
nes zentralen Clusters in einem Datenanalytiknetz-
werk einer Prozessleitanlage, die zur Steuerung ei-
nes Prozesses betrieben wird. Dieses Verfahren um-
fasst auch die Registrierung eines lokalen Clusters,
das auf die Mitteilung reagiert und konfiguriert ist,
kontinuierliche Stream-Daten, die als ein Resultat der
Steuerung des Prozesses erzeugt werden, zu spei-
chern. Das lokale Cluster ist in die Prozessanlage
eingebettet und kommunikativ mit einer oder meh-
reren Datenquellen gekoppelt, die mindestens einen
Teil der kontinuierlichen Daten während des Betriebs
zur Steuerung eines Prozesses generieren. Das Ver-
fahren kann weiterhin den Empfang von mindestens
einem Teil der kontinuierlichen Stream-Daten von
dem lokalen Cluster umfassen, die Durchführung von
einer oder mehreren Datenanalytikfunktionen für die
kontinuierlichen Stream-Daten, die von dem lokalen
Cluster empfangen werden, und das Streaming einer
Ausgabe der einen oder oder mehreren Datenanaly-
tikfunktionen über das Datenanalytiknetzwerk an ei-
nen Datenkonsumenten. Einer oder mehrere Teile
des Verfahrens können beispielsweise von dem zen-
tralen Cluster durchgeführt werden.

[0016]  In einem anderen Aspekt umfasst das Sys-
tem ein Datenanalytikmodul, das an einen kontinu-
ierlichen Datenstrom gebunden ist. Der kontinuier-
liche Datenstrom verfügt über Inhalte, die in Echt-
zeit von einer Datenquelle erzeugt werden, die in der
Prozessanlage enthalten ist, die zur Steuerung eines
Prozesses betrieben wird, und die Inhalte des kon-
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tinuierlichen Datenstroms werden als Resultat des
Betriebs zur Steuerung des Prozesses erzeugt. Das
System umfasst weiterhin eine Benutzerschnittstel-
le, die die kontinuierliche Ausgabe darstellt, die in
Echtzeit als Resultat des Datenanalytikmoduls, das in
Echtzeit für den kontinuierlichen Datenstrom betrie-
ben wird, erzeugt wird. Die kontinuierliche Ausgabe,
die auf der Benutzerschnittstelle angezeigt wird, um-
fasst eine kontinuierliche Aktualisierung von einem
oder mehreren vorhergesagten Werten.

[0017] In noch einem anderen Aspekt umfasst ein
Leistungsüberwachungs- und Analytiksystem für die
Steuerung eines industriellen Prozesses eine Platt-
form, die über einen Satz an Benutzersteuerungen
und eine Oberfläche verfügt, die es einem Benutzer
ermöglichen, ein Datendiagramm zu erzeugen, das
repräsentativ für ein Datenmodell ist. Die Plattform
ermöglicht es dem Benutzer weiterhin, das Datendia-
gramm zur Ausführung eines Dateneingabesatzes zu
evaluieren oder dieses zusammenzustellen, wodurch
Ausgabedaten generiert werden. Der Dateneingabe-
satz umfasst Zeitseriendaten (und optional andere
Daten), die aus einer Online-Prozessanlage, die ei-
nen Prozess steuern, resultieren. Der Begriff „Zeit-
seriendaten“, wie er hierin verwendet wird, bezieht
sich auf eine Sequenz von Datenpunkten, Werten
oder Sätzen, die über ein Zeitintervall generiert wer-
den, typischerweise von einer oder mehreren Daten-
quellen.

[0018] Das Datendiagramm umfasst einen Satz von
Datenblöcken, die über einen Satz von Drähten, über
die Daten zwischen den Datenblöcken übertragen
werden, miteinander verbunden sind. Jeder Daten-
block des Sets von Datenblöcken korrespondiert mit
einer entsprechenden Datenoperation, einschließlich
Null, einem oder mehreren Eingangskonnektoren,
und umfasst Null, einen oder mehrere Ausgangs-
konnektoren. Die jeweiligen Eingangsdaten werden
an jedem Datenblock über den oder die Eingangs-
konnektor(en) empfangen und jeder jeweilige Daten-
block liefert entsprechende Ausgangsdaten, die dar-
aus resultieren, dass jeder Datenblock seine jewei-
lige Datenoperation für die jeweiligen Eingangsda-
ten ausführt, über den oder die Ausgangskonnek-
tor(en). Der Eingangskonnektor ist weiterhin in ei-
nem ersten Datenblock eines Satzes von Datenblö-
cken enthalten, wobei die jeweilige Datenoperation
des mindestens einen Datenblock, der in dem Satz
von Datenblöcken enthalten ist, eine Datenanalytik-
funktion umfasst, und unterschiedliche Teile des Da-
tendiagramms asynchron sind und separat kompilier-
bar und ausführbar sind. In manchen Ausführungs-
formen, beispielsweise wenn keine Eingangskonnek-
toren und keine Ausgangskonnektoren konfiguriert
sind, können Eingangs- und Ausgangsdaten intern
von einem Datenblock bearbeitet werden.

[0019]  In einem Aspekt umfasst ein Verfahren zur
Durchführung von Echtzeitanalytiken in einer Pro-
zesssteuerungsumgebung die Erzeugung eines ers-
ten Diagramms auf einer grafischen Benutzerschnitt-
stelle. Das erste Diagramm kann erste Programmier-
befehle repräsentieren, die betreibbar sind, um ei-
nen Prozessor zu veranlassen, Daten, die zuvor von
der Prozesssteuerungsumgebung erzeugt und ge-
speichert wurden, zu manipulieren. Das Verfahren
umfasst auch das Kompilieren der ersten Program-
mierbefehle, die von dem ersten Diagramm reprä-
sentiert werden, die Ausführung der kompilierten ers-
ten Programmierbefehle zur Erzeugung einer resul-
tierenden ersten Ausgabe, und die Auswertung der
resultierenden ersten Ausgabe zur Ermittlung eines
Vorhersagewerts eines Modells, das zur Erzeugung
einer resultierenden ersten Ausgabe verwendet wird.
Das Verfahren umfasst weiterhin die automatische
Erzeugung eines zweiten Diagramms aus dem ers-
ten Diagramm. Das zweite Diagramm kann zweite
Programmierbefehle repräsentieren, die betreibbar
sind, um einen Prozessor zu veranlassen, sich an ei-
ne Live-Datenquelle zu binden und Daten auszuwer-
ten, die von der Live-Datenquelle empfangen wer-
den, wobei zumindest das Modell verwendet wird,
das zur Erzeugung der ersten resultierenden Aus-
gabe verwendet wurde. Das Verfahren umfasst wei-
terhin die Kompilation der zweiten Programmierbe-
fehle, die von dem zweiten Diagramm repräsentiert
werden, und die Ausführung der kompilierten zweiten
Programmierbefehle zur Vorhersage eines Aspekts
des Betriebs der Prozessleitumgebung.

[0020] In einem anderen Aspekt umfasst ein Sys-
tem zur Durchführung von Echtzeit-Analytiken in
einer Prozessleitumgebung eine Vielzahl von Pro-
zessleitvorrichtungen, die in einer Prozessanlage
betrieben werden, und eine Steuereinrichtung, die
über ein Steuernetzwerk kommunikativ mit der Viel-
zahl von Prozessleitvorrichtungen gekoppelt ist. Das
System umfasst weiterhin einen großen Datenspei-
cherknoten, der ein greifbares, nicht-transitorisches
Speichermedium umfasst, das Daten des Betriebs
der Prozessleitumgebung speichert, einen Prozes-
sor, der kommunikativ mit dem großen Datenspei-
cherknoten verbunden ist, und einen Programmspei-
cher, der kommunikativ mit dem Prozessor gekop-
pelt ist. Der Programmspeicher kann ein greifbares,
nicht-transitorisches Speichermedium zur Speiche-
rung von Befehlen umfassen, die, wenn sie vom Pro-
zessor ausgeführt werden, den Prozessor veranlas-
sen, eine grafische Benutzerschnittstelle anzuzeigen,
die eine Bearbeitungsoberfläche umfasst und eine
Auswahl einer Vielzahl grafischer Programmierele-
mente zur Platzierung auf der Bearbeitungsoberflä-
che zur Erzeugung eines ersten Diagramms umfasst.
Das erste Diagramm kann erste Programmierbefeh-
le repräsentieren, die betreibbar sind, um den Pro-
zessor zu veranlassen, Daten, die auf dem großen
Datenspeicherknoten gespeichert sind, zu manipulie-
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ren. Außerdem kann der Prozessor, wenn die Befeh-
le vom Prozessor ausgeführt werden, veranlasst wer-
den, die ersten kompilierten Programmbefehle zur
Erzeugung einer resultierenden ersten Ausgabe und
zur Erzeugung eines Vorhersagemodells auf Grund-
lage der resultierenden ersten Ausgabe auszuführen.
Wenn die Befehle vom Prozessor ausgeführt wer-
den, kann der Prozessor weiterhin veranlasst wer-
den, automatisch ein zweites Diagramm aus dem ers-
ten Diagramm zu erzeugen. Das zweite Diagramm
kann zweite Programmierbefehle repräsentieren, die
betreibbar sind, um den Prozessor zu veranlassen,
sich an eine Live-Datenquelle zu binden und Daten
auszuwerten, die von der Live-Datenquelle empfan-
gen werden, wobei zumindest das Modell verwendet
wird, das zur Erzeugung einer resultierenden ersten
Ausgabe verwendet wurde. Wenn Befehle vom Pro-
zessor ausgeführt werden, kann der Prozessor noch
weiterhin veranlasst werden, die zweiten Program-
mierbefehle, die von dem zweiten Diagramm reprä-
sentiert werden, zu erzeugen, und die kompilierten
zweiten Programmierbefehle zur Vorhersage eines
Aspekts des Betriebs der Prozessleitumgebung aus-
führen.

[0021] In einem anderen Aspekt umfasst ein Analy-
tikservice zur Durchführung von Datenanalytik in ei-
ner Prozessleitumgebung eine Bibliothek mit Block-
definitionen. Die Bibliothek kann auf einem greifba-
ren, nicht-transitorischen Medium gespeichert sein
und jede in der Bibiliothek gespeicherte Blockdefini-
tion kann (i) einen Zielalgorithmus zur Durchführung
einer Aktion in Hinblick auf die Daten in der Prozess-
leitumgebung und (i) eine oder mehrere Blockeigen-
schaften enthalten. Der Analytikservice umfasst ei-
nen Satz maschinenlesbarer Befehle, die auf dem
greifbaren, nicht-transitorischen Medium gespeichert
und die, wenn sie vom Prozessor ausgeführt wer-
den, betreibbar sind, um (1) einem Benutzer über
ein Display eine Oberfläche zu präsentieren; (2) dem
Benutzer die Bibliothek der Blockdefinitionen zu prä-
sentieren; (3) eine oder mehrere Auswahlen einer
oder mehrerer der entsprechenden Blockdefinitionen
zu empfangen; (4) einen oder mehrerer Blöcke ent-
sprechend der einen oder den mehreren Blockdefini-
tionen auf der Oberfläche zur Erzeugung eines Mo-
duls, das den einen Block oder die mehrere Blöcke
umfasst, platzieren; (5) die Konfiguration einer oder
mehrerer Eigenschaften zu ermöglichen, entweder
für (i) den einen Block oder die mehreren Blöcke oder
(ii) das Modul oder (iii) den einen Block oder die meh-
reren Blöcke und das Modul; und (6) die Auswertung
des (i) einen Block oder der mehreren Blöcke oder (ii)
des Moduls zu veranlassen.

[0022] Der Analytikservice umfasst weiterhin einen
Ausführungsservice, der auf einem Prozessor betrie-
ben wird, wobei der Ausführungsservice konfiguriert
ist (1) eine Anfrage zur Auswertung des einen oder
der mehreren Blöcke oder des Moduls zu empfangen;

(2) Befehle, die mit dem einen oder den mehreren
Blöcken oder dem Modul korrespondieren, zu kom-
pilieren; (3) einen oder mehrere Jobbearbeitungen
zur Ausführung der kompilierten Befehle zu erzeu-
gen und zu veranlassen, dass die eine oder mehreren
Jobbearbeitungen die kompilierten Befehle ausfüh-
ren; und (4) Resultate der einen oder der mehreren
Jobbearbeitungen zu empfangen. Der Analytikser-
vice umfasst auch ein Kommunikationsnetzwerk, das
einen oder mehrere Prozessoren, die die eine oder
die mehreren Jobbearbeitungen ausführen, mit einer
oder mehreren verteilten Datenmaschinen koppelt.
Jede verteilte Datenmaschine kann auch ein greif-
bares, nicht-transitorisches Speichermedium umfas-
sen, das Daten, die in der Prozessleitumgebung ge-
neriert werden, speichert.

[0023]  In der Tat können Daten, die durch den Be-
trieb der Prozessanlage generiert werden oder die-
se betreffen, in einer Vielzahl von Datenspeichern,
wie beispielsweise relationalen oder nicht-relationa-
len Datenbanken, gespeichert werden. Diese Daten-
speicher können verschiedene Datenstrukturen und
Abfragemechanismen nutzen, so dass unterschiedli-
che Abfragesyntaxen für den Zugriff auf die Daten in
unterschiedlichen Datenspeichern benötigt werden.
Hierin wird eine standardisierte Abfrage zur Ermög-
lichung eines Datenzugriffs auf die Datenspeicher
unter Verwendung verschiedener Formate beschrie-
ben. Die standardisierte Abfrage unter Verwendung
eines standardisierten Datenabfrageformats enthält
Informationen, die für den Zugriff auf Daten in ei-
nem Datenspeicher erforderlich sind, aber die stan-
dardisierte Abfrage kann zum Erhalt solcher Daten
nicht direkt ausführbar sein. Stattdessen werden auf
Grundlage der standardisierten Abfrage Datenquel-
len-spezifische Abfragen generiert. Dies kann die Ex-
traktion von Abfrageparametern aus der standardi-
sierten Abfrage und die Erzeugung von einer oder
mehreren Datenquellen-spezifischen Abfragen un-
ter Verwendung Datenquellen-spezifischer Abfrage-
formate, die mit bestimmten Datenquellen assozi-
iert sind, umfassen. Die Datenquellen-spezifischen
Abfragen können zum Zugriff auf und die Auswahl
von Daten aus ihren jeweiligen Datenquellen, die
dann formatiert werden, um Daten-Frames zu gene-
rieren, die die Daten, die in der standardisierten Ab-
frage angegeben sind, in einem gewünschten For-
mat darzustellen, ausgeführt werden. Dies kann die
Ausrichtung von Samplingraten, Dateneigenschaf-
ten oder anderer Dateneigenschaften der Daten, die
aus den Datenquellen-spezifischen Abfragen erhal-
ten werden, umfassen. In manchen Ausführungsfor-
men können Daten aus mehreren Datenquellen unter
Verwendung unterschiedlicher Datenquellen-spezifi-
scher Formate in einem aggregierten Daten-Frame
zur weiteren Verwendung in Verfahrensprotokollen
oder -analysen kombiniert werden.
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[0024] In einem anderen Aspekt wird ein Verfahren,
System und ein computerlesbares Medium beschrie-
ben, das Befehle für den Erhalt von Zeitseriendaten
aus einer elektronischen Datenquelle speichert und
den Empfang einer Angabe der elektronischen Da-
tenquelle aus der die Daten erhalten werden sollen,
den Empfang einer Angabe einer Zeitspanne, wäh-
rend der die Daten erhalten werden, den Empfang
einer Angabe einer Eigenschaft der zu erhaltenden
Daten, die Ermittlung eines mit der elektronischen
Datenquelle assoziierten Datenquellen-spezifischen
Abfrageformats, die Erzeugung einer dem Daten-
quellen-spezifischen Format entsprechenden Daten-
quellen-spezifischen Abfrage auf Grundlage der An-
gaben der Zeitspanne und der Eigenschaften der zu
erhaltenden Daten umfasst, was die auszuführende
Datenquellen-spezifische Abfrage veranlasst, die Da-
ten aus der elektronischen Datenquelle auszuwäh-
len und/oder die Daten aus der elektronischen Da-
tenquelle zu empfangen. Die Angaben der Zeitspan-
ne und der Eigenschaften der Daten kann in einem
standardisierten Abfrageformat ausgedrückt werden,
das unabhängig von der elektronischen Datenquelle
ist und die elektronische Datenquelle kann eine rela-
tionale Datenbank oder eine nicht-relationale Daten-
bank sein.

[0025] Das Verfahren kann eine standardisierte Ab-
frage umfassen, die das standardisierte Abfrage-
format verwendet. Die Angabe der Zeitspanne und
die Angabe der Eigenschaften können in der stan-
dardisierten Abfrage empfangen werden. Die Anga-
be der elektronischen Datenquelle kann ebenfalls in
der standardisierten Abfrage empfangen werden. Die
standardisierte Abfrage kann weiterhin ein Format
für die Daten oder eine Datei für die Rücksendung
der Daten umfassen, wie beispielsweise JavaScript
Object Notation (JSON). Die standardisierte Abfra-
ge kann auch eine JSON-formatierte Datei sein. Das
standardisierte Abfrageformat kann eine Syntax ver-
wenden, die sich von einer nativen Syntax, die von
der elektronischen Datenquelle verwendet wird, un-
terscheidet. Solch eine von dem standardisierten Ab-
frageformat verwendete Syntax kann nicht direkt zum
Erhalt der Daten von der elektronischen Datenquelle
ausführbar sein.

[0026] Die Angabe der Zeitspanne kann mindestens
eine Startzeit und mindestens eine Endzeit umfas-
sen. Die Angabe der Zeitspanne kann ebenso eine
Abtastrate für die zu erhaltenden Daten umfassen.
Die Angabe der Eigenschaften der zu erhaltenden
Daten kann eine Angabe von einem oder mehreren
Typen von Messwerten im Zusammenhang mit dem
Betrieb einer Prozessanlage umfassen. Die eine oder
die mehreren Arten von Messwerten können Mess-
werte von einem oder mehreren in der Prozessan-
lage eingesetzten Feldgeräten umfassen. Die Anga-
be der einen oder der mehreren Arten von Messwer-

ten kann ein oder mehrere mit den Daten assoziierte
Tags, Aliase und Datentypen umfassen.

[0027] Das Verfahren kann weiterhin den Empfang
einer Angabe eines Formats, in dem die Daten von
der elektronischen Datenquelle zu erhalten sind, um-
fassen und die Daten können von der elektronischen
Datenquelle in dem angegebenen Format empfan-
gen werden. In manchen Ausführungsformen kann
eine Angabe eines Formats, in dem die Daten zu er-
halten sind, empfangen werden und die Daten, die
von der elektronischen Datenquelle erhalten werden,
können in das angegebene Format konvertiert wer-
den.

[0028] Das Datenquellen-spezifische Abfrageformat
kann auf Grundlage eines Typs der elektronischen
Datenquelle festgelegt werden. Die Erzeugung der
Datenquellen-spezifischen Abfrage kann das Abbil-
den der angegebenen Zeitspanne und der angege-
benen Eigenschaften der zu erhaltenden Daten für
die Festlegung des Datenquellen-spezifischen Ab-
frageformats umfassen. Die Veranlassung der Aus-
führung der Datenquellen-spezifischen Abfrage kann
das Senden der Datenquellen-spezifischen Abfrage
an eine Schnittstelle der elektronischen Datenquel-
le umfassen, so dass die Schnittstelle die elektroni-
sche Datenquelle unter Verwendung der Datenquel-
len-spezifischen Abfrage abfragt.

[0029] Es kann ein Daten-Frame erzeugt werden,
der die von der elektronischen Datenquelle empfan-
genen Daten enthält. Der Daten-Frame kann eine
Vielzahl von Datenpunkten enthalten. Jeder Daten-
punkt kann mit einem Zeitpunkt innerhalb der Zeit-
spanne assoziiert sein. Jeder Datenpunkt kann wei-
terhin mit einem Zeitpunkt innerhalb der Zeitspanne,
der auf einen ganzzahligem Vielfachen einer Abtast-
periode nach einer Startzeit ausgerichtet ist, ausge-
richtet sein oder er ist die Startzeit.

[0030] In einem anderen Aspekt, sind ein Verfah-
ren, System und computerlesbares Medium zur Spei-
cherung von Befehlen zur Bereitstellung von Da-
ten von einer elektronischen Datenquelle beschrie-
ben, die den Empfang einer standardisierten Abfra-
ge von einer Daten-abfragenden Entität, die ein stan-
dardisiertes Abfrageformat, die Extraktion von Abfra-
geparametern aus der standardisierten Abfrage, die
Erzeugung einer Datenquellen-spezifischen Abfrage
in dem Datenquellen-spezifischen Abfrageformat auf
Grundlage der extrahierten Abfrageparameter, die
Ausführung der Datenquellen-spezifischen Abfrage
zum Erhalt der Datenform der elektronischen Da-
tenquelle und/oder die Bereitstellung der erhaltenen
Daten an eine datenempfangende Entität umfasst.
Das standardisierte Abfrageformat kann sich von ei-
nem Datenquellen-spezifischen Abfrageformat, das
von der elektronischen Datenquelle verwendet wird,
unterscheiden. Die elektronische Datenquelle kann
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eine relationale Datenbank sein oder eine nicht-re-
lationale Datenbank. Die Daten-anfordernde Entität
kann ein Abfrageblock innerhalb eines Analytikpro-
gramms sein, wie beispielsweise das hierin bespro-
chene Data Analytics Studio. Die Daten-empfangen-
de Entität kann die gleiche Entität sein, wie die Daten-
abfragende Entität. Die standardisierte Abfrage kann
eine Syntax verwenden, die nicht direkt ausführbar
ist, um die Daten von der elektronischen Datenquelle
zu erhalten.

[0031] Die Extraktion der Abfrageparameter von der
standardisierten Abfrage kann die Festlegung eines
Zeitraums und eines Datenparameters der Daten um-
fassen. Der Zeitraum kann eine Startzeit und eine
Endzeit haben und der Datenparameter kann eine
Art oder Eigenschaft der Daten, die von der elektro-
nischen Datenquelle erhalten werden soll, angeben.
Die Extraktion der Abfrageparameter aus der stan-
dardisierten Abfrage kann weiterhin die Festlegung
der Samplingrate umfassen.

[0032] Die Bereitstellung der erhaltenen Daten an
die abfragende Entität kann die Rücksendung ei-
nes mit dem Zeitraum assoziierten Satzes von Da-
tenpunkten umfassen. Jeder Datenpunkt kann einen
Zeitstempel umfassen, der einen Zeitpunkt für den
mit dem Datenpunkt assoziierten Wert oder die Werte
angeben. Solche Zeitstempel können auf Zeitpunkte
beschränkt sein, die die Startzeit oder ein ganzzahli-
ges Vielfaches des Zeitraums der Samplingrate nach
der Startzeit sind. Zur Erzielung einer vollständigen
Zeitserie können dem Datenset mit Zeitstempeln, die
die ganzzahligen Vielfachen des Zeitraums der Sam-
plingrate nach der Startzeit angeben, ein oder mehre-
re Datenpunkte hinzugefügt werden. Die hinzugefüg-
ten Datenpunkte können Werte von Dateneinträgen
in die elektronische Datenquelle verwenden, die mit
den Zeitpunkten assoziiert sind, die jedem Zeitstem-
pel des einen oder der mehreren Datenpunkten am
nächsten ist. Der Satz Datenpunkte kann auf Grund-
lage eines in der standardisierten Abfrage spezifizier-
ten Formats formatiert werden.

[0033] Die Art oder Eigenschaft der Daten, die von
dem Datenparameter angegeben wird, kann eine Art
von Messung oder eine Messung von einem Typ
Messgerät sein. Die Art oder Eigenschaft der Daten
kann weiterhin ein spezifisches Messgerät angeben,
welches ein Feldgerät sein kann, das innerhalb der
Prozessanlage angeordnet ist. Der Datenparameter
kann weiterhin ein Tag der zu erhaltenden Daten an-
geben, ein Alias für die Daten, die an die Daten-abfra-
gende Entität bereitgestellt werden, und/oder ein Da-
tenformattyp für die Daten, die der Daten-abfragen-
den Entität bereitzustellen sind.

[0034] Die Bereitstellung der Daten an die Daten-
abrufende Entität kann das Senden eines Daten-
Frames, der die erhaltenen Daten enthält, an die Da-

ten-abfragende Entität umfassen. Die standardisierte
Abfrage kann eine Angabe eines Formats für den Da-
ten-Frame umfassen. Der Daten-Frame kann gemäß
der Angabe des Formats des Daten-Frames forma-
tiert sein. Die standardisierte Abfrage kann angeben,
dass der Daten-Frame der Daten-empfangenden En-
tität als eine JSON-Datei bereitzustellen ist.

[0035] In einem anderen Aspekt wird ein Verfah-
ren, System und ein computerlesbares Medium, das
Anweisungen für den Zugriff auf Prozessanlagenda-
ten von einer Vielzahl elektronischer Datenquellen
beschrieben, umfassend den Empfang einer stan-
dardisierten Abfrage, die ein standardisiertes Abfra-
geformat umfasst, die Erzeugung einer ersten Da-
tenquellen-spezifischen Abfrage auf Grundlage der
standardisierten Abfrage, die Erzeugung einer zwei-
ten Datenquellen-spezifischen Abfrage auf Grundla-
ge der standardisierten Abfrage, Veranlassung, dass
die erste Datenquelle-spezifische Abfrage ausgeführt
wird, um einen ersten Satz Daten von der ersten
elektronischen Datenquelle zu erhalten, Veranlas-
sung der Ausführung der zweiten Datenquellen-spe-
zifischen Abfrage, um einen zweiten Satz Daten von
der zweiten elektronischen Datenquelle zu erhal-
ten, und/oder Erzeugung eines aggregierten Daten-
Frames, der das erste und das zweite Datenset um-
fasst. Der erste und der zweite Datensatz kann je-
weils eine Vielzahl von Datenpunkten enthalten, die
Informationen enthalten, die von einem oder mehre-
ren Feldgeräten innerhalb einer Prozessanlage ge-
messen wurden.

[0036] Die erste Datenquellen-spezifische Abfrage
kann ein erstes Abfrageformat verwenden, das mit
einer ersten elektronischen Datenquelle assoziiert
ist, und die zweite Datenquellen-spezifische Abfra-
ge kann ein zweites Abfrageformat verwenden, das
mit einer zweiten elektronischen Datenquelle assozi-
iert ist. Die standardisierte Abfrage kann eine erste
Angabe der ersten elektronischen Datenquelle und
eine zweite Angabe der zweiten elektronischen Da-
tenquelle enthalten. In manchen Ausführungsformen
kann die erste elektronische Datenquelle eine relatio-
nale Datenbank sein und die zweite elektronische Da-
tenquelle kann eine nicht-relationale Datenbank sein.
Die erste Angabe kann das erste Abfrageformat iden-
tifizieren und die zweite Angabe kann das zweite Ab-
frageformat identifizieren. In manchen Ausführungs-
formen können den ersten und zweiten Angaben An-
gaben von Datenspalten vorangestellt sein.

[0037] Das standardisierte Abfrageformat kann eine
Abfragesyntax verwenden, die sich sowohl von einer
Abfragesyntax des ersten Abfrageformats, als auch
einer Abfragesyntax des zweiten Abfrageformats un-
terscheidet. Die Abfragesyntax des standardisierten
Abfrageformats kann nicht direkt zum Erhalt entwe-
der des ersten Datensatzes von der ersten elektro-
nischen Datenquelle oder des zweiten Datensatzes
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von der zweiten elektronischen Datenquelle ausführ-
bar sein. Die standardisierte Abfrage kann beispiels-
weise in einem oder mehreren Objekten oder Arrays
einer JSON-Datei enthalten sein.

[0038]  Die standardisierte Abfrage kann eine An-
gabe einer Zeitspanne enthalten, die einen Zeitraum
identifiziert, der mit Dateneinträgen in dem ersten
Datensatz und dem zweiten Datensatz korrespon-
diert. Die Zeitspanne kann eine Vielzahl von Zeiträu-
men umfassen, die durch ausgeschlossene Zeiträu-
me, während denen keine Daten abgefragt werden,
separiert sein können. Die Zeitspanne kann auch ei-
nen ersten Zeitraum identifizieren, der mit dem ers-
ten Datensatz assoziiert ist, und einen zweiten Zeit-
raum, der mit dem zweiten Datensatz assoziiert ist.
Die standardisierte Abfrage kann auch eine Angabe
einer Abtastrate für den aggregierten Daten-Frame
umfassen.

[0039] Der erste Datensatz kann Daten umfassen,
die eine erste Abtastrate haben, und der zweite Da-
tensatz kann Daten umfassen, die eine zweite Ab-
tastrate haben. In solchen Fällen kann die Erzeugung
des aggregierten Daten-Frames die Ausrichtung auf
die erste und die zweite Abtastrate umfassen. Die
Ausrichtung der ersten und der zweiten Abtastrate
kann die Hinzufügung von Datenpunkten umfassen,
die mit nicht abgetasteten Zeiten korrespondieren,
die benötigt werden, um eine gewünschte Abtastra-
te zu erzielen. Solchen hinzugefügten Datenpunkten
können Werte der abgetasteten Daten gegeben wer-
den, die den hinzugefügten Datenpunkten zeitlich di-
rekt vorausgehen. Die Ausrichtung der ersten und der
zweiten Abtastrate kann ebenso die Entfernung ab-
getasteter Datenpunkte umfassen.

[0040] Systeme zur Implementierung solcher Ver-
fahren können weiterhin einen oder mehrere Pro-
zessoren umfassen, die kommunikativ mit einer oder
mehreren Datenquellen und einem oder mehreren
Programmspeichern, die computerlesbare Befehle
speichern, die, wenn sie von dem einen oder den
mehreren Prozessoren ausgeführt werden, veranlas-
sen, dass das Computersystem alle vorstehend be-
schriebenen Systemfunktionen oder einen Teil davon
durchführt, verbunden sind. Computerlesbare Medi-
en können ähnliche computerlesbare Befehle spei-
chern, die von einem oder mehreren Prozessoren ei-
nes Computersystems ausgeführt werden, wodurch
das Computersystem veranlasst wird alle der vorste-
hend beschriebenen Systemfunktionen oder einen
Teil davon durchzuführen. Zusätzliche oder alternati-
ve Aspekte der Verfahren, Systeme oder computer-
lesbaren Medien können implementiert werden, wie
näher in der nachfolgenden detaillierten Beschrei-
bung beschrieben.

[0041] Zusätzlich wird eine neuartige Frequenzana-
lyse-Analytiktechnik offenbart und diese kann von

einem der hierin beschriebenen Systeme, Verfah-
ren, Vorrichtungen und Techniken bereitgestellt wer-
den. Die neuartige Frequenzanalyse-Analytiktechnik
kann Stream-Daten analysieren, um eine frühzeiti-
ge, warnende Fehlerentdeckung in Prozessanlagen
oder Prozessleitsystemen zu ermöglichen. Insbeson-
dere kann die Frequenzanalyse-Analytiktechnik ei-
nen neuen Satz von Prozessvariablen erzeugen, die
mit identifizierten Anfangsindikatoren für Fehler, Ab-
normalitäten, abnehmender Leistung, Zielleistungs-
niveaus, unerwünschten Bedingungen und/oder ge-
wünschten Bedingungen korrespondieren, und sie
kann Zeitseriendaten der neuen Prozessvariablen
durch Durchführung einer rollenden FFT für Stream-
Prozessdaten ermitteln. Die folgende FFT kann die
Stream-Prozessdaten von der Zeitdomäne in die Fre-
quenzdomäne, in der die Werte des neuen Sets von
Prozessvariablen ermittelt werden können, wandeln.
Die ermittelten Werte der neuen Prozessvariablen
können zur Überwachung zurück in die Zeitdomä-
ne gewandelt werden. Die Erkennung einer Präsenz
eines Anfangsindikators innerhalb der überwachten
Zeitdomänedaten kann eine Angabe eines vorher-
gesagten Fehlers, Abnormalität, Leistungsrückgangs
und/oder anderer unerwünschter Bedingung veran-
lassen, die produziert und/oder dargestellt werden
und in einer Veränderung des Betriebs der Prozess-
anlage resultieren kann, wodurch die Auswirkung
der unerwünschten Störungen, Ereignisse und/oder
Bedingungen vermieden, verhindert und/oder ver-
mindert werden kann. Ebenso kann die Erkennung
des Vorhandenseins eines Anfangsindikators in den
überwachten Zeitdomänedaten eine Angabe einer
vorhergesagten, gewünschten Bedingung veranlas-
sen, wie beispielsweise ein zu produzierendes und/
oder vorliegendes Zielleistungsniveau, und in man-
chen Fällen dazu, eine Zeit oder ein Zeitintervall für
die/das bzw. während der/dem der Eintritt der ge-
wünschten Bedingung vorausgesagt wird.

KURZBESCHREIBUNG DER ZEICHNUNGEN

[0042]  Fig. 1 ist ein Blockdiagramm, das eine bei-
spielhafte Systemprozessanlage oder ein beispiel-
haftes Prozessleitsystem veranschaulicht, das eine
verteilte, eingebettete industrielle Prozessleistungs-
überwachung und/oder Analytikmaschine umfasst;

[0043] Fig. 2A ist ein Blockdiagramm eines beispiel-
haften Systems für verteilte industrielle Prozessleis-
tungsüberwachung/-analyse;

[0044] Fig. 2B zeigt eine Ausführungsform eines Ar-
rangements eines beispielhaften industriellen Pro-
zessleistungsüberwachungsanalytiksystems in Be-
ziehung zu einem beispielhaften Prozessleitsystem;

[0045] Fig. 3 ist ein Blockdiagramm einer beispiel-
haften industriellen Prozessleistungsüberwachungs-
und/oder Analytikmaschine;
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[0046] Fig. 4A ist ein beispielhaftes Datendiagramm,
das mehrere Datenblockfunktionen und Verbindun-
gen veranschaulicht;

[0047] Fig. 4B zeigt eine beispielhafte Data Analy-
tics Studio Benutzerschnittstelle;

[0048]  Fig. 4C zeigt eine beispielhafte Beziehung
zwischen einer Datenblock-Definitionsbibliothek, Da-
tenblockdefinitionen, Datenmodulen, Datenblöcken,
Datenblockinstanzen und Drähten;

[0049] Fig. 4D zeigt ein Beispiel für den Entwurf oder
die Erzeugung eines Datenmoduls;

[0050] Fig. 4E zeigt einen vergrößerten Bereich ei-
ner Data Studio Oberfläche, auf der ein Datenmodul
erzeugt wird;

[0051] Fig. 4F–Fig. 4H zeigen eine beispielhafte
Datenblockdefinitionsvorlage für verschiedene Arten
von Datenblöcken;

[0052] Fig. 4I zeigt einen beispielhaften Evaluati-
onsablauf, Kompilation oder Einsatz eines Datendia-
gramms;

[0053] Fig. 4J zeigt eine beispielhafte Architektur,
die die Präsentation von Standard- und individuellen
Visualisierungen veranschaulicht;

[0054] Fig. 4K zeigt ein beispielhaftes Szenario, in
dem ein Verbunddatenblock erzeugt wird;

[0055] Fig. 4L zeigt ein beispielhaftes Offline-Daten-
diagramm;

[0056] Fig. 4M zeigt ein Online-Datendiagramm, das
aus der Transformation des beispielhaften Offline-
Datendiagramms in Fig. 4L generiert wurde;

[0057] Fig. 4N-1 und Fig. 4N-2 zeigen beispielhafte
Data Analytics Dashboard Benutzerschnittstellen;

[0058] Fig. 4O ist ein High-Level-Blockdiagramm ei-
ner Steuerschleife, die die Prozessanlagenleistung
steuert und optimiert;

[0059] Fig. 4P zeigt ein beispielhaftes Verfahren für
die Bereitstellung lokalisierter Datenanalytik-Service-
leistungen;

[0060] Fig. 4Q zeigt ein beispielhaftes Verfahren für
die Bereitstellung lokalisierter Datenanalytik-Service-
leistungen;

[0061] Fig. 5A ist ein Blockdiagramm einer beispiel-
haften Architektur eines Analytikservice in Überein-
stimmung mit der vorliegenden Beschreibung;

[0062] Fig. 5B ist ein Blockdiagramm, das in größe-
rem Detail eine beispielhafte Datenserviceentität der
in Fig. 5A gezeigten Architektur veranschaulicht;

[0063] Fig. 5C ist ein Flussdiagramm, das ein Ver-
fahren zur Darstellung eines Eigenschaftendialogs
für einen Block auf einer Programmieroberfläche in
Übereinstimmung mit einer vor kurzem beschriebe-
nen Ausführungsform zeigt;

[0064]  Fig. 5D zeigt eine beispielhafte Program-
mieroberfläche auf der ein beispielhaftes Offline-Dia-
gramm auf der Programmieroberfläche konfiguriert
ist;

[0065] Fig. 5E zeigt ein beispielhaftes Online-Dia-
gramm, das dem Offline-Diagramm in Fig. 5D ent-
spricht;

[0066] Fig. 5F zeigt einen beispielhaften Eigen-
schaftendialog für ein Modul;

[0067] Fig. 5G zeigt einen beispielhaften Eigen-
schaftendialog für einen Block eines Offline-Moduls,
in dem die Eigenschaften sich sowohl auf den Off-
line-, als auch den Online-Betrieb beziehen;

[0068] Fig. 6A ist ein Blockdiagramm eines beispiel-
haften analytischen Abfragesystems;

[0069] Fig. 6B ist ein Blockdiagramm einer beispiel-
haften Analysekonfiguration, die eine standardisierte
Abfrage verwendet;

[0070] Fig. 6C zeigt eine beispielhafte standardisier-
te Abfrage;

[0071] Fig. 6D ist ein Flussdiagramm eines beispiel-
haften standardisierten Abfrageverfahrens;

[0072] Fig. 6E ist ein Flussdiagramm eines beispiel-
haften standardisierten Abfrageverfahrens;

[0073] Fig. 7A zeigt einen Graph der beispielhaften
Prozessflussmessungen eines Fackelsystems einer
Raffinerie während eines Zeitintervalls;

[0074] Fig. 7B zeigt einen Graph der beispielhaften
Prozessflussmessungen in Fig. 7A während eines
anderen Zeitintervalls;

[0075] Fig. 7C zeigt einen Graph beispielhafter Pro-
zessflussdaten der Raffinerie, die Fackelereignisse in
den Daten enthalten;

[0076] Fig. 7D zeigt einen Graph von Zeitserienda-
ten, die durch Anwendung eines rollenden FFT auf
die Prozessflussdaten in Fig. 7C ermittelt wurden;
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[0077] Fig. 7E zeigt einen Graph der Ergebnisse der
Anwendung von PCA zur Analyse der Frequenzdo-
mänedaten in Fig. 7D um ein Fackelereignis herum;

[0078] Fig. 7F zeigt einen Graph der Ergebnisse der
Anwendung von PCA zur Analyse der Frequenzdo-
mänedaten in Fig. 7D um ein anderes Fackelereignis
herum; und

[0079] Fig. 7G ist ein Flussdiagramm eines beispiel-
haften Verfahrens zur Bereitstellung einer frühzeiti-
gen Fehlererkennung in Prozessanlagen.

DETAILLIERTE BESCHREIBUNG

[0080]  Hierin werden Techniken, Systeme, Vorrich-
tungen, Komponenten und Verfahren für verteilte, in-
dustrielle Leistungsüberwachung und Analytiken of-
fenbart. Generell ermöglichen die Leistungsüberwa-
chungs- und Analytiktechniken Wissensfindung und
umsetzbares Wissen über eine industrielle Prozess-
anlage, die Prozessleitumgebung und/oder ein Pro-
zessleitsystem, das zur Steuerung eines oder meh-
rerer industrieller Prozesse in Echtzeit betrieben wird.
Typischerweise wird ein industrieller Prozess, der
von solchen Prozessanlagen oder Kontrollsystemen
darin gesteuert wird, zur Herstellung, Verfeinerung,
Transformation, Erzeugung oder Produktion physi-
scher Materialien oder Produkte dadurch durchge-
führt. Beispiele solcher Prozessanlagen oder Leitsys-
teme umfassen Ölraffinerien, Papiermühlen, die che-
mische Fertigung, pharmazeutische Fertigung, Le-
bensmittelverarbeitung und -vertrieb usw.

[0081] Von größter Bedeutung in jedem Prozessleit-
system, Anlage oder Umgebung ist deren Sicherheit,
Zuverlässigkeit und wirtschaftliche Effizienz. Die Be-
triebssicherheit ist für Prozessleitsysteme oder An-
lagen besonders wichtig, da unkontrollierte Prozes-
se, Fehler, Ausfälle und/oder vermeidbares mensch-
liches Versagen zu Explosionen, Bränden, dem Frei-
setzen gefährlicher Chemikalien, Umweltschäden,
Maschinenschäden und/oder dem Verlust von Men-
schenleben führen können. Zuverlässigkeit von Ma-
schinen und des Prozessbetriebs ist wichtig um die
wirtschaftliche Effizienz und Rentabilität der Anlage
zu erhalten und/oder zu verbessern. Weiterhin kann
die wirtschaftliche Effizienz und Rentabilität einer An-
lage dadurch verbessert werden, dass man den Be-
trieb der Anlage zur Verbesserung der Leistung ab-
stimmt.

[0082] Fehler, die in einem Prozessleitsystem auf-
treten, können seine Sicherheit, Zuverlässigkeit und/
oder wirtschaftliche Effizienz beeinträchtigen. Feh-
ler in einem Prozessleitsystem treten im Allgemeinen
auf, wenn Ereignisse zusammenfallen, so dass Situa-
tionen entstehen für die das Prozessleitsystem nicht
ausgelegt ist, wie beispielsweise unbekannte Ver-
änderungen der Zusammensetzung der Einsatzma-

terialien, Funktionsminderung von Maschinen, Ma-
schinenversagen und abnorme (oder fehlerhafte) Be-
triebshandlungen von Benutzern. Weitere Beispiele
für Fehler umfassen das ungeplante Abschalten von
Maschinen, das Freisetzen von Chemikalien in die
Atmosphäre, die Erhöhung von Druck in Überdruck-
ventilen, Temperaturausbrüche in Maschinen und
Leistungsverschlechterungen. Natürlich sind Fehler
nicht auf System- oder Großereignisse beschränkt.
Ein Fehler kann ein abnormes Ereignis sein oder
ein Zusammenfallen von Ereignissen, die zu einer
wirtschaftlichen, Sicherheits- und/oder Umweltbeein-
trächtigung geführt haben oder führen können.

[0083] Normalerweise wird bei Erkennung eines
Fehlers (zum Beispiel automatisch durch das Pro-
zessleitsystem) an einer Bedienerschnittstelle ein
Alarm erzeugt. Der Bediener kann dann versuchen,
den Ursprung des Fehlers zu diagnostizieren und
Korrekturmaßnahmen ergreifen. Einige der Schlüs-
selfaktoren zur Steuerung von Fehlern umfassen da-
her eine frühzeitige Fehlererkennung und die Redu-
zierung falscher Alarme. Dazu zählt beispielsweise
eine zeitnahe und zuverlässige Fehlererkennung, die
Diagnose der Ursache des Fehlers und die Durchfüh-
rung von Korrekturmaßnahmen, durch die das Instru-
ment, die Steuereinrichtung, das Verfahren und/oder
die Maschine, die bzw. das die Fehlerquelle ist, wie-
der in den Normalbetrieb zurückgebracht wird.

[0084] Bekannte Datenüberwachungs- und Analy-
tikwerkzeuge versuchen Prozessanlagen innerhalb
normaler Betriebsregionen zu halten und bieten ei-
ne erste Verteidigungslinie gegen das Auftreten von
Fehlern. Diese Werkzeuge konzentrieren sich jedoch
typischerweise auf eine einzelne Schleife oder auf
einen extrem stark eingeschränkten Umfang inner-
halb einer Prozessanlage. Sie sind nicht dazu in der
Lage, auf die Gesamtheit (oder nur einen großen
Teil) einer typischen, modernen Prozessleitanlage,
in der Hunderte und Tausende von Prozessvaria-
blen bei sehr hoher Geschwindigkeit beobachtet wer-
den müssen, einzugehen. Bekannte Datenüberwa-
chungs- und Analytikwerkzeuge sind weiterhin nicht
dazu in der Lage, auf ungewöhnliche Ereignisse, wie
eine sich verschlechternde Maschinenleistung, ent-
fernte Feldgeräte oder größere Veränderungen der
Betriebsbedingungen, die durch Situationen außer-
halb des unmittelbaren, beschränkten Bereichs des
Werkzeugs herbeigeführt werden, einzugehen.

[0085] Andererseits sind die neuartigen verteilten in-
dustriellen Prozessleistungsbeobachtungs- und Ana-
lytiktechniken, -systeme, -vorrichtungen, -komponen-
ten und -verfahren, die hierin offenbart werden, da-
zu in der Lage, auf industrielle Prozessüberwachung
und Analytik jedweder Größe-Umfangs, von der ge-
samten Prozessanlage bis hinunter zu einer einzel-
nen Schleife oder sogar einem einzigen Gerät, einzu-
gehen (beispielsweise durch Überwachung und/oder
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Analyse). In der Tat sind die hierin offenbarten neuar-
tigen Techniken in manchen Konfigurationen dazu in
der Lage simultan auf mehrere Prozessanlagen ein-
zugehen (beispielsweise mehrere Ölraffinerien, die
einer einzigen Gesellschaft gehören und von dieser
betrieben werden oder sogar unterschiedlichen Ge-
sellschaften, unter der Voraussetzung, dass die Da-
ten verfügbar sind). Generell entdecken und liefern
die neuartigen Leistungsüberwachungs- und Analy-
tiktechniken, die hierin offenbart werden, Wissen, das
für eine frühzeitige Erkennung indikativ ist und/oder
Vorwarnungen über mögliche Fehler, die in Prozess-
anlagen und Kontrollsystemen auftreten können. Sie
geben somit genug Zeit, um vorschriftsmäßige oder
Korrekturmaßnahmen zu ergreifen, um ein Auftreten
des Fehlers zu verhindern. In manchen Situationen
entdecken und liefern die hierin offenbarten neuarti-
gen Techniken auch vorschriftsmäßiges, umsetzba-
res Wissen zur Vermeidung des Eintretens möglicher
Fehler und/oder um die Auswirkungen ihres Eintre-
tens zu begrenzen. Die hierin offenbarten neuartigen
Techniken können weiterhin Wissen entdecken und
liefern, das indikativ für mögliche Verbesserungen
der Anlageneffizienz ist und umsetzbares Wissen zur
Realisierung der Effizienzverbesserungen entdecken
und liefern.

BEISPIELHAFTES PROZESSLEITSYSTEM
MIT VERTEILTER INDUSTRIELLER

PROZESSÜBERWACHUNG UND ANALYTIK

[0086]  Wie vorstehend besprochen wird eine Pro-
zessanlage, ein Prozessleitsystem oder eine Pro-
zesssteuerungsumgebung, die zumindest einen Teil
der hierin beschriebenen neuartigen industriellen
Prozessüberwachungs- und Analytiktechniken um-
fasst oder unterstützt zur Steuerung einer oder meh-
rerer industrieller Prozesse in Echtzeit betrieben. Als
solches können in der Prozessanlage oder dem Steu-
ersystem eines oder mehrere verkabelte oder kabel-
lose Prozessleitgeräte, Komponenten oder Elemen-
te enthalten sein, die physikalische Funktionen (wie
beispielsweise das Öffnen oder Schließen von Ven-
tilen, die Messung von Temperaturen, Druck und/
oder anderer Prozess- und/oder Umgebungsparame-
ter usw.) zur Steuerung eines Prozesses, der inner-
halb der Prozessanlage oder des Systems ausge-
führt wird, durchführen. Die Prozessanlage oder das
Prozessleitsystem können beispielsweise eines oder
mehrere verkabelte Kommunikationsnetzwerke und/
oder eines oder mehrere kabellose Kommunikations-
netzwerke umfassen. Die Prozessanlage oder das
Steuersystem kann zentralisierte Datenbanken, wie
beispielsweise kontinuierliche, Batch- und andere Ar-
ten historischer Datenbanken, umfassen.

[0087] Zur Veranschaulichung zeigt Fig. 1 ein de-
tailliertes Blockdiagramm einer beispielhaften Pro-
zessanlage oder einer Prozesssteuerungsumgebung
5, die alle oder jedwede der hierin beschriebenen

verteilten industriellen Prozessüberwachungs- und
Analytiktechniken umfasst oder unterstützt. Das Pro-
zessleitsystem 5 umfasst mehrere verteilte Datenma-
schinen eines verteilten industriellen Prozessüberwa-
chungs- und Analytiksystems, das von der Prozess-
anlage oder Umgebung 5 unterstützt wird, oder die
darin enthalten oder integriert sind. (Eine vollständi-
gere Beschreibung eines verteilten industriellen Pro-
zessüberwachungs- und Analytiksystems ist in nach-
folgenden Abschnitten enthalten.) Jede der verteil-
ten Datenmaschinen des industriellen Prozessüber-
wachungs- und Analytiksystems ist direkt oder in-
direkt mit irgendeiner Komponente oder einem Teil
der Prozessanlage 5 verbunden (beispielsweise phy-
sisch verbunden oder kabellos verbunden). Eine ver-
teilte Datenmaschine kann beispielsweise in ein be-
stimmtes Gerät oder einen Knoten der Prozessanla-
ge 5 eingebettet oder hergestellt sein. Zur Bildung ei-
ner einheitlichen Entität kann eine Datenmaschine an
ein bestimmtes Gerät oder Knoten der Anlage 5 an-
gebracht oder damit gekoppelt sein oder die Daten-
maschine kann an einer herkömmlichen Kommunika-
tionsverbindung der Anlage 5 angebracht oder damit
gekoppelt sein. In Fig. 1 markiert ein eingekreistes
„DDE“ ein jeweiliges Beispiel einer verteilten Daten-
maschine.

[0088] Wie vorstehend besprochen können verteil-
te Datenmaschinen in Prozessleitgeräten eingebet-
tet sein, deren Hauptfunktion die automatische Er-
zeugung und/oder der Empfang von Prozessleitdaten
zur Duchführung von Funktionen zur Steuerung ei-
nes Prozesses in der Prozessanlagenumgebung 5 in
Echtzeit ist. Jeweilige Datenmaschinen können bei-
spielsweise in Prozesssteuereinrichtungen, Feldge-
räten und I/O Geräten eingebettet oder hergestellt
sein. In der Prozessanlagenumgebung 5 empfan-
gen Prozesssteuereinrichtungen Signale, die indika-
tiv für die von den Feldgeräten durchgeführten Pro-
zessmessungen sind, verarbeiten diese Informatio-
nen zur Implementierung einer Steuerroutine und er-
zeugen Steuersignale, die über herkömmliche verka-
belte oder kabellose Prozesssteuerungskommunika-
tionsverbindungen oder Netzwerke an andere Feld-
geräte zur Steuerung des Prozessbetriebs in der An-
lage 5 gesendet werden. Typischerweise führt min-
destens ein Feldgerät eine physische Funktion zur
Steuerung eines Betriebsprozesses aus (beispiels-
weise Öffnen oder Schließen eines Ventils, Erhöhung
oder Verringerung einer Temperatur usw.) und eini-
ge Arten der Feldgeräte kommunizieren über I/O Ge-
räte mit Steuereinrichtungen. Prozesssteuereinrich-
tungen, Feldgeräte und I/O Geräte können verka-
belt oder kabellos sein und die Prozessanlagenum-
gebung oder System 5 können über eine beliebige
Anzahl und Kombination von verkabelten und kabel-
losen Prozesssteuereinrichtungen, Feldgeräten und
I/O Geräten verfügen und diese können jeweils eine
verteilte Datenmaschine umfassen.
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[0089] Fig. 1 veranschaulicht beispielsweise eine
Prozesssteuereinrichtung 11, die über die Input/Out-
put (I/O) Karten 26 und 28 mit den verkabelten Feld-
geräten 15–22 kommunikativ verbunden ist, und die
über einen kabellosen Gateway 35 und eine Prozess-
steuerungsdatenautobahn oder Backbone 10 (der
einen oder mehrere verkabelte und/oder kabellose
Kommunikationsverbindungen umfassen kann und
unter Verwendung eines gewünschten oder geeig-
neten Kommunikationsprotokolls, wie beispielswei-
se einem Ethernet Protokoll, implementiert werden
kann) mit den kabellosen Feldgeräten 40–46 kom-
munikativ verbunden ist. In einer Ausführungsform ist
die Steuereinrichtung 11 unter Verwendung von ei-
nem oder mehreren anderen Kommunikationsnetz-
werken als dem Backbone 10, wie beispielsweise
unter Verwendung einer beliebigen Anzahl anderer
verkabelter oder kabelloser Kommunikationsverbin-
dungen, die ein oder mehrere Kommunikationspro-
tokolle unterstützen, beispielsweise Wi-Fi oder an-
dere IEEE 802.11 konforme kabellose Local Area
Network Protokolle, mobile Kommunikationsprotokol-
le (beispielsweise WiMAX, LTE oder andere ITU-R
kompatible Protokolle), Bluetooth®, HART®, Wireless-
HART®, Profibus, FOUNDATION® Fieldbus usw., mit
dem kabellosen Gateway 35 kommunikativ verbun-
den. Der Backbone 10 und diese anderen Kommuni-
kationsnetzwerke sind Beispiele für „herkömmliche“
Prozessleitkommunikationsnetzwerke, wie sich hier-
in darauf bezogen wird.

[0090] Die Steuereinrichtung 11, bei der es sich bei-
spielsweise um die von Emerson Process Manage-
ment vertriebene DeltaVTM Steuereinrichtung han-
deln könnte, kann zur Implementierung eines Batch-
Prozesses oder eines kontinuierlichen Prozesses,
der mindestens einige der Feldgeräte 15–22 und
40–46 nutzt, betrieben werden. In einer Ausführungs-
form ist die Steuereinrichtung 11, zusätzlich zu der
kommunikativen Verbindung mit der Prozesssteue-
rungsdatenautobahn 10, unter Verwendung jeder ge-
wünschten Hardware und Software, die beispielswei-
se mit Standard 4–20 mA Geräte, I/O Karten 26,
28 und/oder einem intelligentem Kommunikations-
protokoll, wie dem FOUNDATION® Fieldbus Proto-
koll, dem HART® Protokoll, dem WirelessHART® Pro-
tokoll usw., assoziiert ist, mit mindestens einem der
Feldgeräte 15–22 und 40–46 kommunikativ verbun-
den. In Fig. 1 sind die Steuereinrichtung 11, die Feld-
geräte 15–22 und die I/O Karten 26, 28 verkabel-
te Geräte und die Feldgeräte 40–46 kabellose Feld-
geräte. Natürlich könnten die verkabelten Feldgerä-
te 15–22 und die kabellosen Feldgeräte 40–46 mit je-
dem anderen gewünschten Standard oder Protokoll
konform sein, wie beispielsweise verkabelten oder
kabellosen Protokollen, einschließlich Standards und
Protokollen, die in der Zukunft entwickelt werden.

[0091] Die Steuereinrichtung 11 in Fig. 1 enthält ei-
nen Prozessor 20, der eine oder mehrere Prozess-

steuerroutinen 38 (die beispielsweise in einem Spei-
cher 32 gespeichert sind) implementiert oder über-
wacht. Der Prozessor 30 ist zur Kommunikation mit
den Feldgeräten 15–22 und 40–46 konfiguriert und
mit anderen Knoten kommunikativ mit der Steuer-
einrichtung 11 verbunden. Es sollte beachtet wer-
den, dass Teile der hierin beschriebenen Steuerrou-
tinen oder Module (einschließlich Qualitätsvorhersa-
gen und Fehlererkennungsmodule oder Funktions-
blöcke) von unterschiedlichen Steuereinrichtungen
oder anderen Geräten implementiert oder ausgeführt
werden können, wenn dies gewünscht wird. Eben-
so können die hierin beschriebenen Kontrollroutinen
oder Module 38, die innerhalb des Prozessleitsys-
tems 5 implementiert werden sollen, jedwede Form
haben, einschließlich Software, Firmware, Hardware
usw. Steuerroutinen können in jedem gewünschten
Softwareformat, wie beispielsweise objektorientierte
Programmierung, Leiterlogik, sequentielle Funktions-
pläne, Funktionsblockdiagramme, implementiert wer-
den oder jede andere Softwareprogrammiersprache
oder jedes andere Designparadigma verwenden. Die
Steuerroutinen 38 können in jeder gewünschten Art
von Speicher 32, wie beispielsweise Random Access
Memory (RAM) oder Read-Only Memory (ROM), ge-
speichert werden. Ebenso können die Steuerroutinen
38 hartkodiert werden, beispielsweise in einen oder
mehrere EPROMs, EEPROMs, applikationsspezifi-
schen integrierten Schaltkreisen (ASCIs) oder ande-
ren Hardware- oder Firmwarelementen. Die Steuer-
einrichtung 11 kann auf jede gewünschte Weise für
die Implementierung einer Steuerstrategie oder Steu-
erroutine konfiguriert werden.

[0092] In manchen Ausführungsformen implemen-
tiert die Steuereinrichtung 11 eine Steuerstrategie un-
ter Verwendung dessen, was gemeinhin als Funk-
tionsblöcke bezeichnet wird, wobei jeder Funktions-
block ein Objekt oder ein anderer Teil (beispielsweise
eine Subroutine) einer Gesamtsteuerroutine ist und in
Verbindung mit anderen Funktionsblöcken (über Ver-
bindungen genannte Kommunikationen) der Imple-
mentierung der Prozesssteuerungsschleifen inner-
halb des Prozesssteuersystems 5 dienen. Steuerba-
sierte Funktionsblöcke führen entweder eine Einga-
befunktion aus, wie sie beispielsweise mit einem Sen-
der, einem Messfühler oder einem anderen Messge-
rät für Prozessparameter assoziiert wird, eine Steu-
erfunktion, wie sie beispielsweise mit einer Steuer-
routine, die PID, Fuzzy Logic usw. ausführt, assozi-
iert wird, oder eine Ausgabefunktion, die den Betrieb
eines Geräts steuert, wie beispielsweise ein Ven-
til, um eine physische Funktion innerhalb des Pro-
zessleitsystems 5 durchzuführen. Natürlich existie-
ren auch Hybrid- und andere Arten von Funktionsblö-
cken. Funktionsblöcke können in der Steuereinrich-
tung 11 gespeichert und von ihr ausgeführt werden.
Dies ist typischerweise der Fall, wenn diese Funkti-
onsblöcke für Standard 4–10 mA Geräte und manche
Arten von Smart Field Geräten, wie HART®, verwen-
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det oder mit ihnen assoziiert werden, oder sie kön-
nen in den Feldgeräten selbst gespeichert und im-
plementiert werden, was im Fall von FOUNDATION®

Fieldbus Geräten der Fall sein kann. Die Steuerein-
richtung 11 kann eine oder mehrere Steuerroutinen
38 umfassen, die eine oder mehrere Steuerschlei-
fen implementieren können und durch Ausführung ei-
nes oder mehrerer Funktionsblöcke ausgeführt wer-
den können.

[0093] Die verkabelten Feldgeräte 15–22 können
jedwede Arten von Geräten sein, wie beispielsweise
Messfühler, Ventile, Sender, Positionierer usw, wäh-
rend die I/O Karten 26 und 28 jedwede Arten von I/O
Geräten sein können, die konform zu dem gewünsch-
ten Kommunikations- oder Steuereinrichtungsproto-
koll sind. In Fig. 1 sind die Feldgeräte 15–18 Stan-
dard 4–20 mA Geräte oder HART® Geräte, die über
analoge Leitungen oder kombinierte analoge und di-
gitale Leitungen mit der I/O Karte 26 kommunizie-
ren, während die Feldgeräte 19–22 intelligente Gerä-
te, wie beispielsweise FOUNDATION® Fieldbus Feld-
geräte, sind, die unter Verwendung eines FOUNDA-
TION® Fieldbus Kommunikationsprotokolls über ei-
nen digitalen Bus mit der I/O Karte 28 kommunizie-
ren. In manchen Ausführungsformen kommunizieren
jedoch mindestens einige der verkabelten Feldgeräte
15, 16 und 18–21 und/oder mindestens einige der Big
Data I/O Karten 26, 28 zusätzlich oder alternativ unter
Verwendung der Prozesssteuerungsdatenautobahn
10 und/oder unter Verwendung anderer, geeigne-
ter Steuersystemprotokolle (beispielsweise Profibus,
DeviceNet, Foundation Fieldbus, ControlNet, Mod-
bus, HART usw.) mit der Steuereinrichtung 11 (und/
oder anderen Big Data Knoten).

[0094] Wie in Fig. 1 gezeigt enthalten alle, die Steu-
ereinrichtung 11, die I/O Karten 26 und 28 und
die verkabelten Feldgeräte 15–16, 18–21, eine je-
weilige, eingebettete, verteilte Datenmaschine, wie
durch das eingekreiste „DDE“ markiert, die über ei-
nen oder mehrere Datenanalytikkommunikationska-
näle und/oder Netzwerke (in Fig. 1 nicht gezeigt) mit
anderen verteilten Datenmaschinen kommunizieren.

[0095] In Fig. 1 kommunizieren die kabellosen Feld-
geräte 40–46 unter Verwendung eines kabellosen
Protokolls, wie beispielsweise das WirelessHART®

Protokoll, über ein herkömmliches, kabelloses Pro-
zesssteuerungskommunikationsnetzwerk 70. Solche
kabellosen Feldgeräte 40–46 können direkt mit ei-
nem oder mehreren anderen Geräten oder Kno-
ten des Prozesssteuerungs-Datenanalytikkommuni-
kationsnetzwerks 112, die ebenfalls für eine kabel-
lose Kommunikation konfiguriert sind (unter Verwen-
dung des kabellosen Protokolls oder eines anderen
kabellosen Protokolls zum Beispiel), kommunizieren.
Zur Kommunikation mit einem oder mehreren ande-
ren Knoten, die nicht für die kabellose Kommunika-
tion konfiguriert sind, können die kabellosen Feld-

geräte 40–46 einen kabellosen Gateway 35 verwen-
den, der mit der Prozesssteuerungsdatenautobahn
10 oder mit einem anderen herkömmlichen Prozess-
leitkommunikationsnetzwerk verbunden ist.

[0096] Der kabellose Gateway 35 kann Zugang zu
mehreren kabellosen Geräten 40–58 des kabellosen
Kommunikationsnetzwerks 70 bieten. Der kabellose
Gateway 35 ermöglicht insbesondere die kommuni-
kative Kopplung der kabellosen Geräte 40–58, der
verkabelten Geräte 11–28 und/oder anderer Knoten
oder Geräte der Prozesssteuerungsanlage 5. Der ka-
bellose Gateway 35 kann beispielsweise durch Ver-
wendung der Prozesssteuerungsdatenautobahn 10
und/oder durch Verwendung von einem oder meh-
reren anderen herkömmlichen Kommunikationsnetz-
werken der Prozessanlage 5 eine kommunikative
Kopplung ermöglichen.

[0097] Ebenso wie die verkabelten Feldgeräte
15–22, können die kabellosen Feldgeräte 40–46 des
kabellosen Netzwerks 70 physische Steuerfunktio-
nen innerhalb der Prozessanlage 5 ausführen, bei-
spielsweise das Öffnen oder Schließen von Ventilen
oder die Durchführung von Messungen der Prozess-
parameter. Die kabellosen Feldgeräte 40–46 sind je-
doch für Kommunikation unter Verwendung des ka-
bellosen Protokolls des Netzwerk 70 konfiguriert. Als
solches sind die kabellosen Feldgeräte 40–46, der
kabellose Gateway 35 und die anderen kabellosen
Knoten 52–58 des kabellosen Netzwerks 70 Produ-
zenten und Konsumenten kabelloser Kommunikati-
onspakete.

[0098] In manchen Szenarien kann das kabellose
Netzwerk 70 nicht-kabellose Geräte umfassen. Ein
Feldgerät 48 in Fig. 1 könnte beispielsweise ein 4–
20 mA Legacy-Gerät und ein Feldgerät 50 könnte ein
herkömmliches verkabeltes HART® Gerät sein. Zur
Kommunikation innerhalb des Netzwerks 70 können
die Feldgeräte 48 und 50 über einen kabellosen Ad-
apter oder eine Historisierung an diesem oder 52b mit
dem kabellosen Kommunikationsnetzwerk 70 ver-
bunden sein. Die kabellosen Adapter 52a, 52b kön-
nen andere Kommunikationsprotokolle, wie Founda-
tion® Fieldbus, PROFIBUS, DeviceNet usw., unter-
stützen. Das kabellose Netzwerk 70 kann weiterhin
einen oder mehrere Netzwerk-Zugangspunkte 55a,
55b umfassen, bei denen es sich um separate phy-
sische Geräte handeln kann, die in verkabelter Kom-
munikation mit dem kabellosen Gateway 35 stehen
oder mit dem kabellosen Gateway 35 als eine inte-
grale Vorrichtung bereitgestellt werden. Das kabello-
se Netzwerk 70 kann außerdem einen oder mehrere
Router 58 zur Weiterleitung von Paketen von einem
kabellosen Gerät zu einem anderen kabellosen Ge-
rät innerhalb des kabellosen Kommunikationsnetz-
werks 70 umfassen. Die kabellosen Geräte 40–46
und 52–58 können miteinander und über kabellose
Verbindungen 60 des kabellosen Kommunikations-
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netzwerks 70 und/oder über die Prozesssteuerungs-
datenautobahn 10 mit dem kabellosen Gateway 35
kommunizieren.

[0099] Wie in Fig. 1 gezeigt enthalten der Adapter
52a, der Zugangspunkt 55a und der Router 58 je-
weils eine jeweilige, eingebettete, verteilte Datenma-
schine, wie durch das eingekreiste „DDE“ markiert,
die über einen oder mehrere Datenanalytikkommuni-
kationskanäle und/oder Netzwerke (in Fig. 1 nicht ge-
zeigt) mit anderen verteilten Datenmaschinen kom-
munizieren.

[0100] In manchen Ausführungsformen umfasst das
Prozesssteuerungssystem 5 einen oder mehrere ka-
bellose Zugangspunkte 72, die unter Verwendung
anderer kabelloser Protokolle, wie beispielsweise Wi-
Fi oder anderen IEEE 802.11 konformen kabellosen
Local Area Network Protokollen, mobilen Kommu-
nikationsprotokollen, wie WiMAX (Worldwide Inter-
operability for Microwave Access), LTE (Long Term
Evolution) oder anderen ITU-R (International Tele-
communication Union Radio Communication Sector)
kompatiblen Protokollen, Kurzwellen-Funkkommuni-
kationen wie Nahfeldkommunikation (NFC) und Blue-
tooth, oder andere kabellose Kommunikationsproto-
kolle, kommunizieren. Typischerweise ermöglichen
solche kabellosen Zugangspunkte 72 Handheld oder
anderen tragbaren Computergeräten (beispielswei-
se Benutzerschnittstellengeräte 73) Kommunikation
über ein jeweiliges herkömmliches, kabelloses Pro-
zesssteuerungskommunikationsnetzwerk, das sich
von dem kabellosen Netzwerk 70 unterscheidet und
ein anderes kabelloses Protokoll unterstützt als das
kabellose Netzwerk 70. Ein kabelloses oder trag-
bares Benutzerschnittstellengerät 73 kann beispiels-
weise eine mobile Arbeitsstation oder diagnostische
Testausrüstung sein, die von einem Bediener inner-
halb der Prozessanlage 5 verwendet wird. In man-
chen Szenarios kommunizieren zusätzlich zu trag-
baren Computergeräten ein oder mehrere Prozess-
steuerungsgeräte (beispielsweise Steuereinrichtung
11, Feldgeräte 15–22 oder kabellose Geräte 35,
40–58) ebenfalls unter Verwendung des von den Zu-
gangspunkten 72 unterstützen Zugangspunkten 72.

[0101] In manchen Ausführungsformen umfasst das
Prozesssteuerungssystem 5 ein oder mehrere Gate-
ways 75, 78 zu Systemen extern zu dem unmittelba-
ren Prozessleitsystem 5. Typischerweise sind solche
Systeme Kunden oder Lieferanten der Informationen,
die von dem Prozessleitsystem 5 generiert oder be-
rechnet werden. Die Prozessleitanlage 5 kann bei-
spielsweise einen Gateway-Knoten 75 zur kommuni-
kativen Verbindung der unmittelbaren Prozessanla-
ge 5 mit einer anderen Prozessanlage umfassen. Zu-
sätzlich oder alternativ kann die Prozesssteuerungs-
anlage 5 einen Gateway-Knoten 78 zur kommunika-
tiven Verbindung der unmittelbaren Prozessanlage 5
mit einem externen öffentlichen oder privaten Sys-

tem, wie einem Laborsystem (beispielsweise Labo-
ratory Information Management System oder LIMS),
einer Operator Rounds Datenbank, einem Materi-
albearbeitungssystem, einem Wartungsverwaltungs-
system, einem Produktbestandkontrollsystem, einem
Produktionsplanungssystem, einem Wetterdatensys-
tem, einem Versand- und Bearbeitungssystem, ei-
nem Verpackungssystem, dem Internet, dem Pro-
zessleitsystem eines anderen Anbieters oder ande-
ren externen Systemen, umfassen.

[0102] Wie in Fig. 1 gezeigt enthalten der Zugangs-
punkt 72, das Benutzerschnittstellengerät 73 und der
Gateway 75 jeweils eine jeweilige, eingebettete, ver-
teilte Datenmaschine, wie durch das eingekreiste
„DDE“ markiert, die über einen oder mehrere Daten-
analytikkommunikationskanäle und/oder Netzwerke
(in Fig. 1 nicht gezeigt) mit anderen verteilten Daten-
maschinen kommunizieren.

[0103] Es wird angemerkt, dass obwohl Fig. 1 nur
eine einzelne Steuereinrichtung 11 mit einer endli-
chen Zahl von Feldgeräten 15–22 und 40–46, ka-
bellosen Gateways 35, kabellosen Adaptern 52, Zu-
griffspunkten 55, Routern 58 und kabellosen Pro-
zesssteuerungskommunikationsnetzwerken 70, die
in einer Prozessanlage 5 enthalten sind, veranschau-
licht, dies nur eine veranschaulichende und nicht ein-
schränkende Ausführungsform ist. Es kann eine be-
liebige Anzahl an Steuereinrichtungen 11 in dem Pro-
zessleitsystem oder System 5 enthalten sein und je-
de der Steuereinrichtungen 11 kann mit einer beliebi-
gen Anzahl an verkabelten oder kabellosen Geräten
und Netzwerken 15–22, 40–46, 35, 52, 55, 58 und 70
zur Steuerung eines Prozesses in der Anlage 5 kom-
munizieren.

BEISPIEL FÜR DIE ARCHITEKTUR
EINES VERTEILTEN INDUSTRIELLEN

PROZESSLEISTUNGSÜBERWACHUNGS/
-ANALYTIKSYSTEMS

[0104]  Fig. 2A enthält ein Blockdiagramm eines bei-
spielhaften Systems 100 für die verteilte industriel-
le Prozessleistungsüberwachung/Analytik, das hierin
auch austauschbar als Daten-Analytik-System (DAS)
bezeichnet wird. Das DAS 100 kann beispielsweise
zusammen mit der Prozessanlage 5 in Fig. 1 betrie-
ben werden und wird hierin zur Vereinfachung der
Darstellung erläutert. Es versteht sich jedoch, dass
mindestens ein Teil des DAS 100 zusammen mit
anderen Prozessanlagen und/oder Prozessleitsyste-
men als der Prozessanlage 5 betrieben werden kann.

[0105] Das DAS 100 unterstützt generell lokalisier-
te Leistungsüberwachung und/oder Analytik und un-
terstützt gleichzeitig eine umfangreiche (beispiels-
weise systemweite und/oder über mehrere Vorrich-
tungen oder Knoten der Prozessanlage 5 hinweg)
Leistungsüberwachung, Data Mining und Datenana-
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lytik für Prozessanlagenumgebungen. Insofern um-
fasst das System 100 eine Vielzahl von verteilten Da-
tenmaschinen (Distributed Data Engines; DDE). Bei-
spiele dafür werden in Fig. 2A durch die Bezugs-
zeichen 102a–102e und in Fig. 2B durch die Be-
zugszeichen 102f–102h gekennzeichnet. Wie hierin
verwendet bezieht sich das Bezugszeichen „102x“
auf eine oder mehrere der DDEs 102a–102h. Min-
destens einige der in Fig. 2A veranschaulichten ver-
teilten Datenmaschinen korrespondieren mit den in
Fig. 1 veranschaulichten verteilten Datenmaschinen.
Die Datenmaschine 102a in Fig. 2A ist beispielswei-
se die Datenmaschine, die in dem kabellosen Gate-
way 35 von Fig. 1 enthalten ist und die Datenma-
schine 102b in Fig. 2A ist die Datenmaschine, die in
der Steuereinrichtung 11 der Fig. 1 eingebettet ist.
Zusätzlich umfasst das System 100 andere Daten-
maschinen 102, die in Fig. 1 nicht gezeigt werden.
Zum Beispiel ist eine verteilte Datenmaschine 102c
mit der Datenautobahn 10 verbunden, eine verteil-
te Datenmaschine 102d ist in eine zentrale Big Da-
ta Anwendung 108 der Prozessanlage 5 eingebet-
tet und eine verteilte Datenmaschine 102e ist in ei-
nen Big Data Cloud Knoten 110 eingebettet, wobei
der Big Data Cloud Knoten 110 den Datananalytik-
anforderungen der Prozessleitanlage 5 nachkommen
kann (und in manchen Konfigurationen auch ande-
ren Prozessleitanlagen zuarbeiten kann). Selbstver-
ständlich ist das System 100 nicht nur auf fünf Da-
tenmaschinen 102a–102e oder acht Datenmaschi-
nen 102a–102h beschränkt, sondern kann eine be-
liebige Anzahl an verteilten Datenmaschinen umfas-
sen, von denen mindestens einige in ihre jeweiligen
Datenquellen eingebettet oder darin hergestellt sind
(beispielsweise in jeweiligen Prozesssteuerungsvor-
richtungen der Prozessanlage 5) und/oder von de-
nen mindestens einige anderweitig mit einigen ande-
ren Datenquellen (beispielsweise Komponenten, Teil
usw.) der Prozessanlage 5 verbunden sind.

[0106] Wie vorstehend erwähnt kommunizieren ver-
teilte Datenmaschinen typischerweise nicht mit an-
deren verteilten Datenmaschinen durch Verwen-
dung der herkömmlichen Prozesssteuerungsanla-
genkommunikationsnetzwerke (beispielsweise den
Backbone 10, das kabellose Netzwerk 70, die Ka-
belverbindung zwischen der I/O Karte 28 und Ge-
räten 19–22 usw. der Fig. 1), obwohl in manchen
Konfigurationen manche verteilten Datenmaschinen
102x möglicherweise mindestens einige Informatio-
nen durch Verwendung eines herkömmlichen Pro-
zesssteuerungskommunikationsnetzwerks an ande-
re Datenmaschinen kommunizieren. Generell kom-
munizieren die Datenmaschinen 102x jedoch mit
anderen Datenmaschinen 102x durch Verwendung
eines oder mehrerer Datenanalytikkommunikations-
netzwerke 112, die getrennt und unterschiedlich von
herkömmlichen Prozesssteuerungsnetzwerken sind.
Analytikdaten werden zwischen verteilten Datenma-
schinen oder Knoten des Netzwerks 112 Stream-

übertragen, beispielsweise durch Verwendung eines
Analytik-Streamdienstes, eines Streaming- und/oder
Warteschlangen-Protokolls und/oder durch Verwen-
dung eines Messaging Brokers oder Systems 115,
das Streaming unterstützt, wie beispielsweise eine
Streaming-Quelle, Flume, HDFS, ZeroMQ, Kafka,
Microsoft Message Bus, MQTT, AMQP, RabbitMQ
usw., ein benutzerdefiniertes spezialisiertes Histori-
enobjektkommunikationsprotokoll, wie es in der vor-
stehend erwähnten US-Anmeldung Nr. 14 / 506,863
mit dem Titel „STREAMING DATA FOR ANALYTICS
IN PROCESS CONTROL SYSTEMS“ beschrieben
ist oder ein anderes geeignetes Kommunikationspro-
tokoll. In Fig. 2A werden durch die gestrichelten Li-
nien mehrere Zweige des Datenanalytikkommunika-
tionsnetzwerks 112 dargestellt, obwohl in Fig. 2A das
Netzwerk 112 der Klarheit halber nicht vollständig
dargestellt wird. In einer Ausführungsform kann somit
mindestens ein Teil des Datenanalytiknetzwerks 112
in gewissem Sinne ein Überlagerungsnetzwerk auf
den herkömmlichen Prozesssteuerungskommunika-
tionsnetzwerken innerhalb der Anlage 5 sein. Zum
Beispiel können mindestens einige der physischen
Geräte, die die DDEs 102x und das Datenanalytik-
netzwerk 112 umfassen, sich auf dem Gelände der
Prozessanlage 5 befinden und in manchen Fällen un-
ter den Geräten der Prozessanlage 5.

[0107]  In einer anderen Ausführungsform kann min-
destens ein Teil des Datenanalytikkommunikations-
netzwerks 112 entlang oder weitgehend parallel zu
herkömmlichen Prozesssteuerungskommunikations-
netzwerken implementiert sein, wie in Fig. 2B ge-
zeigt. In Fig. 2B enthält die Prozessanlage 5 meh-
rere Prozesssteuerungsgeräte oder -komponenten,
die kommunikativ mit einem herkömmlichen Pro-
zesssteuerungskommunikationsnetzwerk verbunden
sind, zum Beispiel zur Unterstützung der Steuerung
eines oder mehrerer Prozesse innerhalb der Anla-
ge 5. Drei solcher Prozesssteuerungsgeräte/-kom-
ponenten verfügen jeweils über darin eingebettete
DDE 102f, 102g und 102h mit denen sie assoziiert
sind und jede der DDEs 102f–102h ist kommunikativ
mit dem Datenanalytiknetzwerk 112 verbunden. Der
größte Teil der Geräte, die das Datenanalytiknetz-
werk 112 unterstützen und/oder die es umfasst befin-
det sich jedoch nicht unter den Geräten der Prozess-
anlage 5, sondern kann sich stattdessen dezentral in
einem Unternehmens-Rechenzentrum befinden.

[0108] In einer anderen Ausführungsform kann min-
destens ein Teil des Datenanalytikkommunikations-
netzwerks 112 als ein logisches Netzwerk innerhalb
der Prozessanlage 5 implementiert sein. In dieser
Ausführungsform können beispielsweise sowohl Pro-
zessleitdaten, als auch Analytikdaten über eine glei-
che physische Kommunikationsverbindung transpor-
tiert werden, die logisch das Aussehen unabhängiger
Verbindungen hat, beispielsweise eine herkömmliche
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Prozesskommunikationsverbindung und eine Daten-
analytikkommunikationsverbindung.

[0109] Ungeachtet der Implementierung des Daten-
analytiknetzwerks 112 überschneidet sich das Daten-
analytiknetzwerk 112 jedoch mit herkömmlichen Pro-
zesssteuerungskommunikationsnetzwerken an Ge-
räten oder Knoten innerhalb des Prozesskontroll-
systems 5, die Informationen an andere Geräte
oder Knoten innerhalb des Prozesskontrollsystems 5
über herkömmliche Prozesskontrollkommunikations-
netzwerke übertragen und in denen verteilte Daten-
maschinen eingebettet sind (beispielsweise Daten-
maschinen 102a, 102b, 102f, 102g, 102h) und/oder
aufgrund von verteilten Datenmaschinen, die an her-
kömmliche Prozesssteuerungskommunikationsnetz-
werke zum Zweck eine Fensters zu den Daten,
die darüber übertragen werden, angeschlossen sind
(beispielsweise Datenmaschine 102c).

[0110] Das Datenanalytiknetzwerk 112 kann jed-
wede gewünschte Kommunikationstechnologie und/
oder Kommunikationsprotokolle nutzen. Mindestens
ein Teil des Datenanalytiknetzwerks 112 kann ver-
kabelte Technologie nutzen und mindestens ein
Teil des Datenanalytiknetzwerks 112 kann kabello-
se Technologie nutzen. Generell kann das Datenana-
lytiknetzwerk 112 jedoch Datenpakettransportproto-
kolle und/oder Technologie nutzen, wie beispielswei-
se IP oder andere asynchrone Datenpaketprotokolle
über Ethernet.

[0111] Auf höherer Ebene oder Schicht kann das
Datenanalytiknetzwerk 112 ein Stream-fähiges Pro-
tokoll, einen Message-Broker, der Echtzeit-Daten-
feeds bearbeitet, und/oder ein Messaging-System,
das die Echtzeit-Datenfeeds 115 bearbeitet, wie Apa-
che Kafka, nutzen. Wie in Fig. 2A gezeigt ermöglicht
es die von dem Datenanalytiknetzwerk 112 bereitge-
stellte Streaming-Fähigkeit 115 dem verteilten Leis-
tungsüberwachungs/Analytiksystem oder DAS 100
sich lokal zu binden und diverse analytische Services
nahe an den Datenquellen bereitzustellen (beispiels-
weise nahe an oder an Vorrichtungen oder Knoten
der Prozessanlage 5, in die verteilte Datenmaschinen
102x eingebettet sind, wie beispielsweise die Kno-
ten 11, 18, 26, 28, 72, 35, 52a, 55a, 72 in Fig. 1).
Gleichzeitig ermöglicht die Streaming-Fähigkeit 115
des Systems 100 dem System 100 auch umfangrei-
chere Vorhersagen und Optimierungen bereitzustel-
len, da nur bestimmte, quellengenerierte Daten, die
zur Unterstützung einer breiteren Datenanalytik oder
einer Datenanalytik auf höherer Ebene notwendig
sind, an die empfangenden Datenmaschinen kom-
muniziert werden müssen. Wenn die Datenmaschi-
ne 102d beispielsweise nur eine bestimmte Daten-
analyitk für Daten ausführt, die von jeder der Steu-
ereinrichtungen der Prozessanlage 5 generiert und
innerhalb von einer Stunde nachdem eine bestimm-
te Konfigurationsveränderung an jeder Steuereinrich-

tung instantiiert wurde, erfasst wird, Stream-überträgt
die an der Steuereinrichtung 11 eingebettete Daten-
maschine 102b nur die erforderlichen Daten an die
Maschine 102d (sie Stream-überträgt beispielswei-
se nur die Ausgabedaten, die von der Steuereinrich-
tung 11 während der Stunde nachdem die bestimmte
Konfigurationsveränderung instantiiert wurde gene-
riert wurden, an die Datenmaschine 102d; sie über-
trägt aber keine anderen Ausgabedaten, die von der
Steuereinrichtung 11 generiert wurden).

[0112] Wie in Fig. 2A gezeigt sind Teile des verteil-
ten Leistungsüberwachungs-/Analytiksystems oder
DAS 100 lokal innerhalb der Prozesssteuerumge-
bung oder Anlage 5 angeordnet. Zum Beispiel befin-
den sich die verteilten Datenmaschinen 102a, 102b,
102c und 102d auf dem Gelände der Prozessanlage
5. Wie in Fig. 2A ebenfalls gezeigt sind andere Tei-
le des Systems 100 dezentral angeordnet. Die Da-
tenmaschine 102 befindet sich beispielsweise in der
Cloud 110. Andere Datenmaschinen 102x können
sich an einem oder mehreren dezentralen Standorten
befinden (nicht gezeigt), wie an einer Serverbank, die
mehrere Prozessanlagen oder Prozesssteuersyste-
me bedient. Selbstverständlich kann das System 100
in manchen Konfigurationen über keine lokal ange-
ordneten Datenmaschinen oder über keine dezentral
angeordneten Datenmaschinen verfügen. Das heißt,
das System 100 kann die gesamte Leistungsüberwa-
chung und Analytik (beispielsweise über eine oder
mehrere verteilte Datenmaschinen) auf dem Gelän-
de der ihr unterstehenden Prozesssteuerungsumge-
bung 5 (beispielsweise lokal) in seiner Gesamtheit
außerhalb des Geländes der ihr unterstehenen Pro-
zesssteuerungsumgebung 5 (beispielsweise dezen-
tral) oder durch Verwendung einer Kombination von
auf und außerhalb des Geländes befindlicher verteil-
ter Datenmaschinen (beispielsweise sowohl lokal, als
auch dezentral) bereitstellen.

BEISPIELHAFTE ARTEN DER
LEISTUNGSÜBERWACHUNG UND -ANALYTIK

FÜR INDUSTRIELLE STEUERSYSTEME

[0113]  Leistungsüberwachung und Analytiken in-
dustrieller Steuersysteme umfassen generell die
Sammlung von Daten, die von dem ihnen unterlie-
genden Steuersystem generiert werden (beispiels-
weise in Echtzeit während das System zur Steuerung
eines oder mehrerer Prozesse betrieben wird), und
die Durchführung von einer oder mehreren Funktio-
nen oder Operationen an mindestens einigen der ge-
sammelten Daten, um Wissen darüber zu ermitteln,
wie gut das Steuersystem arbeitet, und in manchen
Fällen, um Maßnahmen zu ermitteln, die zur Verbes-
serung der Leistung des Systems ergriffen werden
können. Datenanalytiken für industrielle Prozessleit-
systeme lassen sich in drei allgemeine Kategorien
unterteilen: deskriptive Analytik, prädiktive Analytik
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und präskriptive Analytik. Es folgt eine allgemeine
Diskussion dieser Analytik-Kategorien.

[0114] Deskriptive Analytiken ermöglichen es einem
Benutzer zu entdecken, was innerhalb eines Pro-
zessleitsystems oder einer Anlage geschehen ist,
wann es geschehen ist, wie oft es geschehen ist und
welches Problem oder welche Probleme aus dem,
was geschehen ist, entstanden sind. Typischerwei-
se werden deskriptive Analytiken für Daten, die aus
der Überwachung des Prozesssystems oder der An-
lage (beispielsweise a posteriori) gewonnen werden,
durchgeführt, und können Techniken wie grundle-
gende Berechnungen, Skalierung und Standardsta-
tistiken verwenden.

[0115] Präskriptive Analytiken erlauben es einem
Benutzer die Betriebsabläufe innerhalb eines Pro-
zessleitsystems oder einer Anlage zu optimieren.
Präskriptive Analytik erlaubt es einem Benutzer zum
Beispiel Fragen zu beantworten, wie beispielsweise:
Was ist die beste Antwort? Was ist angesichts der
Unsicherheit das beste Ergebnis? Was sind signifi-
kant unterschiedliche und bessere Optionen? Prädik-
tive Analysen können wesentliche Qualitätsvariablen
oder Kennzahlen der Prozess-Betriebsabläufe in in-
dustriellen Prozessleitanlagen und -systemen iden-
tifizieren, überwachen und steuern. Zusätzlich kön-
nen prädiktive Analytiken identifizieren, was ange-
sichts eines Satzes zukünftiger Eingaben oder kau-
saler Bedingungen mit wesentlichen Qualitätsvaria-
blen oder Kennzahlen der Prozess-Betriebsabläufe
geschieht. Die vorhergesagten Werte können dann
von präskriptiver Analytik zur Generierung einer prä-
skriptiven Maßnahme genutzt werden. Typischerwei-
se nutzen präskriptive Analytiken Techniken, wie be-
dingungsbasierte Optimierung und Mehrzieloptimie-
rung. Bekannte Überwachungs- und Analytikwerk-
zeuge sind jedoch rudimentär und in ihrem Umfang
stark eingeschränkt.

[0116] Mit bekannten Datenüberwachungs- und
Analytikwerkzeugen können Benutzer oder Bediener
beispielsweise die Leistung eines einzelnen Geräts
oder einer Einheit der Anlage durch Verwendung be-
dingungsbasierter Optimierungswerkzeuge, die auf
Grundlage von Daten arbeiten, die aus der Überwa-
chung eines einzelnen Geräts oder einer Einheit (bei-
spielsweise a posteriori) gewonnen wurden, optimie-
ren. Da ein Prozessleitsystem oder eine Anlage je-
doch zahlreiche Geräte und Prozesseinheiten um-
fasst, könnte der Gesamtprozess aufgrund der Pro-
zessinteraktionen zwischen mehreren Einheiten im-
mer noch weit vom Optimum entfernt sein. Mehr-
zieloptimierungstechniken für interagierende Einhei-
ten oder eine koordinierte Optimierung über einen
Teil des Prozessleitsystems hinweg stehen in be-
kannten Datenüberwachungs- und Analytikwerkzeu-
gen zwar zur Verfügung (beispielsweise First-Prin-
ciple-Based-Modellierung), diese koordinierten Op-

timierungstechniken sind aber aufgrund der zuneh-
menden Komplexität der Prozesse schwierig und
brauchen zu lang zur Ausführung (sofern sie sich
überhaupt ausführen lassen), um nützlich zu sein.
Bekannte Mehrzieloptimierungswerkzeuge arbeiten
beispielsweise mit Daten, die aus der Beobachtung
mehrerer Geräte oder Einheiten (beispielsweise a
posteriori) gewonnen wurden, um optimale Betrieb-
spunkte zu identifizieren und um Trajektorien zu be-
stimmen, um den aktuellen Betriebspunkt zum op-
timalen zu manövrieren. Jeder Zyklus der Daten-
sammlung und deren Berechnung kann jedoch so
lange dauern, dass der Prozess bis die präskriptiven
Maßnahmen identifiziert werden in seinem Betrieb
soweit fortgelaufen ist, dass die identifizierten prä-
skriptiven Maßnahmen nicht mehr das Optimum sind
oder sogar ungültig, kontraproduktiv und/oder gefähr-
lich geworden sind. Wenn ein Benutzer weiterhin ver-
sucht, das Volumen und den Umfang (und somit die
Zeit, die für sie benötigt wird) der Berechnungen zur
reduzieren oder einzuschränken, indem der die An-
zahl der Variablen, die in das Mehrzieloptimierungs-
werkzeug eingegeben wird, einschränkt, trifft der Be-
nutzer ein menschliches Urteil darüber, welche Varia-
blen als Eingaben ausgewählt werden, was nicht nur
den Umfang einschränkt, sondern auch falsch sein
könnte und daher irreführende oder falsche Ergeb-
nisse produzieren könnte.

[0117]  Weiterhin sind bekannte Überwachungs- und
Analytikwerkzeuge häufig nicht dazu in der Lage, die
Identität und Werte von wesentlichen Qualitätsvaria-
blen bei Bedarf bereitzustellen (beispielsweise auf-
grund von Einschränkungen der verfügbaren Mess-
techniken) und sie können keine zeitnahen, sach-
dienlichen Resultate liefern. Derzeit für die prädik-
tive Analytik von Prozessleitsystemen eingesetzte
Techniken umfassen zum Beispiel entweder Offline-
Techniken (zum Beispiel in einem Labor) oder On-
line-Techniken (zum Beispiel durch einen Analysa-
tor). Beide Techniken haben ihre jeweiligen Nach-
teile. Die Offline-Ermittlungen wesentlicher Qualitäts-
variablen ist nicht wünschenswert, da durch die si-
gnifikante Verzögerung, die durch Labortests her-
beigeführt wird, Ergebnisse suboptimal oder sogar
für die aktuellen Prozessbedingungen ungültig wer-
den (die gemessenen Signale können beispielswei-
se nicht als Rückmeldungen verwendet werden). Der
Einsatz von Online-Analysatoren zur Ermittlung von
wesentlichen Qualitätsvariablen ist ebenfalls weniger
als wünschenswert, da bekannte Online-Analysato-
ren problematisch und teuer sind und eine regelmä-
ßige und kostenintensive Wartung erforderlich ma-
chen. Solche Einschränkungen können die Qualität
von Produkten, die Produktion von Abfällen und die
Betriebssicherheit stark beeinflussen.

[0118] Außerdem ist ein herkömmliches, zentra-
les Leistungsüberwachungssystem in umfangrei-
chen Überwachungssituationen stark eingeschränkt.
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Ein geeignetes Leistungsüberwachungssystem soll-
te über Fehlertoleranzfähigkeit, Betriebszuverlässig-
keit und wirtschaftliche Effizienz verfügen. Diese wer-
den kompromittiert, wenn für umfangreiche Über-
wachungssituationen ein zentrales Leistungsüberwa-
chungssystem eingesetzt wird. Ein zentrales Über-
wachungssystem kümmert sich insbesondere um
Fehler in allen Einheiten des Prozesses gleichzeitig.
Wird ein Fehler in einer Einheit gefunden, wird das
zentrale Überwachungssystem in seiner Fähigkeit,
weitere Fehler bei anderen Einheiten, die während
des gleichen Zeitraums auftreten, eingeschränkt, da
ein zentrales Überwachungssystem alle gemesse-
nen Variablen in seine Berechnung mit einbezieht
und wenn eine Variable nicht zur Verfügung steht
oder ein Kommunikationskanal blockiert ist, kann das
gesamte Überwachungssystem seine Funktion ein-
stellen. Weiterhin ist die Echtzeit-Fähigkeit eines zen-
tralen Überwachungssystems durch die niedrigste
Abtastrate der Variablen eingeschränkt, was die Effi-
zienz des Überwachungssystems verringert. Weiter-
hin können unterschiedliche Variablen in einer Anla-
ge sehr unterschiedliche Dynamikmaßstäbe (selbst
innerhalb der gleichen Einheit) haben und ein ein-
zelnes Überwachungssystem gilt üblicherweise nicht
für alle Variablen eines gesamten Prozesses oder
einer gesamten Einheit und ist insbesondere für Si-
tuationen, in denen sich Variablen gegenseitig auf-
einander auswirken, beispielsweise bei interagieren-
den Prozesseinheiten, suboptimal. Noch weiter ist,
wenn Prozessleitsysteme geografisch verteilt sind
(zum Beispiel bei großen Distanzen zwischen ver-
schiedenen Prozesseinheiten, wie beispielsweise in
einer Öl-Pipeline), jede Einheit typischerweise mit ei-
ner separaten Leistungsüberwachung ausgestattet,
wodurch eine lokale (aber keine insgesamte) Leis-
tungsüberwachung sowie Übertragungsverzögerun-
gen, Datenverlust und Einschränkungsprobleme in
Verbindung mit der Batterie ermöglicht werden.

[0119] Anders als die rudimentären, eindimensiona-
len und/oder zentralen prädiktiven Überwachungs-
und Analytiktechniken, die derzeit in Verwendung
sind, und anders als der a posteriori Charakter de-
skriptiver und präskriptiver Analytiken ermöglichen
die hierin beschriebenen, neuartigen verteilten Leis-
tungsüberwachungs- und Analytiksysteme, -verfah-
ren, -vorrichtungen, -komponenten und -techniken für
industrielle Steuersysteme und Anlagen es einem
Benutzer zu überwachen, was derzeit in dem Pro-
zessleitsystem oder der Anlage zu jedem beliebigen
Zeitpunkt geschieht und auf Grundlage der vorlie-
genden Daten in Echtzeit vorauszusagen, was al-
ler Wahrscheinlichkeit als nächstes geschieht oder
später geschehen wird. Die hierin offenbarte neu-
artige Technik ermöglicht es dem Benutzer Fragen
zu beantworten, wie beispielsweise: „Was geschieht
im Moment?“ „Was geschieht als nächstes?“ „Was,
wenn diese Trends sich fortsetzen?“ Dies mit nur we-
nig oder keiner Benutzer- oder menschlichen Befan-

genheit in Hinblick auf die Eigenschaften der Pro-
zessdaten.

[0120] Die neuartigen Techniken für die hierin be-
schriebenen verteilten Leistungsüberwachungs- und
Analytiksysteme für die industrielle Steuerung um-
fassen generell eine Plattform (beispielsweise die in
Fig. 2A gezeigte Systemarchitektur) und Anwendun-
gen, die auf oder zusammen mit der Plattform be-
trieben werden. Die Plattform nutzt datengetriebene
Verfahren, die mit Geräten und Prozesswissen er-
gänzt werden, zur Unterstützung beispielsweise der
Schätzung, Überwachung und dem Data Mining ei-
nes Prozessleitsystems oder einer Anlage (beispiels-
weise das Prozessleitsystem 5) vor, während und
nachdem das Prozessleitsystem oder die Anlage zur
Steuerung eines oder mehrerer Prozesse betrieben
wird. In manchen Implementierungen kann die Platt-
form mehrere Prozessleitsysteme oder Anlagen un-
terstützen.

[0121] Die Leistungsüberwachungs-/Analytik-Appli-
kationen, die auf oder zusammen mit der Plattform
betrieben werden, können beispielsweise abgelei-
tete Messungen, Geräteüberwachung, Fehlererken-
nung, Prozessvorhersagen, Kausalität, andere Über-
wachungsanwendungen und/oder andere Analytik-
Anwendungen umfassen. Techniken, die von den
Applikationen verwendet werden, können Data Mi-
ning, Optimierung, Vorhersagemodellierung, maschi-
nelles Lernen, Simulation, verteilte Zustandsschät-
zung und ähnliches umfassen. Als solches kön-
nen die Leistungsüberwachungs-/Analytikapplikatio-
nen zur Überwachung, Vorhersage und Diagnose
von Leistungsverschlechterungen und Fehlern einer
beliebigen Anzahl von Teilen des Prozessleitsys-
tems 5 verwendet werden, einschließlich von Berei-
chen, wie beispielsweise Instrumentierung, Geräten,
Steuerung, Benutzerinteraktionen und Prozess.

[0122] Dementsprechend können die hierin be-
schriebenen Techniken zur verteilten industriellen
Leistungsüberwachung und Analytik inferentielle Me-
chanismen umfassen, die kontinuierliche Online-
Schätzungen kritischer Prozessvariablen aus den
leicht verfügbaren Prozessmessungen bereitstellen.
Zur Unterhaltung von Datenmodellen über einen län-
geren Zeitraum kann das System weiterhin die Fä-
higkeit zur Überwachung, Abstimmung und Optimie-
rung der Datenmodelle unterstützen. Verfahren, die
verwendet werden können, umfassen im einfachsten
Fall die Verstellung der Modelle (beispielsweise Er-
höhung der normalen Betriebsregion auf die Vorher-
sage +/–3s). Komplexere Beispiele umfassen Model-
lumschaltungen und Modellanpassungen.

[0123] In der Tat schufen die Erfinder im Rahmen
eines Forschungs- und Prototyp-Testprogramms den
Prototyp eines Frameworks für industrielle Prozess-
leistungsdatenüberwachung und Datenanalytik un-
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ter Verwendung der hierin beschriebenen Techniken,
um auf Probleme der Soft-Sensor-Entwicklung bei
Vorhandensein von Nichtlinearität, Nicht-Gaussver-
teilung, Unregelmäßigkeit von Datenmustern, Pro-
zessbeschränkungen und/oder anderen Faktoren
einzugehen. Bei diesen Prototypen und Forschungs-
arbeiten wurde die Überwachung und Analyse von
Daten, die von mehreren Soft-Sensoren für Spe-
zialchemikalien-, Chargen- und Kohlenwasserstoff-
prozessen durchgeführt und das resultierende Wis-
sen wurde zur Verbesserung der erhaltenen Prozes-
se genutzt. Unsere Industriepartner haben einen si-
gnifikanten wirtschaftlichen Nutzen und Umweltnut-
zen gemeldet. Beispiele für unsere Forschungen und
Prototypen werden in einem späteren Abschnitt be-
schrieben.

[0124] Zurückkehrend zu Fig. 2A liefert das verteil-
te industrielle Leistungsüberwachungs- und Analy-
tiksystem oder DAS 100 die Werkzeuge, Konfigu-
ration und Schnittstellen, die zur Unterstützung ei-
ner lokalisierten Leistungsüberwachung erforderlich
sind, und unterstützt gleichzeitig umfassendes Da-
ta Mining und Datenanalysen für Prozessanlagen-
umgebungen, wie beispielsweise die Prozessanla-
ge 5 der Fig. 1. Das System 100 kann beispiels-
weise eine Benutzerschnittstellenanwendung (zum
Beispiel das Data Analytics Studio) zur Konfigurati-
on und Entwicklung von Datenanalytikmodellen, ei-
ne Laufzeitmaschine zur Ausführung der Modelle (die
ganz oder teilweise auf Grundlage von Echtzeitda-
ten, die von dem Prozessleitsystem generiert wer-
den, betrieben werden können) und die gleiche oder
eine andere Benutzerschnittstellenanwendung (zum
Beispiel ein Run-time Dashboard) zur Darstellung
der Analyseergebnisse umfassen. Das System 100
kann auf mehreren Arten von Datenquellen betrie-
ben werden oder unterstützen, einschließlich, wie be-
reits erwähnt, Echtzeitwerte (zum Beispiel kontinu-
ierliche Daten in Echtzeit), Ereignissammlung, Char-
gendatenerfassung, Operator-Runden-Daten, LIMS-
Daten, externe Daten wie Lieferketten-Daten und/
oder Wetterdaten und jede andere Art von Daten,
die mit dem Prozessleitsystem assoziiert sind, ein-
schließlich sowohl strukturierter als auch unstruktu-
rierter Daten. Das System 100 kann einen Satz von
Standardanalytiken „aus dem Kasten“ bereitstellen,
wie deskriptive Statistiken, Histogrammplots, Korre-
lationsdiagramme usw. Zusätzlich kann das System
100 eine strukturierte Umgebung für Benutzer zur
Erzeugung der gewünschten Analytiken bereitstellen
und um sowohl Quelldaten, als auch n-Auftragsda-
ten, die durch Anwendung mehrerer unterschiedli-
cher Datenanalysen zur Identifikation implizierter Be-
ziehungen zwischen unterschiedlichen Datensätzen
des Prozessleitsystems generiert wurden, einzuse-
hen, und/oder um Produktfähigkeiten, -qualität und
andere Eigenschaften vorherzusagen. Das System
100 kann generell die Entdeckung von Wissen über
das Prozessleitsystem sowie von umsetzbarem Wis-

sen (beispielsweise zur Verbesserung oder Optimie-
rung der Leistung des Prozessleitsystems, zur Behe-
bung und/oder Vorhersage von Fehlern, zur Verbes-
serung der Zuverlässigkeit, zur Verbesserung der Si-
cherheit, zur Verbesserung der wirtschaftlichen Effi-
zienz usw.) ermöglichen, die als Datenmodelle dar-
gestellt werden können.

[0125] Wie in Fig. 2A gezeigt kann das System 100
stark verteilt sein, es kann beispielsweise zahlreiche
verteilte Datenmaschinen 102x umfassen. Das Netz-
werk 112 der eingebetteten Datenmaschinen 102x
kann zahlreiche (beispielsweise Hunderte, Tausen-
de oder sogar Millionen) Sensoren und Quellen von
Prozessleitsystem-Informationen miteinander verbin-
den. Wie bereits erwähnt sind die Datenmaschinen
102x in Form von Clustern in der Nähe, an oder in-
nerhalb der Vorrichtungen und Knoten des Prozess-
leitsystems angeordnet (beispielsweise Fertigungs-
maschinen, Prozesssteuerungsgeräten, Kommuni-
kationsknoten, Materialbearbeitungssystemen, La-
borsystemen, Benutzern der Anlage und auch dem
Prozess selbst). Als solches ist der eingebettete Cha-
rakter des verteilten industriellen Leistungs- und Ana-
lytiksystems 100 eng mit der physischen Prozess-
steuerungsanlage gekoppelt. Die Einbettung und In-
tegration der Datenmaschinen 102x in das Her-
stellungsgefüge der Prozesssteuerungssystemgerä-
te und Knoten kann die Datenmaschinen 102x jedoch
für Endbenutzer fast unsichtbar machen. Eine Daten-
maschine 102x ist typischerweise klein, kabellos mit
dem Netzwerk 112 verbunden, Bandbreiten-einge-
schränkt und wird unter physikalischen Beschränkun-
gen betrieben, wie beschränkter Energie und das Er-
fordernis einer adäquaten Wärmeableitung, da sie in
ein Prozesssteuerungsgerät, wie beispielsweise ei-
nen Temperatur- oder eine andere Art von Messfüh-
ler eingebettet ist.

[0126] Wie bereits erwähnt sind verteilte Datenma-
schinen 102x mit anderen Datenmaschinen 102x
über das Netzwerk 112 unter Verwendung von Strea-
ming-Protokollen und/oder Warteschlangenprotokol-
len verbunden. Jede verteilte Datenmaschine 102x
kann eine oder mehrere Datenüberwachungs- und/
oder Datenanalytikanwendungen unterstützen. Die
bloße Anzahl an verbundenen Applikationsclustern
macht die Verwendung statistisch korrekter (anstatt
deterministischer) Algorithmen für die Ressourcen-
abrechnung, Fehlererkennung und -korrektur, Sys-
temverwaltung usw. erforderlich und jedes Cluster
kann eine Funktionalität aufnehmen, die für lokalisier-
te Bedürfnisse von Interesse ist.

[0127] Als solches kann das verteilte industrielle
Leistungsüberwachungs- und Analytiksystem 100 die
Sicherheit, Effizienz und Produktivität von Prozess-
steuerungsanlagen erhöhen. Das System 100 kann
zum Beispiel Prozessparameter genau steuern und
somit die Gesamtkosten der Prozessfertigung redu-
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zieren. Weiterhin kann die Integration des Systems
100 in die Prozesssteuerungsumgebung 5 aufgrund
einer genauen Prozesssteuerung und Qualitätssiche-
rung in Echtzeit in einer besseren Produktqualität
und weniger Abfall; mehr Flexibilität, schnell konfi-
gurierte Produktionslinien als Folge programmierba-
rer Untersysteme; Überwachung der Systemgesund-
heit, was zu einer effektiveren, vorbeugenden und
kostengünstigeren Wartung führt; sicheren Arbeits-
umgebungen aufgrund besserer Überwachung und
Kontrolle; und besseren Komponentenmontagetech-
niken, wie beispielsweise durch die Verwendung in-
telligenter RFID-Tags, um nur einige der zahllosen
Vorteile aufzuzählen, resultieren.

[0128] Weiterhin kann das verteilte industrielle
Leistungsüberwachungs- und Analytiksystem 100
die Mensch-Maschine-Interaktionen zwischen Benut-
zern und dem Prozesssteuerungssystem 5 bis zum
Punkt der Generation einer Mensch-plus-Maschine
Steuerschleife in Echtzeit innerhalb der Prozessan-
lage 5 verbessern. Eine verbesserte Mensch-Ma-
schine-Interaktion kann beispielsweise die Qualität
und Produktivität dadurch verbessern, dass es keine
Bediener-/Wartungs-/Zuverlässigkeitsfehler gibt und
Unfälle reduziert werden. Weiterhin lässt sich die Ver-
fügbarkeit, Zuverlässigkeit und kontinuierliche Ser-
vice-Qualität der Prozesssteuerungsanlage 5 durch
eine erweiterte Kontrolle, Redundanz, intelligente
Alarmauslösung, Selbstdiagnose und Reparaturen,
die durch das System 100 ermöglicht werden, errei-
chen.

BEISPIEL EINER INDUSTRIELLEN
LEISTUNGSDATENÜBERWACHUNGS- /

DATENANALYTIKMASCHINE

[0129]  Wenn wir uns nun den verteilten, industri-
ellen verteilten Leistungsdatenüberwachungs- und/
oder Analytikmaschinen 102x zuwenden, kann eine
verteilte Datenmaschine 102x ein Knoten des Daten-
analytikkommunikationsnetzwerks 112 sein, der alle
oder die meisten Daten mit Prozesssteuerungsbezug
(beispielsweise Big Data), die von einer oder meh-
reren Datenquellen oder Quellen erzeugt oder an-
derweitig beobachtet werden, beispielsweise durch
die Vorrichtung oder Komponenten, in die die Daten-
maschine 102x eingebettet ist oder durch die Kom-
ponente(n), mit der oder denen die Datenmaschi-
ne 102x gekoppelt oder an die sie angebracht ist,
sammelt, beobachtet, abruft, empfängt, verarbeitet,
speichert, im Cache speichert und/oder analysiert.
In manchen Situationen kann eine verteilte Daten-
maschine 102x zusätzliche Daten generieren (bei-
spielsweise Resultate der Analysen, die sie durch-
führt) und/oder ausgewählte Daten an andere Knoten
des Datenanalytiknetzwerks 112 senden oder wei-
terleiten. Die Begriffe „Prozesssteuerungs Big Da-
ta“, „Prozess Big Data“ und „Big Data“, die hierin
austauschbar verwendet werden, beziehen sich ge-

nerell auf alle (oder fast alle) Daten, die von Vor-
richtungen und/oder Komponenten (beispielsweise
sowohl Prozesssteuerungsgeräte/-komponenten, als
auch Analytikgeräte/-komponenten) generiert, emp-
fangen und/oder beobachtet werden, die in einem
Prozesssteuerungssystem oder -anlage enthalten
oder damit assoziiert sind (beispielsweise das Pro-
zesssteuerungssystem oder Anlage 5) und insbeson-
dere alle (oder fast alle) Daten, die generiert, emp-
fangen und/oder während das Prozesssteuerungs-
system oder die Anlage in Echtzeit zur Steuerung ei-
nes oder mehrerer Prozesse ausgeführt wird. In ei-
ner Ausführungsform werden alle Daten (einschließ-
lich aller Prozessdaten und aller Analytikdaten), die
von allen Vorrichtungen, die in der Prozessanlage
5 enthalten oder mit dieser assoziiert sind, gene-
riert, erzeugt, empfangen oder anderweitig beob-
achtet werden, gesammelt und als Big Data inner-
halb des Datenanalytikkommunikationsnetzwerk 112
gespeichert. In Prozessanlagen und Prozesssteue-
rungsumgebungen ist diese Sammlung und Analy-
se von Big Data der Schlüssel zur Verbesserung der
Sicherheit, Zuverlässigkeit und wirtschaftlichen Effi-
zienz, da die Zeitdimension und das Vorhandensein
oder Fehlen bestimmter Datenpunkte kritisch sein
kann. Wenn zum Beispiel ein bestimmter Datenwert
nicht an eine Empfängerkomponente der Prozessan-
lage innerhalb eines bestimmten Zeitintervalls gelie-
fert wird, kann ein Prozess unkontrolliert werden, was
zu einem Brand, einer Explosion, Verlust von Maschi-
nen und/oder dem Verlust von Menschenleben füh-
ren kann. Weiterhin können sich mehrere und/oder
komplexe zeitbasierte Beziehungen zwischen ver-
schiedenen Komponenten, Entitäten und/oder Pro-
zessen, die innerhalb der Prozessanlage und/oder
extern zur Prozessanlage betrieben werden, auf die
Betriebseffizienz, Produktqualität und/oder Anlagen-
sicherheit auswirken.

[0130] Die erzeugten, gesammelten, beobachteten,
abgerufenen, erhaltenen, gespeicherten, zwischen-
gespeicherten, verarbeiteten, ausgewerteten und/
oder von den Verteilte-Daten-Engines 102x wei-
tergeleiteten Prozesssteuerungs-Massendaten kön-
nen Daten enthalten, die unmittelbar bei der Steue-
rung eines Prozesses verwendet oder durch die-
se Steuerung innerhalb der Anlage 5 erzeugt wur-
den, z. B. erstrangige Echtzeit- und Konfigurations-
daten, die durch Prozesssteuerungsgeräte wie Con-
trollern, Eingabe-/Ausgabe-(I/O)-Geräten und Feld-
geräten erzeugt oder verwendet werden. Zusätzlich
oder wahlweise können die Daten-Engines 102x Da-
ten im Zusammenhang mit der Lieferung und Durch-
leitung solcher erstrangigen Prozesssteuerungsda-
ten und sonstigen Daten innerhalb der Prozessan-
lage 5 erzeugen, sammeln, beobachten, verarbei-
ten, auswerten, speichern, empfangen, abrufen, zwi-
schenspeichern und/oder weiterleiten, z. B. Daten im
Zusammenhang mit der Netzwerksteuerung des Da-
tenauswertungskommunikationsnetzwerks 112 und/
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oder anderer Kommunikationsnetzwerke in der Anla-
ge 5, auf die Bandbreite hinweisende Daten, Netz-
werkzugriffsversuche, Diagnosedaten etc. Weiterhin
können einige Daten-Engines 102x auf Ergebnis-
se, Erlerntes und/oder Informationen, die innerhalb
des Prozesssteuerungsdaten-Auswertungskommu-
nikationsnetzwerks 112 durch Verarbeitung und/oder
Auswertung der von ihnen gesammelten Prozess-
steuerungs-Massendaten erlernt wurden, hinweisen-
de Daten erzeugen, sammeln, beobachten, spei-
chern, zwischenspeichern, abrufen, empfangen und/
oder weiterleiten. Üblicherweise werden derartige
Auswertungsergebnisse, Erlerntes und/oder erlernte
Informationen aus den von einer oder mehreren Da-
ten-Engines 102x durchgeführten Auswertungen er-
zeugt.

[0131] Als solches wird eine Verteilte-Daten-Engi-
ne (z. B. VDE 102x) hier wechselweise als „Mas-
sendaten-Vorrichtung“, „Massendaten-Vorrichtungs-
knoten“ oder als „Vorrichtungsknoten“ bezeichnet.
In den meisten Fällen enthält eine Verteilte-Daten-
Engine des Massendaten-Vorrichtungsknotens 102x
Mehrkern-Hardware (z. B. Mehrkernprozessoren) zur
Übermittlung und zum Empfang von Massendaten
in Echtzeit (z. B. über Streaming) und, in eini-
gen Ausführungsformen, zur Zwischenspeicherung
und/oder Speicherung der Echtzeit-Massendaten für
späteres Streaming oder sonstige Lieferung über
das Prozesssteuerungsdaten-Auswertungskommu-
nikationsnetzwerk 112. Dementsprechend enthält ei-
ne Verteilte-Daten-Engine 102x auch einen Speicher
(z. B. hochdichten Speicher) zur Zwischenspeiche-
rung und/oder Speicherung der Massendaten. Bei-
spiele von Echtzeit-Daten die übermittelt, empfan-
gen, gestreamt, zwischengespeichert, gesammelt,
gespeichert, empfangen, abgerufen, zwischenge-
speichert und/oder in sonstiger Weise von den Da-
ten-Engines 102x beobachtet werden können, kön-
nen Prozesssteuerungsdaten wie Messdaten, Konfi-
gurationsdaten, Stapelverarbeitungsdaten, Ereignis-
daten und/oder fortlaufende Daten enthalten. Bei-
spielsweise können Konfigurationen, Stapelverarbei-
tungsrezepturen, Sollwerte, Datenausgaben, Quo-
ten, Steuerungstätigkeiten, Diagnosen, Alarme, Er-
eignisse und/oder diesbezüglichen Änderungen ent-
sprechende Echtzeitdaten gesammelt werden. Wei-
tere Beispiele von Echtzeitdaten können Prozess-
modelle, Statistiken, Statusdaten, Netzwerk- und An-
lagenverwaltungsdaten und Auswertungsergebnis-
se sein. Beschreibungen verschiedener Arten von
Massendaten-Beispielvorrichtungen und ihrer Kom-
ponenten, die mit beliebigen oder sämtlichen hier be-
schriebenen Techniken verwendet werden können,
finden sich unter den Aktenzeichen der vorstehend
genannten US-Patent-Anmeldungen 13/784,041, 14/
174,413 und 14/212,493, obwohl selbstverständlich
beliebige oder sämtliche hier beschriebenen Techni-
ken mit sonstigen geeigneten Massendaten-Vorrich-
tungen verwendet werden können.

[0132] Üblicherweise arbeitet die Verteilte-Daten-
Engine 102x im Allgemeinen mit Massendaten, die
von einer oder mehreren Datenquellen innerhalb der
Prozesssteuerungsanlage oder des – systems 5 oder
in sonstiger Verbindung mit der den Echtzeitbetrieb
der Prozesssteuerungsanlage oder des -systems 5
stehenden Datenquellen erzeugt oder bereitgestellt
werden. So kann beispielsweise eine VDE 102x Da-
ten sammeln und mit einem Zeitstempel versehen,
die von dem Gerät, in welches sie eingebettet ist,
empfangen und/oder erzeugt wurden, oder die von
ihrer entsprechenden Datenquelle oder Datenquel-
len empfangen und/oder erzeugt wurden. Die gesam-
melten Daten können (zumindest vorübergehend) im
lokalen Speicher der Daten-Engine 102x gespeichert
werden. In einigen Situationen kann zumindest ein
Teil der Daten an eine oder mehrere weitere Daten-
Engines 102x mittels eines besonderen Historienob-
jektkommunikationsprotokolls wie in der vorstehend
genannten US-Patentanmeldung Nr. 14/506,863 un-
ter dem Titel „STREAMING DATA FOR ANALYTICS
IN PROCESS CONTROL SYSTEMS“ beschrieben
oder anderen geeigneten Kommunikationsprotokol-
len oder einem Nachrichtenübermittlungssystem wie
Kafka übertragen oder gestreamt werden.

[0133] In einigen Ausführungsformen unterstützen
eine oder mehrere Daten-Engines 102x umfang-
reiche Datenextrahierungen und Datenauswertun-
gen aus mehrdimensionalen Daten einschließlich
fortlaufenden Echtzeit-Werte-, Ereignissammlungs-,
Stapeldatensammlungs- oder Bedienerrunden-Da-
ten und/oder sonstige Daten. Eine Verteilte-Daten-
Engine 102x kann zur Durchführung einer oder meh-
rerer Datenauswertungen ihrer lokal gesammelten
Daten und/oder von durch andere VDE 102x gesam-
melten Daten konfiguriert werden. Eine VDE 102x
kann beispielsweise verschiedene Werkzeuge ent-
halten, die sowohl mit strukturierten Daten (z. B. Zeit-
reihen und im Speicher gespeicherte tabellarische
Daten, relationale und/oder nicht-relationale Daten-
banken, oder Gestreamtem) als auch mit unstruktu-
rierten Daten (z. B. PDF-Dateien) arbeiten. Zusätz-
lich kann eine VDE 102x jede beliebige einzelne oder
mehrere erwünschte Zielumgebungen unterstützen
und hierin entsprechenden Zielcode ausführen (z. B.
Java, C#, R-Skripte, Python-Skripte, Matlab® -Skrip-
te, Statgraphics etc.). Die VDE 102x kann lernfähi-
ge Algorithmen ausführen (z. B. Partial Least Squa-
re Regression [Partielle Kleinste-Quadrate-Regressi-
on], Principal Component Analysis [Hauptkomponen-
tenanalyse] etc.), Einordnungsstechniken (z. B. Ran-
dom Forest [Randomisierte Entscheidungsbäume],
Mustererkennung etc.) und/oder sonstige Datenaus-
wertungen, um Ergebnisse und/oder nützliche Infor-
mationen wie die Vorhersage von Produktkapazitä-
ten, -eigenschaften und/oder sonstigen erwünschten
Merkmalen zu erzeugen. Die Ergebnisse der loka-
len Auswertung können im lokalen Speicher der Da-
ten-Engine 102x gespeichert werden und selbst als
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zusätzliche Massendaten behandelt werden. Weiter-
hin können einige Daten-Engines 102x Schnittstel-
len zur Konfigurierung und Entwicklung von Model-
len, Laufzeit-Engines zur Ausführung von Modellen
und zentrale Schaltstellen zur Anzeige von Ergebnis-
sen in einer Benutzeroberfläche enthalten. So kann
beispielsweise eine Verteilte-Daten-Engine 102x für
Auswertungen bei Laufzeit in einer Weise wie in der
vorstehend genannten US-Anmeldung Nr. 62/060,
408 mit dem Titel „DATA PIPELINE FOR PROCESS
CONTROL SYSTEM ANALYTICS“ beschrieben und/
oder wie in einem späteren Abschnitt dieser Offen-
legung beschrieben, konfiguriert werden. Angezeig-
te Ergebnisse können beschreibende Standardsta-
tistiken, Histogramme, Beziehungszeichnungen und/
oder sonstige Datendarstellungen, die eine implizite
Beziehung innerhalb der verschiedenen Datensätze
kennzeichnen, enthalten.

[0134] In einigen Fällen wird eine Verteilte-Daten-
Engine 102x in einer übergeordneten Datenquelle
eingebettet, in dieser eingebaut, direkt mit ihr verbun-
den oder in sonstiger Weise mit ihr gleichzeitig vor-
handen sein (z. B. die in Fig. 2A gezeigten Daten-En-
gines 102a, 102b und 102c). In einigen Fällen kann
eine Verteilte-Daten-Engine 102x ein eigenständiger
Massendaten-Knoten des Prozesssteuerungsdaten-
Auswertungskommunikationsnetzwerks 112 sein (z.
B. die in Fig. 2A gezeigten Daten-Engines 102d und
102e). Das heißt, in diesen Fällen, dass die Da-
ten-Engine 102x nicht in eine Datenquelle des Pro-
zesssteuerungssystems oder der -anlage 5 einge-
bettet oder mit ihr gemeinsam vorhanden ist, son-
dern in sonstiger Weise Daten beobachten kann, die
von einer oder mehreren Datenquellen erzeugt wur-
den (zum Beispiel, wenn eine Verteilte-Daten-Engi-
ne mit einer herkömmlichen Prozesssteuerungskom-
munikationsverbindung verbunden ist, so wie Da-
ten-Engine 102c). Unabhängig davon, ob eingebet-
tet oder eigenständig, wertet die Daten-Engine 102x
Massendaten, die lokal erzeugt und/oder von einer
oder mehreren Datenquellen zur Erkenntnisentde-
ckung oder -gewinnung bereitgestellt wurden, aus.
Diese gewonnenen Erkenntnisse können in der Da-
ten-Engine 102x gespeichert werden, durch die Da-
ten-Engine 102x lokal bearbeitet werden und/oder
als Massendaten anderen Daten-Engines 102x be-
reitgestellt oder übermittelt werden, z. B. Massenda-
ten-Empfänger-Knoten. Zusätzlich kann die Verteilte-
Daten-Engine 102x einen Teil ihrer bekannten oder
gespeicherten Massendaten anderen Daten-Engines
102x und/oder anderen Knoten des Auswertungs-
netzwerks 112 bereitstellen (z. B. einem lokalen oder
entfernten Benutzeroberflächenknoten).

[0135] Fig. 3 enthält ein vereinfachtes Blocksche-
ma eines Beispiels einer verteilten industriellen Pro-
zessperformanz-Datenüberwachung und/oder Da-
tenauswertungs-Engine 150, deren Instanzen in
das Prozesssteuerungsdaten-Auswertungskommu-

nikationsnetzwerk 112 aus Fig. 2A einbezogen wer-
den können (z. B. die Verteilte-Daten-Engines 102x).
Unter Bezugnahme auf Fig. 3 enthält das Verteilte-
Daten-Engine-Beispiel 150 ein Massendaten-Spei-
cherareal 155 zur Zwischenspeicherung, Speiche-
rung und/oder Historisierung von Massendaten, ei-
nen oder mehrere Massendaten-Vorrichtungsemp-
fänger 160 und einen oder mehrere Massendaten-
Vorrichtungsanforderungszuführer 165. Jeder der
Massendaten-Vorrichtungsempfänger 160 wird für
den Empfang und/oder die Beobachtung von Da-
ten von einer oder mehreren Datenquellen 168
konfiguriert. In einem Beispiel empfängt und/oder
beobachtet ein Massendaten-Vorrichtungsempfän-
ger 160 über eine Netzwerkschnittstelle zu einem
herkömmlichen Prozesssteuerungskommunikations-
netzwerk wie die Datenautobahn 10, ein Fieldbus-
Netzwerk, ein WirelessHART-Netzwerk etc., Daten,
die über das herkömmliche Prozesssteuerungskom-
munikationsnetzwerk laufen. Zusätzlich oder wahl-
weise kann der Massendaten-Vorrichtungsempfän-
ger 160 Daten über eine lokale Schnittstelle von sei-
ner entsprechenden Datenquelle/-n 168 empfangen,
wie von einem Prozesssteuerungsgerät oder einem
sonstigen Gerät, in das die VDE 150 eingebettet oder
eingebaut wurde oder mit dem die VDE 150 lokal,
unmittelbar und/oder in sonstiger Weise fest verbun-
den ist. Weiterhin zusätzlich oder wahlweise kann der
Massendaten-Vorrichtungsempfänger 160 Massen-
daten-Pakete empfangen, z. B. über eine Datenaus-
wertungs-Netzwerkschnittstelle 175. Die empfange-
nen Massendaten-Pakete können von einer anderen
VDE 150 gestreamt worden sein und/oder von einer
Massendaten-Datenquelle, mit der die Daten-Engine
150 zusammen vorhanden ist, erzeugt worden sein.
Unabhängig von der/den Quelle/-n 168 der emp-
fangenen/beobachteten Daten verarbeitet der Mas-
sendaten-Vorrichtungsempfänger 160 die empfange-
nen/beobachteten Datenpakete und/oder Nachrich-
ten, um die hierin enthaltenen substanziellen Daten
und Zeitstempel abzurufen, und speichert die sub-
stanziellen Daten und Zeitstempel im Massendaten-
Speicherareal 155 der Daten-Engine 150, z. B. als
Zeitreihendaten und wahlweise auch als Metadaten.
Der hier verwendete Begriff „Metadaten“ bezieht sich
im Allgemeinen auf Daten über Daten, wie statis-
tische Informationen zu Daten, einordnende Infor-
mationen zu Daten, zusammenfassende Informatio-
nen, beschreibende Informationen, Definitionen etc.
Das Massendaten-Speicherareal 155 kann mehre-
re lokale und/oder entfernte physische Datenlauf-
werke oder Speichereinheiten umfassen, wie RAID-
Speicher (Redundant Array of Independent Disks
[Redundante Anordnung unabhängiger Festplatten]),
Halbleiterspeicher, Cloud-Speicher, hochdichte Da-
tenspeicher und/oder sonstige geeignete Datenspei-
chertechnologien, die als Datenbank- oder Daten-
zentrumsspeicher geeignet sind und die die Erschei-
nung eines einzelnen oder einheitlichen logischen
Datenspeicherareals oder eine Einheit mit anderen
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Knoten aufweisen und die für eine lokale Speiche-
rung und/oder Historisierung von Massendaten kon-
figuriert werden können.

[0136] Jeder der Massendaten-Vorrichtungsanfor-
derungszuführer 165 wird für den Zugriff auf in
dem Massendaten-Vorrichtungsspeicherareal 155
gespeicherten Zeitreihendaten und/oder Metadaten
konfiguriert, z. B. durch Anforderung der anfordern-
den Einheit oder Vorrichtung wie eine lokale oder ent-
fernte Datenanalyseanwendung, eine Benutzerober-
flächenanwendung oder eine sonstige Anwendung.
So kann beispielsweise ein Massendaten-Vorrich-
tungsanforderungszuführer 165 im Massendaten-
Vorrichtungsspeicherareal 155 gespeicherte ausge-
wählte Daten in festgelegten Zeitabständen an Abon-
nenten der ausgewählten Daten veröffentlichen. In
einem anderen Beispiel kann ein Massendaten-Vor-
richtungsanforderungszuführer 165 in einem lokalen
Massendaten-Vorrichtungsspeicherareal 155 auf An-
forderung durch eine entfernte Datenauswertungs-
ausführungsanwendung Daten abrufen. Weitere Bei-
spiele für den Zugriff auf in einer VDE 150 gespei-
cherte Daten werden in späteren Abschnitten be-
schrieben. Derartige Daten können in einer Vielzahl
von Datenformaten gespeichert werden, einschließ-
lich relationaler und nicht-relationaler Datenbanken
oder sonstigen Datenstrukturen. In einigen Ausfüh-
rungsformen kann ein standardisiertes Abfragefor-
mat für den Zugriff auf in beliebigen dieser Datenquel-
len enthaltene Daten verwendet werden.

[0137]  In einigen Ausführungsformen enthält eine
Verteilte-Daten-Engine 150 eine oder mehrere Mas-
sendaten-Auswerter 170 zur Durchführung entspre-
chender Datenauswertungen und/oder zum Erlernen
von zumindest Teilen der im Speicher 155 gespei-
cherten Massendaten. Die Ausführung lokaler Aus-
wertungen und/oder des Erlernens kann infolge ei-
nes von einem Benutzer oder eines sonstigen Kno-
tens erzeugten Befehls oder einer Anweisung erfol-
gen. Zusätzlich oder wahlweise kann die Ausführung
der lokalen Auswertungen und/oder des Erlernens
in automatischer und/oder autonomer Weise ohne
weitere Dateneingaben eines Benutzers oder sons-
tigen Knotens zur Einleitung und/oder Ausführung
der lernenden Auswertung erfolgen. Beispielsweise
kann die Datenauswertung oder das Erlernen in einer
bereits beschriebenen Weise erfolgen, in einer wie
in der vorstehend genannten US-Anmeldung Nr. 62/
060,408 mit dem Titel „DATA PIPELINE FOR PRO-
CESS CONTROL SYSTEM ANALYTICS“ beschrie-
benen Weise oder in einer sonstigen geeigneten
Weise erfolgen. In einer Ausführungsform führen die
Massendaten-Auswerter 170 einzeln oder gemein-
schaftlich umfangreiche Datenauswertungen der ge-
speicherten Daten durch (z. B. Datenextrahierung,
Datenentdeckung etc.), um neue Informationen oder
Erkenntnisse zu entdecken, erkennen oder zu gewin-
nen. Eine Datenextrahierung umfasst im Allgemei-

nen den Vorgang der Prüfung großer Datenmengen,
um neue oder bislang unbekannte interessante Da-
ten oder Muster wie ungewöhnliche Datensätze oder
mehrfache Gruppen von Datensätzen zu extrahie-
ren. Die Massendaten-Auswerter 170 können eben-
falls umfangreiche Datenauswertungen von gespei-
cherten Daten durchführen (z. B. maschinelle Lern-
auswertung, Datenmodellierung, Mustererkennung,
vorhersagende Auswertung, Beziehungsauswertung
etc.), um implizite Beziehungen oder Rückschlüsse
innerhalb der gespeicherten Daten vorherzusagen,
zu berechnen oder zu erkennen.

[0138] In einer Ausführungsform können mehrfa-
che Massendaten-Auswerter 170 (und/oder mehrfa-
che Instanzen mindestens eines Massendaten-Aus-
werters 170) parallel und/oder gemeinsam betrie-
ben werden, um im Massendaten-Speicherareal 155
der Verteilte-Daten-Engine 150 gespeicherte Daten
auszuwerten und/oder in einem oder mehreren an-
deren Massendaten-Speicherarealen anderer Ver-
teilte-Daten-Engines 102x gespeicherte Daten aus-
zuwerten. Weiterhin können mehrfache Massenda-
ten-Auswerter 170 berechnete Parameter und Mo-
dellinformationen als Art und Weise einer gemein-
schaftlichen Datenauswertung und Erlernens mitein-
ander teilen, austauschen oder untereinander über-
tragen. Die mehrfachen Massendaten-Auswerter 170
können mit verschiedenen Massendaten-Knoten ge-
meinsam vorhanden sein oder mit verschiedenen
Massendaten-Knoten vorhanden sein. Ein Beispiel
einer mit einer oder sämtlichen hier beschriebenen
Techniken verwendbaren gemeinschaftlichen Daten-
auswertung findet sich in der vorstehend genann-
ten US-Anmeldung Nr. 62/060,408 mit dem Titel
„DATA PIPELINE FOR PROCESS CONTROL SYS-
TEM ANALYTICS“, obwohl jede geeignete gemein-
schaftliche Datenauswertungstechnik oder -techni-
ken mit einer oder sämtlichen Merkmalen dieser Of-
fenlegung verwendet werden können. Ergebnisse
der von den Massendaten-Auswertern 170 durchge-
führten Auswertungen können im Massendaten-Vor-
richtungsspeicherareal 155 und/oder an eine anfor-
dernde Einheit oder Anwendung zurückgegeben wer-
den.

[0139] In einer Ausführungsform ist zumindest ein
Teil der Massendaten-Empfänger 160, der Massen-
daten-Vorrichtungsanforderungszuführer 165 und/
oder Massendaten-Auswerter 170 enthalten oder in
einer oder mehreren integrierten Schaltkreisen, Halb-
leitern, Chips oder sonstiger geeigneter Hardware
eingebaut. Beispielsweise kann ein Spektralanalysen
durchführender Massendaten-Auswerter 170 durch
einen in einem Massendaten-Knoten integrierten
Schaltkreischip umgesetzt werden, wie in der vorste-
hend genannten US-Anmeldung 14/507,252 mit dem
Titel „AUTOMATIC SIGNAL PROCESSING-BASED
LEARNING IN A PROCESS PLANT“ beschrieben.
In einer Ausführungsform umfasst zumindest ein Teil
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der Massendaten-Empfänger 160, der Massenda-
ten-Vorrichtungsanforderungszuführer 165 und/oder
der Massendaten-Auswerter 170 in einem Speicher
gespeicherte computerausführbare und durch einen
in einer Verteilte-Daten-Engine laufenden Prozess
ausführbare Anweisungen. Beispielsweise umfas-
sen mindestens einige Teile der Massendaten-An-
wendungsempfänger 160, der Massendaten-Vorrich-
tungsanforderungszuführer 165 und/oder der Mas-
sendaten-Vorrichtungsauswerter 170 entsprechende
in einem oder mehreren nicht-flüchtigen, dinghaften
Speichern oder Datenspeichergeräten gespeicher-
te computerausführbare Anweisungen und können
durch einen oder mehrere Prozessoren ausgeführt
werden, um eine oder mehrere der entsprechenden
Massendaten-Funktionen durchzuführen.

[0140] In einigen Ausführungsformen sind zumin-
dest einige der Massendaten-Auswerter 170 nicht
in einer Verteilte-Daten-Engine 150 enthalten, son-
dern sind gemeinsam mit der Verteilte--Daten-Engi-
ne 150 auf demselben übergeordneten Datenquel-
lengerät oder Komponente und in einer Kommunika-
tionsverbindung mit der Daten-Engine 150 vorhan-
den. Beispielsweise kann die Daten-Engine 150, ein-
schließlich des Speicherareals 155, Empfängers 160
und Zuführers 165 durch einen ersten Satz computer-
ausführbarer Anweisungen umgesetzt werden, und
die Massendaten-Auswerter 170 können durch ei-
nen Halbleiter-Chip oder einen zweiten Satz compu-
terausführbarer Anweisungen umgesetzt werden, die
in demselben nicht-flüchtigen, dinghaften Speicher
oder Datenspeichergerät wie der erste Satz compu-
terausführbarer Anweisungen gespeichert sein kön-
nen, aber nicht müssen. In einigen Ausführungs-
formen sind die Massendaten-Auswerter 170 nicht
in einer Verteilte-Daten-Engine 150 enthalten, und
sind nicht gemeinsam mit der Daten-Engine 150 auf
demselben übergeordneten Datenquellengerät oder
Komponente vorhanden, haben aber dennoch eine
Kommunikationsverbindung zur Daten-Engine 150.
Beispielsweise kann sich der Massendaten-Auswer-
ter 170 in einem anderen Knoten des Datenauswer-
tungsnetzwerks 112 befinden, welcher keine VDE
150 ist, z. B. eine Benutzeroberfläche oder ein Aus-
wertungsserver.

[0141] Die in Fig. 3 gezeigte Verteilte-Daten-Engi-
ne 150 enthält ein oder mehrere Netzwerkschnittstel-
len 175, die so konfiguriert sind, dass sie der Daten-
Engine 150 die Übermittlung und den Empfang von
Massendaten-Last über das Datenauswertungsnetz-
werk 112 sowie die Kommunikation mit anderen Da-
ten-Engines und Knoten des Datenauswertungsnetz-
werks 112 ermöglichen (z. B. Meldungen und ande-
re Arten der Kommunikation). Beispielsweise kann
eine Daten-Engine 150 eine Art der von einem an-
deren Knoten veröffentlichten Daten durch Nutzung
der Netzwerkschnittstelle 175 abonnieren, und die Art
der Daten, die durch den Veröffentlichungsknoten er-

zeugt wird und die von der Daten-Engine 150 abon-
niert wurde, kann über die Netzwerkschnittstelle 175
empfangen werden.

[0142] Wie bereits beschrieben können verschiede-
ne Arten von Echtzeitdaten, wie prozessbezogene
Daten, anlagenbezogene Daten und andere Arten
von Daten durch die Verteilte-Daten-Engines 102x
erzeugt, gesammelt, beobachtet, abgerufen, empfan-
gen, gespeichert, zwischengespeichert, verarbeitet,
ausgewertet und/oder gestreamt werden. Beispiele
prozessbezogener Daten sind unter anderem fortlau-
fende, Stapelverarbeitungs-, Mess- und Ereignisda-
ten, die erzeugt werden, während ein Prozess in der
Prozessanlage 5 gesteuert wird (und, in einigen Fäl-
len, auf einen Effekt einer Echtzeitausführung des
Prozesses hinweisen). Weiterhin können prozessbe-
zogene Daten unter anderem Definitionen, Anord-
nungs- oder Einstellungsdaten wie Konfigurationsda-
ten und/oder Stapelverarbeitungsrezepturdaten und
Einstellungen, Ausführung und Ergebnisse der Pro-
zessdiagnose entsprechende Daten etc. umfassen.

[0143] Anlagenbezogene Daten, wie Daten in Be-
zug auf die Prozessanlage 5, die jedoch nicht durch
unmittelbar einen Prozess in der Prozessanlage
5 konfigurierende, steuernde oder diagnostizieren-
de Anwendungen erzeugt werden können, können
als Massendaten durch die Verteilte-Daten-Engines
102x erzeugt, gesammelt, beobachtet, abgerufen,
empfangen, gespeichert, zwischengespeichert, ver-
arbeitet, ausgewertet und/oder gestreamt werden.
Beispiele von anlagenbezogenen Daten sind unter
anderem Erschütterungsdaten, Kondensatdaten, Da-
ten, die auf einen Wert eines Parameters in Bezug auf
Anlagensicherheit hinweisen (z. B. Korrosionsdaten,
Gaserkennungsdaten etc.), Daten, die auf ein Ereig-
nis in Bezug auf Anlagensicherheit hinweisen, Daten
in Bezug auf Maschinengesundheit, Daten in Bezug
auf Vermögenswerte in der Anlage wie Anlagenaus-
stattung und/oder -geräte, Daten in Bezug auf Kon-
figuration, Ausführung und Ergebnisse von Ausstat-
tungsgegenständen, Maschinen und/oder Gerätedia-
gnose und Daten, die nützlich für Diagnose und Pro-
gnose sind.

[0144] Weiterhin können andere Arten von Daten
einschließlich Datenautobahnverkehrs- und Netz-
werkmanagementdaten in Bezug auf die Prozess-
steuerungs-Massendaten-Netzwerkhauptleitung und
verschiedenen Kommunikationsnetzwerke der Pro-
zessanlage 5, nutzerbezogene Daten wie Daten in
Bezug auf Nutzerverkehr, Einwahlversuche, Abfra-
gen und Anweisungen, Textdaten (z. B. Journale,
Bedienungsverfahren, Handbücher etc.), Raumdaten
(z. B. ortsbasierte Daten), und Multimedia-Daten (z.
B. Videoüberwachungssysteme, Videos etc.) durch
die Daten-Engines 102x als Massendaten erzeugt,
gesammelt, beobachtet, abgerufen, empfangen, ge-
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speichert, zwischengespeichert, verarbeitet, ausge-
wertet und/oder gestreamt werden.

[0145] In einigen Ausführungsformen können dyna-
mische Mess- und Steuerungsdaten durch die Ver-
teilte-Daten-Engines 102x automatisch als Massen-
daten erzeugt, gesammelt, beobachtet, abgerufen,
empfangen, gespeichert, zwischengespeichert, ver-
arbeitet, ausgewertet und/oder gestreamt werden.
Beispiele dynamischer Mess- und Steuerungsdaten
sind unter anderem Daten, die Änderungen eines
Prozessverfahrens bezeichnen, Daten, die Bedien-
parameter wie Sollwerte bezeichnen, Aufzeichnun-
gen von Prozess- und Hardwarealarmen und Er-
eignissen wie Fehlern beim Herunterladen oder der
Kommunikation. Zusätzlich können statische Daten
wie Controller-Konfigurationen, Stapelverarbeitungs-
rezepturen, Alarme und Ereignisse standardmäßig
automatisch gesammelt werden, sobald eine Ände-
rung erkannt wird oder sobald ein Controller oder eine
andere Einheit dem Datenauswertungskommunikati-
onsnetzwerk 112 zum ersten Mal hinzugefügt wird.

[0146] Außerdem werden in einigen Szenarien zu-
mindest einige statische Metadaten, die dynamische
Steuerungs- und Messdaten beschreiben oder be-
zeichnen in den Verteilte-Daten-Engines 102x er-
fasst, sobald eine Änderung der Metadaten erkannt
wird. Wenn beispielsweise eine Änderung der Con-
troller-Konfiguration vorgenommen wird, die durch
den Controller zu versendende Mess- und Steue-
rungsdaten in Modulen oder Einheiten beeinflussen,
so wird eine Aktualisierung der entsprechenden Me-
tadaten automatisch von den Daten-Engines 102x
erfasst. Zusätzlich oder wahlweise können zu be-
stimmten Modulen gehörende zur Pufferung von Da-
ten von externen Systemen oder Quellen (z. B. Wet-
tervorhersagen, öffentliche Veranstaltungen, unter-
nehmerische Entscheidungen etc.) verwendete Para-
meter, Überwachungsdaten und/oder sonstige Arten
von Überwachungsdaten automatisch von den Da-
ten-Engines 102x erfasst werden.

[0147] In einigen Situationen werden vom Endan-
wender erstellte hinzugefügte Parameter automa-
tisch in den Verteilte-Daten-Engines 102x erfasst.
Beispielsweise kann ein Endanwender bestimmte
Berechnungen in einem Modul erstellen oder einer
Einheit einen zu sammelnden Parameter hinzufü-
gen, oder der Endanwender könnte einen Standard-
Controller-Diagnose-Parameter sammeln wollen, der
nicht standardmäßig übermittelt wird. Parameter, die
der Endanwender wahlweise konfiguriert, können in
derselben Weise übermittelt werden wie Standardpa-
rameter.

BENUTZEROBERFLÄCHENANWENDUNG
FÜR INDUSTRIELLE

LEISTUNGSÜBERWACHUNG/-AUSWERTUNG

[0148]  Wie bereits erwähnt kann das Datenauswer-
tungssystem (DAS) 100 eine oder mehrere Benut-
zeroberflächenanwendungen enthalten, über die da-
tenbezogene Mensch-Maschine-Interaktionen vor-
genommen werden. Das Vorhandensein von Bei-
spielinstanzen solcher Benutzeranwendungen wird
in Fig. 2A durch Bezugszeichen 120a–120d darge-
stellt. Der aktuelle Abschnitt dieser Offenlegung und
die Fig. 4A–Fig. 4Q beschreiben die Benutzerober-
flächenanwendung für industrielle Leistungsüberwa-
chung/-auswertung näher, die beispielsweise durch
die Prozessanlage oder das -system 5 in Fig. 1, das
industrielle Leistungsüberwachungs-/-auswertungs-
system 100 in Fig. 2A und/oder die Überwachungs-
und Auswertungs-Engine 150 in Fig. 3 bereitgestellt
oder in Verbindung mit diesen betrieben wird. Die
hier beschriebene Benutzeroberflächenanwendung
für industrielle Leistungsüberwachung/-auswertung
kann jedoch von anderen industriellen Leistungs-
überwachungs- und -auswertungssystemen für Pro-
zesssteuerungssysteme bereitgestellt oder in Ver-
bindung mit diesen betrieben werden. Zur Erleich-
terung der Beschreibung wird die Benutzeroberflä-
chenanwendung für Industrielle Leistungsüberwa-
chung/-auswertung untenstehend unter gleichzeiti-
ger Bezugnahme auf Fig. 1, Fig. 2, Fig. 3 beschrie-
ben. Weiterhin wird zur besseren Lesbarkeit die Be-
nutzeroberflächenanwendung für Industrielle Leis-
tungsüberwachung/-auswertung hier großgeschrie-
ben, um sie von allgemeinen und/oder sonstigen Be-
nutzeroberflächenanwendungen zu unterscheiden,
und wird hier auch wechselweise als „Benutzer-
anwendung für Datenauswertung“, „Benutzerober-
flächenanwendung für Datenauswertung“, „VDE-Be-
nutzeroberflächenanwendung“ oder „Benutzerober-
flächenanwendung“ bezeichnet.

[0149]  Die VDE-Benutzeroberflächenanwendung
bietet eine Oberfläche zur Interaktion eines Be-
nutzers mit dem verteilten industriellen Prozess-
leistungsüberwachungs-/-auswertungssystem (DAS)
100, um Struktur und Abfragedaten festzulegen und
Entwurf-Daten-Modelle zu erstellen und zu bewer-
ten. Nach Fertigstellung der Entwurf-Daten-Modelle
ermöglicht die VDE-Benutzeroberflächenanwendung
das Herunterladen der Daten-Modelle in eine Lauf-
zeit-Engine und den Einsatz für den Betrieb in Verbin-
dung mit einem Online-Prozesssteuerungssystem.
Auf ein eingesetztes Daten-Modell (auch als Ausfüh-
rungs- oder Online-Daten-Modul bezeichnet) kann
über eine zentrale Laufzeit-Schaltstelle der VDE-
Benutzeroberflächenanwendung zugegriffen und ei-
ne Überwachung erfolgen. Die VDE-Benutzeroberflä-
chenanwendung ist ebenfalls in der Lage, Alarme und
Meldungen zu erzeugen, die den ausgeführten Da-
ten-Modellen entsprechen.
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[0150] Die VDE-Benutzeroberflächenanwendung
ermöglicht dem Benutzer ausdrücklich, Daten-Model-
le zu erstellen, zu betrachten und zu ändern, wo-
bei jedes eine oder mehrere Datenauswertungen be-
schreibt (z. B. beschreibende, vorhersagende und/
oder vorschreibende Auswertungen), die in einem
Eingabedatensatz ausgeführt oder durchgeführt wer-
den. Daten-Modelle werden in einem Offline-Modus
entworfen oder erstellt (z. B. während das Daten-
Modell von Echtdatenquellen in einem Online- oder
Betriebsprozesssteuerungssystem losgelöst ist), wo-
bei in dieser Anmeldung ein in diesem Modus be-
findliches Daten-Modell als „Offline-Daten-Modul“ be-
zeichnet wird. Im Allgemeinen wird ein Offline-Da-
ten-Modul mittels eines vom Benutzer mittels der
VDE-Benutzeroberflächenanwendung erstellten Off-
line-Datendiagramms durch Auswahl eines Satzes
von „Blöcken“ oder „Daten-Blöcken“ und Verbindung
der einzelnen Blöcke untereinander in der gewünsch-
ten Weise mit einem Satz „Drähten“ im Diagramm
festgelegt. Jeder Daten-Block enthält eine Datenein-
gabe mittels im Block empfangener Daten. Jeder Da-
ten-Block steht auch für oder kennzeichnet eine be-
stimmte Funktion, Aktion, Algorithmus und/oder Be-
dienung, die von jedem Daten-Block mit dessen Ein-
gabedaten durchzuführen ist, wodurch Ausgabeda-
ten erzeugt werden, die anderen Blöcken mittels ei-
ner oder mehrerer Datenausgaben bereitgestellt wer-
den können. Jeder Daten-Block kann eigenständig
bewertet werden, sodass die Offline-Diagramm-Dar-
stellung des Blocks und seiner Verbindungsdrähte in
ausführbaren Code kompiliert und ausgeführt wird,
wobei die Ergebnisse der Ausführung der einzelnen
Daten-Blöcke in dem Offline-Datendiagramm ange-
zeigt werden. Wie in einem späteren Abschnitt be-
schrieben wird, kann die Kompilierung eines Daten-
Blocks zu Code und die darauffolgende Ausführung
verteilt über verschiedene Zielumgebungen und Orte
erfolgen.

[0151]  In ähnlicher Weise kann auch das Offline-Da-
tendiagramm als Ganzes bewertet werden. Die Be-
wertung eines Offline-Datendiagramms besteht aus
der Kompilierung der Daten-Blöcke und Drähte, Aus-
führung des kompilierten Codes zur Übermittlung von
Eingabe- und Ausgabedaten über die Drähte und
Durchführung von Funktionen, Aktionen, Algorithmen
und/oder Vorgänge wie durch die jeweilige Konfigu-
ration der Blöcke und Drähte des Offline-Datendia-
gramms festgelegt. Ebenfalls in ähnlicher Weise wie
einzelne Daten-Blöcke kann auch die Kompilierung
des Offline-Datendiagramms verteilt über verschie-
dene Zielumgebungen und -orte hinweg erfolgen.

[0152] Weiterhin ermöglicht die VDE-Benutzerober-
flächenanwendung dem Benutzer, ein Offline-Daten-
Modul in ein „Online-Daten-Modul“ umzuwandeln,
sodass sich das Online-Daten-Modul des Daten-Mo-
dells anbindet an oder in sonstiger Weise von Echt-
datenquellen erzeugte Echtdaten (z. B. Streaming)

des Online-Prozesssteuerungssystems empfängt, ei-
ne oder mehrere dort festgelegte Datenauswertun-
gen der Echtdaten durchführt und die Datenausgabe
der Benutzeroberfläche, dem Historiker oder sons-
tigen Anwendungen bereitstellt. Beispielsweise kön-
nen die von einem Daten-Modell erzeugten Ausgabe-
daten beschreibende, vorhersagende und/oder vor-
schreibende, zur Prozessanlage und/oder einem dort
gesteuerten Prozess gehörende Informationen oder
Daten enthalten.

[0153] Insbesondere kann ein Benutzer ein Online-
Datendiagramm eines bestimmten Daten-Modells in
ein Online-Datendiagramm des bestimmten Daten-
Modells umwandeln. Wie ein Offline-Datendiagramm
enthält ein Online-Datendiagramm einen Satz durch
einen Satz Drähte verbundene Daten-Blöcke, und
da die Offline-Datendiagramme und Online-Daten-
diagramme im Allgemeinen demselben Daten-Modell
entsprechen, entsprechen die durch das Online-Da-
tendiagramm festgelegten Funktionen, Aktionen, Al-
gorithmen und/oder Vorgänge denen des Offline-Da-
tendiagramms. Zumindest einige der Blöcke und Ver-
bindungen des Offline-Datendiagramms unterschei-
den sich jedoch vom Online-Datendiagramm, in ers-
ter Linie (jedoch nicht unbedingt ausschließlich), um
die Verbindung des Online-Daten-Modul zur Online-
Prozessanlage zu ermöglichen.

[0154] Ähnlich wie Offline-Datendiagramme kön-
nen Online-Datendiagramme ebenso als Ganzes in
dem Online-Daten-Modul des Daten-Modells ent-
sprechenden ausführbaren Code kompiliert werden.
Die Kompilierung bestimmter Blöcke eines Online-
Datendiagramms löst die Festlegung der Bindungen
des jeweiligen Blocks an entsprechende Datenquel-
len und Datenverbraucher innerhalb der Online-Pro-
zessanlage aus. Der Einsatz eines Online-Daten-Mo-
duls instanziiert diese Bindungen und löst den Ablauf
oder die Ausführung des ausführbaren Codes aus,
um dadurch das Online-Daten-Modul in die Online-
Prozessanlage zu integrieren, damit das Online-Da-
ten-Modul in Verbindung mit dem Betrieb der Online-
Prozessanlage ausgeführt wird. Die Kompilierung ei-
nes Online-Datendiagramms und die Bindung und
Ausführung des sich ergebenden Online-Daten-Mo-
duls kann verteilt über verschiedene Zielumgebun-
gen und Orte hinweg erfolgen.

[0155] In einer bestimmten nützlichen Ausführungs-
form empfängt und wird das Online-Daten-Modul zu-
mindest teilweise mit fortlaufenden Echtzeitdaten be-
trieben, die durch Geräte oder Komponenten der Pro-
zessanlage als Ergebnis einer fortwährenden Steue-
rung einer Ausführung eines Online-Prozesses in der
Anlage erzeugt werden. Beispielsweise arbeitet das
Online-Daten-Modul mit fortlaufenden durch die On-
line-Prozessanlage und/oder durch ein in der Anla-
ge enthaltenes Prozesssteuerungssystem erzeugten
Echtzeit-Zeitreihendaten, während die Prozessanla-
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ge und das Prozesssteuerungssystem den Prozess
steuern. Das Daten-Modul arbeitet fortwährend mit
dem fortlaufenden Echtzeit-Datenstrom (z. B. durch
Durchführung einer oder mehrerer seiner Datenaus-
wertungsfunktionen und sonstiger Funktionen (sofern
vorhanden), wie durch das Daten-Modell festgelegt),
und erzeugt fortwährend einen Echtzeitstrom an Er-
gebnissen oder Ausgabedaten, die in einer Benutzer-
oberfläche angezeigt werden (z. B. als rollendes Lini-
endiagramm oder eine andere Darstellung) und fort-
während die aktuellen Echtzeitwerte der Datenaus-
gabe des Daten-Modells wiedergeben können. In ei-
nem Beispiel enthält die von dem Daten-Modell er-
zeugte und in der Benutzeroberfläche angezeigte Da-
tenausgabe mindestens einen Vorhersagewert und
dessen zeitlichen Verlauf. Im Allgemeinen sind Da-
ten-Modelle jedoch in der Lage, mit großen, von ver-
schiedenen Datenquellen erzeugten Datenmengen
innerhalb der Prozesssteuerungsanlage oder – um-
gebung 5 zum Zwecke der Fehlererkennung, Vorher-
sage und Vorschreibung für die Prozesssteuerungs-
anlage oder -umgebung 5 zu arbeiten.

[0156] In einer Ausführungsform ist die VDE-Benut-
zeroberflächenanwendung web-basiert, wobei der
Zugriff über einen Internetbrowser erfolgt, sodass
die verschiedenen Instanzen der Anwendung von
verschiedenen Plattformen (z. B. Apple Macintosh,
Linux, Windows etc.) und verschiedenen Benut-
zern von verschiedenen Rechengeräten, unter Um-
ständen auch gleichzeitig, genutzt werden können.
Die VDE-Benutzeroberflächenanwendung ist jedoch
nicht auf eine web-basierte Umsetzung beschränkt
und kann auf beliebige geeignete Weisen umgesetzt
werden, die plattformunabhängig sind und auf mehre-
re gleichzeitige Benutzer und/oder Instanzen erwei-
tert werden können.

[0157] Weiterhin dient diese Konfiguration nur der
Veranschaulichung und soll nicht als beschränkend
ausgelegt werden, obwohl die hier als auf eine ein-
zelne Prozesssteuerungsanlage oder -umgebung 5
mit mehreren gleichzeitig ausgeführten Instanzen der
VDE-Benutzeroberflächenanwendung anzuwenden-
de VDE-Benutzeroberflächenanwendung beschrie-
ben wird. Beispielsweise kann in einigen Konfigu-
rationen eine VDE-Benutzeroberflächenanwendung
auf verschiedene mehrfache Prozesssteuerungsan-
lagen oder -umgebungen angewendet werden, die
unabhängig voneinander an verschiedenen Orten mit
verschiedenen Prozessen arbeiten. Beispielsweise
kann eine einzelne durch eine Reihe von Servern
oder Computern bereitgestellte VDE-Benutzerober-
flächenanwendung von mehreren Ölraffinerien eines
Mineralölunternehmens genutzt werden, sodass ei-
nige Instanzen der VDE-Benutzeroberflächenanwen-
dung in Raffinerie A und einige Instanzen in Raffine-
rie B ausgeführt werden.

[0158] Jedenfalls abstrahiert die VDE-Benutzer-
oberflächenanwendung, wie bereits beschrieben, die
Funktionen, Aktionen, Algorithmen und/oder Vorgän-
ge, die von Daten-Blöcken mit entsprechenden Ein-
gabedaten als Blöcke oder Daten-Blöcke durchge-
führt werden. Beispiele für Blöcke oder Daten-Blö-
cke werden durch ihre jeweilige Funktion benannt,
z. B. Laden, Bereinigen, Verändern, Auswerten, Bild-
lich Darstellen etc. Jeder Daten-Block kann entspre-
chende Eingabedaten laden oder erlangen, eine oder
mehrere seiner Funktionen, Aktionen, Algorithmen
und/oder Vorgänge an den erlangten Eingabedaten
durchführen und eine oder mehrere entsprechende
Ergebnisse oder entsprechende Ausgabedaten er-
zeugen. Mehrfache Daten-Blöcke können je nach
Wunsch miteinander verbunden werden (z. B. seriell,
parallel, n:1, 1:n etc.), um ein Offline-Datendiagramm
zu bilden, das ein Entwurfsmodell oder Offline-Da-
ten-Modul wiedergibt oder festlegt, wobei dieses Ent-
wurf-Daten-Modell/Offline-Daten-Modul durch Auslö-
sen der Anwendung des Offline-Daten-Moduls (oder
eines Teils davon) auf oder der Bearbeitung von ei-
nem Satzes eines oder mehrerer Datensätze oder
Offline-Datenquellen ausgeführt oder bewertet wer-
den kann. Beispielsweise wird während der Ausfüh-
rung oder Bewertung eines Offline-Daten-Moduls das
Offline-Datendiagramm zu ausführbarem Code kom-
piliert, ein vorgegebene Datensatz oder -sätze er-
langt und in das Offline-Modul geladen oder durch
dieses genutzt, wobei die miteinander verbundenen
Blöcke des kompilierten Offline-Moduls jeweils aus-
geführt werden, um ihre jeweiligen Vorgänge an ih-
ren jeweiligen Dateneingaben durchzuführen und die
entsprechenden Ergebnisse ihren jeweiligen Daten-
ausgaben bereitzustellen, was zur Erzeugung einer
oder mehrerer Auswertungsausgaben oder -ergeb-
nisse durch sämtliche Offline-Daten-Module entspre-
chend dem grade entwickelten oder erstellten Da-
ten-Modell führt. In einer Ausführungsform können
während der Offline-Bewertung, anstatt Datensätze
aus einer Datei in das Entwurf-Daten-Modell zu la-
den, Eingabedaten aus einer streamenden Offline-
Datenquelle empfangen werden, wie einem Testge-
rät, umgebung oder -anlage. Weiterhin kann, wie spä-
ter noch näher erläutert wird, ein Offline-Daten-Mo-
dul oder Entwurf-Daten-Modell noch während des-
sen Entwicklung auch schrittweise bewertet werden.
In der VDE-Benutzeroberflächenanwendung ist die
Plattform oder Infrastruktur für die Bewertung von Off-
line-Daten-Blöcken und Offline-Daten-Modulen die
Datenauswertungsdienste, die in einem späteren Ab-
schnitt beschrieben werden.

[0159] Nachdem ein Offline-Daten-Modul (oder ein
Teil dessen) bewertet wurde, können die Ergebnis-
se der Bewertung vom Benutzer überprüft und un-
tersucht und das Entwurfsmodell (oder ein Teil des-
sen) solange entsprechend verändert und erneut be-
wertet werden, bis ein zufriedenstellendes Ergebnis
erzielt wird. Ein Benutzer kann ein Entwurf-Daten-
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Modell/Offline-Daten-Modul fertigstellen, in ein On-
line-Daten-Modul umwandeln und das Online-Daten-
Modul ausführen oder einsetzen, um mit Echtzeit-,
Online oder gestreamten Echtdaten, die aufgrund
von Echtzeitvorgängen der Prozesssteuerungsum-
gebung oder -anlage 5 erzeugt werden, zu arbeiten.
Beispielsweise kann ein ausgeführtes oder einge-
setztes Online-Daten-Modul oder Daten-Modell fort-
während mit Echtzeitdaten arbeiten, die fortwährend
aufgrund von Online-Vorgängen der Prozessanlage
erzeugt werden, und das Online-Daten-Modul oder -
modell kann selbst Echtzeit-Ausgabedaten oder Er-
gebnisse seiner Ausführung erzeugen, die in einer
Benutzeroberfläche angezeigt und fortwährend ak-
tualisiert werden. Die Online-Ausführung oder der
Betrieb des eingesetzten Online-Daten-Moduls und
der entsprechenden Ergebnisse können an einer
zentralen Schaltstelle der VDE-Benutzeroberflächen-
anwendung überwacht werden, die ebenfalls in ei-
nem späteren Abschnitt näher beschrieben wird.

[0160] Wie bereits beschrieben können innerhalb
der VDE-Benutzeroberflächenanwendung, Daten-
Blöcke, Daten-Module (unabhängig davon ob Online
oder Offline) und Teile davon einem Benutzer bild-
lich und/oder grafisch als Diagramme oder Daten-
diagramme auf einem von der VDE-Benutzeroberflä-
chenanwendung bereitgestellten Arbeitsbereich oder
einer Leinwand dargestellt werden. Im Allgemeinen
enthält jedes Datendiagramm einen Satz miteinan-
der durch einen Satz Drähte (die z. B. durch Linien
dargestellt werden können) verbundener Daten-Blö-
cke (die z. B. doch zweidimensionale Formen dar-
gestellt werden können). Die VDE-Benutzeroberflä-
chenanwendung enthält üblicherweise zwei Betriebs-
modi (obwohl in einigen Ausführungsformen eine grö-
ßere oder kleinere Anzahl an Modi enthalten sein
kann), die jeweils Datendiagramme zur Darstellung
von Daten-Modulen und den in den Daten-Modulen
enthaltenen Daten-Blöcken verwenden.

[0161] Einer dieser Betriebsmodi wird hier wechsel-
weise sowohl als „Datenauswertungsstudio“, „Daten-
studio“ oder als „Studio“ bezeichnet. Üblicherweise
wird das Datenstudio von den Benutzern zur Gestal-
tung und Entwicklung von Datenauswertungsmodel-
len verwendet. Zusätzlich ermöglicht das Datenstu-
dio einem Benutzer, ein Offline-Modul in ein Online-
Modul umzuwandeln sowie ein fertiges Offline-Mo-
dul als entsprechendes Online-Daten-Modul einzu-
setzen. Das Datenstudio stellt einen Arbeitsbereich
oder eine Zeichenleinwand bereit, auf der der Benut-
zer die Möglichkeit hat, ein Daten-Modell durch Er-
stellung und Verbindung von Blöcken zu einem Da-
tendiagramm zu entwickeln, welches eine bildliche,
grafische Darstellung eines Daten-Modells oder ei-
nes Teils davon bildet. Während der Entwicklung ei-
nes Daten-Modells innerhalb des Datenstudios kann
es als Entwurf-Daten-Modell oder Offline-Daten-Mo-
dul bezeichnet und als Entwurf oder Prototyp betrach-

tet werden. Ein Offline-Daten-Modul-Diagramm kann
eine größere Anzahl Daten-Blöcke und/oder Verbin-
dungen enthalten als das sich daraus ergebende On-
line-Daten-Modul, da einige im Offline-Modul enthal-
tenen Blöcke und Verbindungen zur Auswertung und
Betrachtung von Daten in verschiedenen Teilen des
Moduls genutzt werden können, z. B. zum Zwecke
der Auswertung und Prüfung, ob ein bestimmter Teil
des Daten-Modells wie gewünscht bewertet und/oder
hinreichend nützliche und/oder vorhersagende Da-
ten bereitstellt. Im Allgemeinen ist ein Offline-Dia-
gramm eines Daten-Moduls eine Darstellung eines
Ablaufs, der (1) Rohdatensätze erkundet und berei-
nigt und (2) für die gewünschten Auswertungsvorgän-
ge gebaut, eingestellt und bewertet werden kann, wie
Einordnung, Regression, Clustering, Dimensionsre-
duzierungen etc. Daten-Module, die offline sind, kön-
nen während ihrer Entwicklung schrittweise oder fort-
laufend bewertet werden. Die Ergebnisse des Bewer-
tungsprozesses eines Offline-Daten-Moduls oder Da-
ten-Modells werden dem Benutzer mittels des Daten-
studios angezeigt.

[0162] In einigen Fällen kann die Ausführung oder
Bewertung eines Offline-Daten-Moduls eine länge-
re Zeit bis zur Fertigstellung in Anspruch nehmen.
In diesen Situationen kann der Status und der Fort-
schritt des Offline-Daten-Modul-Bewertungsprozes-
ses über einen anderen Betriebsmodus der VDE-
Benutzeroberflächenanwendung übertragen werden,
der hier wechselweise als „zentrale Datenauswer-
tungsschaltstelle“, „zentrale Auswertungsschaltstel-
le“ oder einfach nur „zentrale Schaltstelle“ bezeichnet
wird. Die zentrale Schaltstelle wird üblicherweise vom
Benutzer zur Anzeige und/oder Verwaltung von Mo-
dulen, die (i) Offline-Daten-Module (z. B. Entwurf-Da-
ten-Module) in der Bewertungsphase sind und/oder
(ii) Online-Daten-Module (z. B. fertige Daten-Modelle,
die als Daten-Module eingesetzt wurden) sind, ver-
wendet. Die zentrale Schaltstelle stellt ebenfalls Ent-
wurf-Daten-Modelle während der Bewertung und ein-
gesetzte Online-Daten-Modul mithilfe entsprechen-
der Diagramme oder bildlicher, grafischer Darstel-
lung, dar. Ein eingesetztes Daten-Modul wird als „On-
line“ seiend bezeichnet, da das eingesetzte Modul
mit Echtzeitdaten ausgeführt wird, die aufgrund von
Online- oder Laufzeitvorgängen des Prozesssteue-
rungssystems oder der -anlage 5 erzeugt werden. Im
Allgemeinen ist ein Online-Diagramm eines Daten-
Moduls eine Darstellung eines Ablaufs, der an eine
oder mehrere Datenquellen innerhalb des Prozess-
steuerungssystems oder der -anlage 5 (z. B. strea-
mende Datenquelle) gebunden ist, um Echtzeitbe-
schreibungen, Vorhersagen und/oder Vorschriften zu
machen und/oder fortwährend Daten-Modelle wäh-
rend oder bei Laufzeit einzustellen. Daten-Module,
die eingesetzt wurden oder online sind, können so-
lange ausgeführt werden, bis sie ausdrücklich von der
zentralen Schaltstelle aus beendet werden.
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A. Daten-Modul-Diagramme

[0163] Ein Beispieldiagramm eines Daten-Moduls
enthält üblicherweise mehrere Daten-Blöcke und
Drähte, die verschiedene Blöcke miteinander verbin-
den, um eine oder mehrere Datenflussleitungen zu
bilden. Wie bereits erwähnt ist ein Daten-Block im
Allgemeinen eine Abstrahierung einer Funktion oder
eines Vorgangs, den ein Benutzer auf einen Daten-
satz anwenden möchte. Beispielsweise kann ein be-
stimmter Block einen Datensatz aus dem Datenspei-
cher oder einer Datei auf einem Speichermedium la-
den, ein anderer bestimmter Block kann alle fehlen-
den Werten in dem Datensatz ersetzen (z. B. jene
Werte, die keinen gemessenen Wert zu einem dem
Zeitpunkt entsprechenden Zeitpunkt haben, zu de-
nen ein anderer Parameter/eine andere Variable ei-
nen Messwert hat), während ein weiterer bestimmter
Block eine Random-Forest-Auswertung (Randomi-
sierte Entscheidungsbäume-Auswertung) durchfüh-
ren könnte. Üblicherweise entsprechen verschiede-
ne Blöcke verschiedenen Funktionen oder Vorgän-
gen, die an Datensätzen durchgeführt werden kön-
nen und als solches können verschiedene Daten-
Blöcke jeder mit einer entsprechenden Art oder ei-
nem Namen benannt werden, z. B. „Laden“, „Abfra-
ge“, „Befüllen“, „Spalten“, „PCA (Principal Compo-
nent Analysis – Hauptkomponentenanalyse)“, „PLS
(Partial Least Squares – Partielle Kleinste Quadrate)
“, „Erkunden“, „Schreiben“ etc.

[0164] Jeder Block kann keine oder mehrere ent-
sprechende Eigenschaften haben. Der Eigenschaf-
tensatz eines Blocks (der für einige Blöcke ein Null-
Satz sein kann) entspricht jeweils seinem Block-
typ, sodass sämtliche Instanzen desselben Blocktyps
den gleichen Satz an Eigenschaften haben. Für ei-
nige Blöcke können die voreingestellten Eigenschaf-
ten-Werte von der VDE-Benutzeroberflächenanwen-
dung bereitgestellt werden, während für andere Blö-
cke dem Benutzer gestattet werden kann, einen oder
mehrere Eigenschaften-Werte einzugeben und/oder
zu verändern. Eine Daten-Blockdefinition legt die ent-
sprechenden Eigenschaften und sämtliche voreinge-
stellten Eigenschaften-Werte (sowie weitere Informa-
tion für einige Blöcke) eines Daten-Blocktyps fest.
Daten-Block-Definitionen werden in der Daten-Block-
Definitionenbibliothek gespeichert, die von der VDE-
Benutzeroberflächenanwendung bereitgestellt wird.
Im Allgemeinen ist die Daten-Block-Definitionenbi-
bliothek in sämtlichen offenen Instanzen der VDE-
Benutzeroberflächenanwendung verfügbar, sodass
mehrere Datenauswertungsbenutzer oder -ingenieu-
re gleichzeitig Daten mithilfe der von der Bibliothek
bereitgestellten Ressourcen entwickeln und/oder er-
kunden können.

[0165] Jeder Block hat keinen, einen oder mehrere
Dateneingabe-Anschlüsse, die die Daten (sofern vor-
handen) festlegen, die von einem oder mehreren an-

deren Blöcken oder Datenquellen in den Block ein-
fließen. Zusätzlich hat jeder Block keinen, einen oder
mehrere Datenausgabe-Anschlüsse, die die Daten
(sofern vorhanden) festlegen, die aus einem Block
herausfließen (und über ihre jeweiligen Datenausga-
be-Anschlüsse möglicherweise in einen oder mehre-
re Empfänger-Blöcke). Die Verbindungen zwischen
Dateneingaben und Datenausgaben verschiedener
Blöcke untereinander werden in Daten-Modul-Dia-
grammen durch Drähte dargestellt. Sämtliche Daten-
arten können entlang eines Drahts fließen oder über-
tragen werden, von einfachen Skalierungswerten bis
hin zu Datenpaketen, die jeweils Millionen Werte bis
hin zu Objektcode enthalten.

[0166] Zusätzlich hat jeder Block einen Zustand.
Wenn beispielsweise ein Block erstellt wird, befin-
det sich der Block im Zustand „Konfiguration“, „wird
konfiguriert“ oder „nicht konfiguriert“. Nachdem der
Block konfiguriert wurde, erhält der Block den Zu-
stand „konfiguriert“. Solange ein Offline-Block be-
wertet wird, befindet er sich im Zustand „Bewer-
tung“. Nachdem der Offline-Block bewertet wurde, er-
hält der Block entweder den Bewertungszustand „er-
folgreich“ oder den Bewertungszustand „fehlgeschla-
gen“. Durchläuft ein Online-Block eine Konfiguration
oder Anbindung an Datenquellen und/oder Datenver-
braucher, so befindet er sich im Zustand „wird kon-
figuriert“ oder „wird angebunden“. Nachdem ein On-
line-Block in das Prozesssteuerungssystem einge-
setzt wurde und mit Echtdaten arbeitet, befindet er
sich im Zustand „eingesetzt“ oder „ausgeführt“. Na-
türlich sind auch andere Zustände möglich. Üblicher-
weise enthält jeder Block eine optische Anzeige, die
den aktuellen Zustand anzeigt. Zusätzlich kann je-
des Daten-Modul als Ganzes über eine Anzeige ver-
fügen, die den aktuellen Zustand anzeigt.

[0167] Ein Beispiel-Datendiagramm 200 in Fig. 4A
zeigt verschiedene mögliche Daten-Block-Funktio-
nen und -verbindungen. Dieses Beispiel-Datendia-
gramm 200 enthält einen mit einem über einen Draht
205 mit einem FülleNaN-Block 202b verbundenen
LadeDaten-Block 202a. Die Darstellung des Lade-
Daten-Blocks 202a enthält eine Anzeige des aktuel-
len Blockzustands 208a, eine Anzeige des Blocktyps
oder Namens 210a, eine Anzeige der Ergebnisse
der Blockbewertung 212a und einen Datenausgabe-
Anschluss 215a, über den zumindest einige der als
Ergebnis der LadeDaten-Block-Bewertung erzeugten
Daten über den Draht 205 an einen Empfänger ge-
liefert werden (in diesem Szenario an den FülleNaN-
Block 202b).

[0168]  Der FülleNaN-Block 202b enthält einen Da-
teneingabe-Anschluss 218b, der die über den Draht
205 fließenden Daten aus dem LadeDaten-Block
202a empfängt. Ähnlich wie LadeDaten-Block 202a
enthält der FülleNaN-Block 202b eine Anzeige seines
aktuellen Blockzustands 208b, eine Anzeige seines
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Blocktyps oder -namens 210b, eine Anzeige der Er-
gebnisse seiner Bewertung 212b und einen Daten-
ausgabe-Anschluss 215b, über den zumindest einige
der als Ergebnis der FülleNaN-Block-Bewertung er-
zeugten Daten über einen Draht 220 an einen Emp-
fänger oder Verbraucher geliefert werden (nicht dar-
gestellt).

[0169] Es ist zu beachten, dass der LadeDaten-
Block 202a in Fig. 4A über keinen Dateneingabe-An-
schluss verfügt, da der LadeDaten-Block 202a kei-
ne Daten empfängt, die eine Datenausgabe eines
beliebigen anderen Blocks im Datendiagramm 200
sind. Stattdessen kann der LadeDaten-Block 202a so
konfiguriert werden, dass er einen oder mehrere Da-
tensätze aus einer oder mehreren Datenquellen lädt
oder erlangt. Die Datenquellen können unter ande-
rem Offline-Datenquellen wie eine Datendatei, eine
Datenquelle (z. B. ein Seeq-System), eine relationa-
le oder nicht-relationale Datenbank sein und/oder die
Datenquellen können Online- oder Streaming-Daten-
quellen, wie von der Verteilte-Daten-Engine 202x er-
zeugte Datenströme enthalten.

B. Datenauswertungsstudio

[0170] Wie bereits erwähnt ist einer der Betriebsmo-
di der VDE-Benutzeroberflächenanwendung das Da-
tenauswertungsstudio. Das Datenauswertungsstudio
kann vom Benutzer zur Gestaltung, Entwicklung, An-
zeige oder Erkundung von Daten-Modellen verwen-
det werden. Fig. 4B zeigt eine vom Datenauswer-
tungsstudio 240 dargestellte Beispielbenutzerober-
fläche, die eine Navigationsleiste 242 und einen Ar-
beitsbereich oder Zeichenleinwand 245 enthält. Die
Navigationsleiste 242 stellt Steuerelemente und An-
zeigen bereit, mittels derer ein Benutzer in der La-
ge ist, Offline- und Online-Daten-Module zu verwal-
ten, z. B. indem sie dem Benutzer ermöglichen, Ak-
tionen wie die Erstellung eines neuen Offline-Daten-
Moduls durchzuführen, aktuell geöffnete und auf der
Leinwand 245 angezeigte Offline- oder Online-Da-
ten-Modul zu erkennen, auf einfache Weise den Sta-
tus (z. B. offline oder online) eines aktuell geöffne-
ten und auf der Leinwand 245 angezeigten Daten-
Moduls zu betrachten, aktuell geöffnete und auf der
Leinwand 245 angezeigte Offline-Daten-Module zu
speichern/sichern, Offline-Module in Online-Module
umzuwandeln, zwischen der Anzeige von Offline-
und Online-Datendiagramm eines Daten-Moduls um-
zuschalten, Offline-Daten-Module zu bewerten, On-
line-Daten-Module einzusetzen, andere Daten-Mo-
dule zu durchblättern und sonstige ähnliche Modul-
verwaltungsfunktionen. Als solches enthält das Da-
tenauswertungsstudio 240 eine Vielzahl von Benut-
zer-Steuerelementen und Anzeigen 248a–248b, wie
unter anderem:

• ein Modulnavigationssteuerelement 248a, um
dem Benutzer die Suche und das Durchblättern
anderer Daten-Module zu ermöglichen;
• eine Kennzeichnung 248b des aktuell auf der
Leinwand 245 geöffneten Daten-Moduls;
• eine oder mehrere Anzeigen 248c, 248d, die an-
zeigen, ob die Anzeige eines aktuell auf der Lein-
wand 245 geöffneten Daten-Moduls eine Offline-
oder Online-Anzeige ist;
• ein oder mehrere Steuerelemente 248e, 248f,
mittels derer ein Benutzer zwischen einer Online-
und einer Offline-Anzeige des aktuell auf der Lein-
wand 245 geöffneten Daten-Moduls umschalten
kann;
• ein Benutzer-Steuerelement 248g, mittels des-
sen ein Benutzer Eigenschaften des aktuell auf
der Leinwand 245 geöffneten Daten-Moduls be-
trachten und/oder festlegen kann;
• ein Benutzer-Steuerelement 248h, mittels des-
sen ein Benutzer das aktuell geöffnete Daten-Mo-
dul speichern kann;
• ein Benutzer-Steuerelement 248i, mittels dessen
ein Benutzer zumindest einen Teil des aktuell ge-
öffneten Daten-Moduls bewerten kann;
• ein Benutzer-Steuerelement 248j, mittels dessen
ein Benutzer das aktuell geöffnete Daten-Modul
einsetzen kann;
• eine Anzeige 248k, die den Betriebsstatus des
aktuell geöffneten Moduls anzeigt; und/oder
• ein oder mehrere sonstige Benutzer-Steuerele-
mente und/oder Anzeigen (nicht gezeigt).

[0171]  Fig. 4B zeigt ebenfalls ein Benutzer-Steue-
relement 248m, mittels dessen ein Benutzer Block-
Definitionen von einer Daten-Block-Definitionenbi-
bliothek betrachten oder auswählen und/oder dieser
hinzufügen kann (dies wird nicht in Fig. 4B gezeigt).
In der in Fig. 4B gezeigten Ausführungsform wird das
Benutzer-Steuerelement 248m für die Bibliothek als
auf der Leinwand 245 befindlich angezeigt, in ande-
ren Ausführungsformen kann sich dieses Steuerele-
ment 248m jedoch auch in der Navigationsleiste 242
oder an jedem anderen gewünschten Ort befinden.

[0172]  In der Tat sind die Zahlen, Typen, Orte/Posi-
tionen, Formfaktoren, Anordnungen etc. der in dem
Datenauswertungsstudio 240-Beispiel gezeigten Be-
nutzer-Steuerelemente und Anzeigen nur eine von
vielen möglichen Ausführungsformen. Eine größere
oder geringere Anzahl und/oder Typen von Benutzer-
Steuerelementen und/oder Anzeigen kann enthalten
sein. Andere Orte/Positionen solcher Benutzer-Steu-
erelemente und/oder Anzeigen können genutzt wer-
den, als auch andere Formfaktoren, Anordnungen
etc. In einigen Ausführungsformen kann die Naviga-
tionsleiste 242 weggelassen werden und eine ande-
re Methode zum Zugriff des Benutzers auf Steuer-
elemente bereitgestellt werden (z. B. Überlagerungs-
fenster, Auswahlmenü etc.).
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1. Datenauswertungsstudio – Offline-Daten-Module

[0173] Im Datenauswertungsstudio 240 ist die Zei-
chenleinwand oder der Arbeitsbereich 245 der Be-
reich, mittels dessen Offline-Daten-Module entwi-
ckelt, definiert und bewertet werden können. Bei-
spielsweise kann ein Benutzer von der Zeichenlein-
wand oder dem Arbeitsbereich 245 auf die Block-De-
finitionenbibliothek der VDE-Benutzeroberflächenan-
wendung zugreifen (z. B. über ein Benutzer-Steu-
erelement 248m), verschiedene dort gespeicherte
Daten-Block-Definitionen auswählen und die ausge-
wählten Block-Definitionen zu einem Datendiagramm
eines Daten-Modells miteinander verbinden (z. B.
verdrahten). Zusätzlich ist ein Benutzer in der La-
ge, auf der Zeichenleinwand oder dem Arbeitsbereich
245 die Eigenschaften einer bestimmten Daten-Blo-
ckinstanz zu bearbeiten, einen Teil des Entwurf-Da-
ten-Modells zu bewerten, einschließlich der Betrach-
tung des Fortschritts der Bewertung sowie deren Er-
gebnisse, und/oder andere Aktionen in Bezug auf Off-
line-Daten-Module durchführen.

[0174] Wie bereits beschrieben, liegt jedem in ei-
nem Datendiagramm verwendbaren Daten-Block ei-
ne Blockdefinition eines Daten-Blocktyps zugrunde.
Das heißt, eine bestimmte Instanz eines Daten-
Blocks eines vorgegebenen Typs verfügt über einen
Satz Eigenschaften entsprechend der Block-Defini-
tionen des vorgegebenen Typs, wobei die bestimm-
te Instanz jedoch von anderen Instanzen des Blocks
des gleichen vorgegebenen Typs abweichen kann,
z. B. in einer Weise, die Objektklassen und Instan-
zen von Objektklassen ähnlich ist. Wie ebenfalls be-
reits beschrieben werden Block-Definitionen in der
Block-Definitionenbibliothek gespeichert, auf die über
ein Benutzer-Steuerelement 248m zugegriffen wer-
den kann (z. B. umschalten zwischen Anzeige und
Versteckt), das sich auf der Leinwand 245 befinden
kann.

[0175] Eine Veranschaulichung einer beispielhaften
Beziehung 250 zwischen der Daten-Block-Definitio-
nenbibliothek, den Daten-Block-Definitionen, Daten-
Modulen, Daten-Blöcken, Daten-Blockinstanzen und
Drähten ist in Fig. 4C zu sehen. Wie in Fig. 4C ge-
zeigt, werden Block-Definitionen über eine von der
VDE-Benutzeroberflächenanwendung bereitgestellte
Block-Definitionenbibliothek 252 verfügbar gemacht.
In einigen Ausführungsformen können verschiede-
nen Benutzern und Gruppen von Benutzern ande-
re Zugriffsrechte (z. B. Nur-Lesen, Lesen-Schreiben
etc.) für bestimmte Block-Definitionen und/oder an-
dere Datenauswertungsbibliothek-Ressourcen (und/
oder Teilen davon) gewährt werden.

[0176] Eine in der Bibliothek 252 gespeicherte
Blockdefinition 255 kann zur Erstellung einer Instanz
258 des innerhalb eines Daten-Moduls 260 genutz-
ten Blocks 255, verwendet werden. Eine oder meh-

rere Eigenschaften 262 der Blockdefinition 255 kön-
nen speziell für die Blockinstanz 258 festgelegt wer-
den. Die Blockinstanz 258 kann so konfiguriert oder
gestaltet werden, dass sie eine oder mehrere Da-
teneingabe-Anschlüsse 265 enthält, über die Daten
in der Blockinstanz 258 empfangen werden, und die
Blockinstanz 258 kann so konfiguriert oder gestaltet
werden, dass sie einen oder mehrere Datenausgabe-
Anschlüsse 270 enthält, über die Ausgabedaten (z.
B. Daten als Ergebnis einer Bewertung der mit über
den Dateneingabe-Anschluss 265 empfangenen Ein-
gabedaten arbeitenden Blockinstanz 258) bereitge-
stellt werden, z. B. an eine andere Blockinstanz 258,
zum Schreiben oder Speichern, an eine Benutzer-
oberfläche etc. Jeder Dateneingabe-Anschluss 265
einer Blockinstanz 258 kann Daten über einen oder
mehrere Drähte 272 des Daten-Moduls 260 empfan-
gen, und jeder Datenausgabe-Anschluss 270 einer
Blockinstanz 258 kann Daten über einen oder meh-
rere Drähte 272 des Daten-Moduls 260 bereitstellen.
Jeder Draht 272 des Daten-Moduls 260 stellt eine
Verbindung zwischen einem bestimmten Datenaus-
gabe-Anschluss 270 einer bestimmten Blockinstanz
258 und einem bestimmten Dateneingabe-Anschluss
265 einer anderen bestimmten Blockinstanz 258 be-
reit und ermöglicht so die Übertragung von Daten zwi-
schen den beiden Blockinstanzen.

[0177] In einer Ausführungsform werden Block-De-
finitionen innerhalb der Bibliothek 252 in Funktions-
oder Aktionskategorien unterteilt. Kategorien können
Unterkategorien enthalten, Unterkategorien können
Unter-Unterkategorien enthalten und so weiter. In ei-
nem veranschaulichenden, jedoch nicht beschrän-
kenden Beispiel enthält eine Block-Definitionenbiblio-
thek 252 mindestens fünf Kategorien Block-Definitio-
nen: Datenquellen, Filter, Umwandler, bildliche Dar-
stellungen und Datenverbraucher.

[0178] Block-Definitionen, die in der Datenquellen-
kategorie enthalten sind, legen üblicherweise ver-
schiedene Aktionen in Bezug auf Datenquellen fest,
die Eingabedaten, mit denen ein Daten-Modul arbei-
tet, bereitstellen. Beispielsweise können Block-De-
finitionen in der Datenquellenkategorie „ErstelleDa-
tenSatz“ enthalten, um einen Eingabedatensatz zu
erzeugen, „LadeDatensatz“, um einen vorhandenen
Datensatz aus einer Offline- oder Online-Datenquelle
zu laden oder zu erlangen, „LadeDB“, um Daten aus
einer Datenbank (wie einer Prozesssteuerungsda-
tenbank oder einer Auswertungsdatenbank) zu laden
oder zu erlangen, „SpeicherDatenSatz“, um einen
Eingabedatensatz in einen Langzeitdatenspeicher zu
überführen (z. B. nach dessen Erstellung, wie für
Test-Eingabedatensätze) etc. Weiterhin können eini-
ge Datenquellenkategorien eine oder mehrere Unter-
kategorien enthalten. Beispielsweise können die Er-
stelleDatensatz- und LadeDatenSatz-Kategorien je-
weils entsprechende Unterkategorien für bestimm-
te Datensatzformate und/oder Umgebungen enthal-
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ten, in denen die Datensätze erzeugt wurden, z. B.
CSV (Comma Separated Values – durch Kommata
getrennte Werte), Raspberry Pi, Seeq etc. Im Allge-
meinen werden Datenquellen-Blöcke so konfiguriert,
dass sie statische Datenquellen erlangen oder dar-
auf zugreifen, wie Datendateien, Prozesssteuerungs-
datenbanken, Auswertungsdatenbanken etc. Ande-
rerseits werden Online-Datenquellen üblicherweise
mit einer Bindungsdefinition konfiguriert, die die je-
weilige Instanz des Online-Datenquellen-Blocks mit
einer oder mehreren Online-Datenquellen innerhalb
der Prozessanlage in Beziehung setzt. Eine Kompi-
lierung der konfigurierten Online-Datenquelle instan-
ziiert die Bindung, sodass der Online-Datenquellen-
Block von einer oder mehreren Datenquellen, an die
er gebunden ist, erzeugten gestreamten Daten emp-
fängt.

[0179] Die Datenquellenkategorie kann Block-Defi-
nitionen enthalten, die sich auf die Suche nach oder
die Erlangung ausgewählter Daten von einer oder
mehreren Datenquellen beziehen, z. B. „Abfrage-
DatenQuelle“ oder „Abfrage“. Abfrage-Blöcke kön-
nen mit Offline-Datenquellen und/oder Online-Daten-
quellen arbeiten. Im Allgemeinen erlaubt der Ab-
frage-Blocke einem Daten-Modul, bestimmte Arten
oder Identitäten von Daten abzufragen, zu erlangen
oder anzufordern (z. B. wie durch Spalten, Markie-
rungen oder sonstige geeignete Kennzeichnungen
angezeigt) und/oder nur während bestimmter Zeit-
abschnitte erzeugte Daten abzufragen, zu erlangen
oder anzufordern, die auch unzusammenhängende
Zeitabschnitte sein können. Weiterhin ist der Abfra-
ge-Blocke in der Lage, jegliche Art von Daten abzu-
fragen, unabhängig von ihrem Format und/oder ihrer
Umgebung, in der die Daten erfasst oder gespeichert
wurden. Zusätzliche Einzelheiten zum Abfrage-Blo-
cke werden in einem späteren Abschnitt dieser An-
meldung gegeben.

[0180] In Filter-Kategorien enthaltene Block-Defini-
tionen legen üblicherweise verschiedene Filtertechni-
ken fest, die mit einem Datensatz durchgeführt wer-
den können. Beispielsweise können Block-Definitio-
nen in der Filter-Kategorie „Beschneiden“, „Hoch-
Pass“, „TiefPass“, „SGF“ (z. B. für Savitsky-Golay-Fil-
ter), „Exponential“, „Mittelwert“, „Wellen“ etc. enthal-
ten.

[0181] In der Umwandler-Kategorie enthaltene
Block-Definitionen der Daten-Block-Definitionenbi-
bliothek 252 legen üblicherweise verschiedene Tech-
niken fest, mit denen die Inhalte eines Datensatzes
oder eines gefilterten Datensatzes bearbeitet, aus-
gewertet und/oder in sonstiger Weise umgewandelt
werden. Beispielsweise kann die Umwandler-Kate-
gorie Daten-Block-Definitionen-Unterkategorien ent-
halten, die sich auf die Bereinigung von Eingabeda-
tensätze beziehen, z. B. „FülleNaN“ (z. B. Einträge
des Datensatzes einfügen, die keine Zahl sind), „Ent-

fAusreisser“ (z. B. Ausreißerdaten entfernen), „Kor-
rigierSchlecht“ (z. B. innerhalb des Eingabedaten-
satzes erkannte schlechte Daten korrigieren), „Aus-
schlussSchlecht“ (z. B. erkannte schlechte Daten
ausschließen), etc. Zusätzlich kann die Umwandler-
Kategorie Daten-Block-Definitionen-Unterkategorien
enthalten, die der Bearbeitung von Inhalten des Ein-
gabedatensatzes entsprechen, wie „Skalieren“, „Ver-
schieben“, „Aufteilen“, „Verschmelzen“, „ZentrierNor-
mal“, „Heruntertakten“, „Zeitversatz“, „Spalten“ etc.
Weiterhin kann in einigen Ausführungsformen die
Umwandler-Kategorie Block-Definitionen-Unterkate-
gorien enthalten, die der Ausrichtung von Daten in-
nerhalb des Eingabedatensatzes entsprechen, z. B.
„ZeitVerzögerung“, „VerzögerungKorrektur“ etc.

[0182] Die Umwandler-Kategorie kann Daten-Block-
Definitionen-Unterkategorien enthalten, die einer
Auswertung von Eingabedatensätzen entsprechen,
um Erkenntnisse zu erlangen und den Inhalt
zu erlernen, wie „Sensitivität“, „Anhäufung“, „Ran-
domForest (Randomisierte Entscheidungsbäume)“,
„CBP“ (Bedingte Bayes'sche Wahrscheinlichkeits-
analyse), „KMittel“, „FourierTransform“, „Schnelle-
FourierTransform“, „PLS“, „PCA“ etc. Einige Un-
terkategorien der Umwandler-Kategorie können ei-
ne oder mehrere Unter-Unterkategorien enthalten.
Beispielsweise kann die PCA-Unterkategorie der
Umwandler-Kategorie Daten-Block-Definitionen-Un-
ter-Unterkategorien enthalten, die verschiedenen
PCA-(Principal Component Analyses-Hauptkompo-
nentenanalyse)-Techniken entsprechen, wie „PCA_
NIPALS“ (PCA und nicht-lineare iterative Partial
Least Squares [Partielle Kleinste Quadrate]), „PCA-
SVD“ (PCA und Singulärwertzerlegung), „PCA_Test“
etc.

[0183] Block-Definitionen der Bildliche-Darstellung-
Kategorie legen üblicherweise verschiedene Techni-
ken zur Darstellung von durch ein Daten-Modul er-
zeugten Datenausgaben fest. Beispielsweise kann
die Bildliche-Darstellung-Kategorie Unterkategorien
enthalten, die einer grafischen und/oder sonstigen
bildlichen Darstellung entsprechen, wie „LinienDia-
gramm“, „Diagramm“, „BalkenDiagramm“, „StreuDia-
gramm“, „Histogramm“, „DatenRaster“, „DatenWol-
ke“, „Animation“ etc. Die Bildliche-Darstellung-Kate-
gorie kann Unterkategorien enthalten, die der Vorbe-
reitung von Ausgabedaten für eine bestimmte grafi-
sche Darstellung entsprechen, wie „RundenSigFig“.

[0184] Block-Definitionen der Datenverbraucher-Ka-
tegorie legen üblicherweise Aktionen in Bezug auf
verschiedene Verbraucher oder Empfänger von
durch ein Daten-Modul erzeugten Ausgabedaten
fest. Beispielsweise kann die Datenverbraucher-Ka-
tegorie eine Unterkategorie „Schreiben“ enthalten,
die dafür sorgt, dass Ausgabedaten in eine Datei, Da-
tenbank oder ein sonstiges statisches Speicherare-
al geschrieben oder gespeichert werden. Die Unter-
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kategorie „Schreiben“ kann wiederum über entspre-
chende Unterkategorien verfügen, die den verschie-
denen Arten von Orten, Datenbanken, Datenbank-
formaten, Dateiformaten etc. entsprechen, die darauf
hinweisen, wo oder wie die Ausgabedaten geschrie-
ben oder gespeichert werden können. Die Datenver-
braucher-Kategorie kann eine Unterkategorie „Veröf-
fentlichen“ enthalten, die dafür sorgt, dass die Aus-
gabedaten gestreamt werden (z. B. über das Aus-
wertungsdatennetzwerk 112) oder in sonstiger Wei-
se an einen Abonnenten oder Empfänger der Da-
ten verschickt oder geliefert werden (z. B. an ei-
ne Verteilte-Daten-Engine 102x, ein Online-Daten-
Modul, eine vom Prozesssteuerungssystem ausge-
führte Anwendung, eine Benutzeroberfläche etc.). In
einigen Ausführungen wird der Veröffentlichen-Da-
ten-Block konfiguriert und an einen Echtdaten-Ver-
braucher (z. B. an ein Online-Daten-Modul, eine
ausgeführte Anwendung, ein Prozesssteuerungsge-
rät, -element oder -komponente etc., das über ein
Abonnement für die Datenausgabe des Daten-Mo-
dells verfügt) gebunden, um einen Offline-Veröffent-
lichen-Block in seine Online-Version umzuwandeln.
In einer Ausführungsform kann die Datenverbrau-
cher-Kategorie eine Unterkategorie „KonvertierenZu-
Steuerelement“ enthalten, die dafür sorgt, dass Aus-
gabedaten in ein Signal eines Formats konvertiert
werden, die das herkömmliche Prozesssteuerungs-
kommunikationsnetzwerk versteht und dafür sorgt,
dass das Signal über das herkömmliche Prozess-
steuerungskommunikationsnetzwerk an eine Pro-
zesssteuerungseinheit, ein -element, ein -gerät oder
eine -komponente geliefert wird, um eine Verän-
derung in der Prozessanlage 5 hervorzurufen oder
zu beeinflussen. Die Unterkategorie „Konvertieren-
ZuSteuerelement“ kann Unter-Unterkategorien ent-
halten, die beispielsweise verschiedenen herkömm-
lichen Prozessprotokollformaten entsprechen (z. B.
HART, PROFIBUS, WirelessHart etc.) und/oder ver-
schiedenen Zielen innerhalb der Prozessanlage 5,
die potenzielle Empfänger des Veränderungssignals
sind (z. B. Steuerkreisdateneingaben, Steuerkreis-
konfigurationen, Meldungsprioritäten, Parameterwer-
te etc.). Beispielsweise kann ein KonvertierenZuS-
teuerelement-Block konfiguriert werden, um an eine
bestimmte Prozesssteuerungseinheit, ein -element,
ein -gerät oder eine -komponente innerhalb der Pro-
zessanlage 5 gebunden zu werden, die die Daten-
ausgabe des KonvertierenZuSteuerelement-Blocks
empfangen und den Betrieb entsprechend verändern
soll.

[0185] Die Daten-Block-Definitionenbibliothek 252
kann weitere Daten-Block-Definitionen enthalten, von
denen jede zu einer Kategorie gehören kann oder
nicht. Beispielsweise kann der Erkunden-Block ei-
nem Benutzer ermöglichen, von einem oder mehre-
ren anderen Daten-Blöcken erzeugte Ausgabe-Da-
ten in einem Offline-Modus zu erkunden. Beispiels-
weise kann der Erkunden-Daten-Block mehrere ver-

schiedene Datendrähte an seinen Dateneingabe-An-
schlüssen empfangen und eine bildliche Darstel-
lung erzeugen, die beide Sätze von Eingabedaten
in vergleichender Weise enthalten, z. B. durch zeitli-
che Ausrichtung der beiden Eingabedatensätze und
Überlagerung eines Liniendiagramms mit einem an-
deren Liniendiagramm, durch Erstellung von Histo-
grammen, bei dem die jeweiligen Datensatz-Informa-
tionen neben den Informationen des jeweiligen an-
deren Datensatzes angezeigt werden etc. Der Er-
kunden-Block ermöglicht dem Benutzer, die bildliche
Darstellung seiner Datenausgabe zu bearbeiten, z. B.
durch Vergrößern und Verkleinern des Maßstabs ei-
ner X-Achse und/oder einer Y-Achse, Sortieren und/
oder Filtern von im Diagramm angezeigten statisti-
schen Daten etc. Es ist zu beachten, dass der Erkun-
den-Block ein Beispiel für einen Block darstellt, der
möglicherweise kein Online-Gegenstück hat, da sei-
ne Funktion in erster Linie darin besteht, dem Nutzer
die Erkundung und das Verständnis der vom Entwurf-
Daten-Modell erzeugten Datenausgabe zu ermögli-
chen.

[0186] Damit ein Benutzer ein neues Daten-Mo-
dell entwickeln kann, kann der Benutzer die Da-
ten-Block-Definitionenbibliothek 252 aufrufen (z. B.
durch Umschalten mittels des Benutzer-Steuerele-
ments 248m). Der Benutzer kann der Leinwand 245
durch Ziehen-und-Fallenlassen der Definition des ge-
wünschten Daten-Blocks aus der Bibliothek 252 an
die gewünschte Stelle der Leinwand 245 einen ge-
wünschten Daten-Block hinzufügen (und dadurch
den Daten-Block dem in der Entwicklung befindli-
chen auf der Leinwand 245 angezeigten Daten-Mo-
dul hinzufügen). (Natürlich ist Ziehen-und-Fallenlas-
sen nur eine Möglichkeit, um einen bestimmten Da-
ten-Block auszuwählen und innerhalb des Daten-
Moduls zu positionieren und in dieses einzubinden,
und eine Vielzahl anderer geeigneter Weisen, dies
zu tun, sind möglich.) Nach dem Ziehen-und-Fallen-
lassen-Vorgang wird die ausgewählte Blockdefiniti-
on mit dem Entwurf-Daten-Modul verknüpft und ei-
ne entsprechende Instanz dieses Daten-Blocks für
das Entwurf-Daten-Modul wird erstellt und benannt.
In einem in Fig. 4D veranschaulichten Beispielsze-
nario befindet sich das Entwurf-Modul A1 in der Ent-
wicklung und sein entsprechendes Entwurf-Offline-
Datendiagramm wird auf der Datenstudio-Leinwand
245 angezeigt. Wie durch Anzeige 248c angezeigt,
hat das Modul A1 den Status „offline“. Der Benutzer
hat dem Entwurf-Modul A1 bereits die Blöcke A1–
B1, A1–B2 und A1–B3 hinzugefügt und mittels der
Drähte A1–W1 und A1–W2 verbunden. Der Benut-
zer hat die Bibliothek 252 mittels des Steuerelements
248m aufgerufen, Block B4 in der Bibliothek aufge-
rufen und Block B4 mittels Ziehen-und-Fallenlassen
der Leinwand 245 hinzugefügt (wie durch die gestri-
chelte Linie angezeigt) und wird nun die Instanz von
Block B4 als „A1–B4“ benennen. Nachdem die In-
stanz von Block B4 benannt wurde, kann der Benut-
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zer A1–B4 mit einem oder mehreren anderen Da-
ten-Blöcken des Entwurf-Moduls A1 mit Drähten mit-
einander verbinden. Beispielsweise kann der Benut-
zer den Cursor über einen Dateneingabe-Anschluss
von A1–B4 bewegen und durch einen Klick eine neue
Drahtverbindung zum ausgewählten Dateneingabe-
Anschluss zu erstellen. Der Benutzer kann dann den
gewünschten Datenausgabe-Anschluss einer ande-
ren Blockinstanz auf der Leinwand 245 anklicken,
um eine neue Drahtverbindung zu dem ausgewählten
Dateneingabe-Anschluss zu dem gewünschten Da-
tenausgabe-Anschluss zu erstellen und so die bei-
den Blockinstanzen miteinander zu verbinden. In ei-
nem anderen Beispiel kann der Benutzer den Cur-
sor über einen Datenausgabe-Anschluss einer ande-
ren Blockinstanz bewegen, mit einem Klick eine neue
Drahtverbindung zu dem ausgewählten Datenausga-
be-Anschluss erstellen und dann mit einem Klick auf
den gewünschten Dateneingabe-Anschluss von A1–
B4 eine neue Drahtverbindung erstellen. Natürlich
kann jede geeignete Benutzer-Steuerungsmethode
zur Erstellung von Drahtverbindungen zwischen Blo-
ckinstanzen verwendet werden.

[0187] Auf der Datenstudio-Leinwand 245 kann der
Benutzer Werte vorgegebener Eigenschaften eines
Blocks für eine bestimmte Blockinstanz verändern.
Zur Veranschaulichung stellt Fig. 4E einen Teil der
Datenstudio-Leinwand 245 dar, auf der ein Entwurf-
Daten-Modul B1 entwickelt wird. Zwei in einem Ent-
wurf-Modul B1 enthaltene Blockinstanzen wurden auf
der Leinwand 245 positioniert und miteinander ver-
bunden, d. h. B1-FülleNaN und B1-PCA. B1–FülleN-
aN empfängt seinen Eingabedatensatz von einer in
Fig. 4E nicht angezeigten Datenquelle und B1-PCA
stellt entsprechenden Verbraucher- oder Empfänger-
Blöcken (ebenfalls nicht angezeigt) zwei Datenaus-
gaben „Modell“ 280a und „Punktzahl“ 280b bereit.
Der Benutzer hat kenntlich gemacht, dass er oder
sie die Werte der der Blockinstanz B1-PCA entspre-
chenden Block-Definitioneneigenschaften verändern
möchte (z. B. durch Bewegen des Cursors über die
Blockinstanz B1–PCA, durch Doppelklicken auf den
Block B1–PCA oder durch Nutzung einer beliebi-
gen sonstigen geeigneten Benutzer-Steuerungsme-
thode). Als Folge der Betätigung des Benutzer-Steu-
erelements ist ein Fenster 282 mit einer Liste der
der PCA-Block-Definitionen entsprechenden festge-
legten Eigenschaften erschienen (z. B. als schwe-
bende Dialogbox, Überlagerungsfenster oder eine
sonstige geeignete Darstellung). Ein Benutzer kann
nun die Werte der verschiedenen Block-Eigenschaf-
ten von B1-PCA wie gewünscht über das Fenster 282
verändern.

[0188] Wie bereits beschrieben werden die Eigen-
schaften jedes Daten-Blocks (sofern vorhanden)
über die jeweiligen in der Block-Definitionenbiblio-
thek 252 gespeicherten Block-Definitionen festge-
legt. Veranschaulichende (jedoch nicht beschränken-

de) Beispiele von Block-Definitionen und ihrer jewei-
ligen Eigenschaften werden in Fig. 4F–Fig. 4H ge-
zeigt. Es versteht sich, dass die Block-Definitionenbi-
bliothek 252 ein oder mehrere der in Fig. 4F–Fig. 4H
gezeigten Block-Definitionenbeispiele, keine dieser
Block-Definitionenbeispiele und/oder andere Block-
Definitionen enthalten kann. Weiterhin können die
Anzahl, die Typen und die voreingestellten Werte der
Eigenschaften der in Fig. 4F–Fig. 4H gezeigten ein-
zelnen Block-Definitionenbeispiele ebenfalls von den
hier beschriebenen Beispielen abweichen.

[0189] In Fig. 4F wird eine Daten-Block-Defini-
tionenvorlage eines „LadeDB“-Daten-Blocks 285a
durch die VDE-Benutzeroberflächenanwendung dar-
gestellt, z. B. als Ergebnis eines Ziehens der La-
deDB-Blockdefinition aus der Bibliothek 252 auf die
Leinwand 245 durch einen Benutzer und der an-
schließenden Kenntlichmachung, dass er oder sie
die Block-Eigenschaften-Werte des LadeDB-Daten-
Blocks 285a betrachten und/oder verändern möch-
te, um eine bestimmte Instanz des Blocks 285a
zu erstellen. Die Aktion oder Funktion, die der La-
deDB-Block 285a innerhalb des Offline-Diagramms
eines Daten-Modells durchführt, umfasst das Laden
(oder Erlangen der Inhalte in sonstiger Weise) ei-
nes bestimmten Datensatz, mit dem das Daten-Mo-
dell arbeiten soll. Beispielsweise kann der bestimm-
te Eingabe-Datensatz aus einer Datenbank oder ei-
ner Datei geladen oder erlangt werden. Der Benut-
zer ist in der Lage, den bestimmten in das Daten-
Modell zu ladenden Eingabe-Datensatz durch Einga-
be des gewünschten Namens, der Markierung oder
des Wertes in das DatenbankName-Eigenschaften-
Feld 285b und DatenSatz-Eigenschaften-Feld 285c
zu kennzeichnen, z. B. mittels Auswahlmenü, Su-
che und Auswahl (z. B. einer Prozesssteuerungsda-
tenbank oder einer anderen mit dem Prozesssteue-
rungssystem verknüpften Datenbank), Freitexteinga-
be etc. Beispielsweise kann ein Benutzer einen ge-
wünschten DatenbankNamen 285b aus einem Aus-
wahlmenü auswählen, wobei die Auswahl der ge-
wünschten Datenbank 285b zur Bereitstellung eines
entsprechenden Auswahlmenüs für das DatenSatz-
Feld 285c führt, welches nur die Datensätze 285c
der ausgewählten/festgelegten Datenbank 285b ent-
hält. Der LadeDB-Block 285a enthält auch ein Zeich-
nen-Eigenschaften-Feld 285d, das in seiner Umset-
zung einer Boole'schen Markierung entspricht, de-
ren Wert anzeigt, ob eine Zeichnung eines Daten-
satzes 285c aus der Datenbank 285b erzeugt/dar-
gestellt werden soll oder nicht, wenn die LadeDB-
Blockinstanz bewertet wird. Sofern Zeichnen 285d
auf „ja“ gesetzt ist, würde nach der Block-Bewertung
eine Zeichnung des geladenen Datensatzes 285c
in der grafischen Darstellung der auf der Leinwand
245 angezeigten LadeDB-Blockinstanz gezeigt wer-
den, z. B. im Block-Ergebnis-Anzeige-Areal 212 der
LadeDB-Blockinstanz. Für den LadeDB-Block 285a
ist die Zeichnen-Eigenschaft 285d optional und des-
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sen Wert auf „nein“ voreingestellt (z. B. es soll keine
Zeichnung der geladenen Eingabedaten erzeugt/dar-
gestellt werden, während der Block bewertet wird).
Nachdem der Benutzer alle gewünschten Werte in
die Eigenschaften-Felder 285b, 285c und 285d des
LadeDB-Daten-Blocks 285a eingegeben hat, kann
der Benutzer die geänderten Eigenschaften-Werte
speichern und somit die LadeDB-Daten-Blockvorla-
ge 285a konfigurieren, um eine bestimmte Instanz
des Lade-DB-Daten-Blocks 285a, die in dem Daten-
Modell, das der Benutzer grade erstellt/entwickelt,
verwendet werden soll. Der Benutzer kann eine be-
stimmte Instanz benennen, z. B. durch Eingabe ei-
nes gewünschten Namens (z. B. „LadeDB-1“) in das
Block-Namensfeld 210 der auf der Leinwand 245 an-
gezeigten Blockinstanz.

[0190] Fig. 4G veranschaulicht eine Daten-Block-
Definitionenvorlage eines von der VDE-Benutzer-
oberflächenanwendung dargestellten „Spalten“-Da-
ten-Blocks 286a. Eine bestimmte Instanz eines Spal-
ten-Daten-Blocks 286a extrahiert oder erlangt aus-
gewählte Gruppen von Daten aus einem geladenen/
erlangten Datensatz (hier als „Spalte“ von Daten be-
zeichnet oder als durch eine „Markierung“ referen-
zierte Daten), wie durch seine Eigenschaften-Werte
des AusgewählteSpalten-Eigenschaften-Felds 286b
vorgegeben. Beispielsweise empfängt ein Spalten-
Daten-Block 286a einen Datensatz (oder einen Hin-
weis darauf, wie einen Zeiger, Anzeiger oder ei-
nen sonstigen Bezug auf den Datensatz) über sei-
nen Dateneingabe-Anschluss, z. B. von einer In-
stanz eines LadeDB-Daten-Blocks 285a. Das Aus-
gewählteSpalten-Eigenschaften-Feld 286b des Spal-
ten-Daten-Blocks 286 ermöglicht dem Benutzer, ei-
ne oder mehrere Spalten, Markierungen oder sons-
tige Teile des Eingabe-Datensatzes auszuwählen,
die der Benutzer für eine Bearbeitung durch ande-
re Blöcke des Daten-Modells nutzen möchte. Bei-
spielsweise scrollt der Benutzer wie in Fig. 4G grade
durch eine Liste mit Markierungen von DatensatzA
und hebt gewünschte Markierungen hervor. Üblicher-
weise (jedoch nicht notwendigerweise) sind die aus-
gewählten Spalten oder Markierungen eine Teilmen-
ge der gesamten im Eingabe-Datensatz enthaltenen
Spalten oder Markierungen. Ein Benutzer kann die
Spalten- oder Markierungsauswahl 286b (und ande-
re Block-Eigenschaften, sofern vorhanden) speichern
und somit den Spalten-Daten-Block 286a konfigurie-
ren, um eine bestimmte Instanz zu erstellen, z. B.
die bestimmte Instanz, die im Daten-Modell verwen-
det werden soll, das der Benutzer grade erstellt/ent-
wickelt. Der Benutzer kann die bestimmte Instanz der
Spalten 286a benennen, z. B. durch Eingabe eines
gewünschten Namens in dessen Block-Namensfeld
210.

[0191] Fig. 4H veranschaulicht eine Daten-Block-
Definitionenvorlage eines von der VDE-Benutzer-
oberflächenanwendung dargestellten PCA_NIPALS-

Daten-Blocks 287a. Der PCA-NIPALS-Daten-Block
287a führt eine Hauptkomponentenanalyse (Principal
Components Analysis – PCA) und einen nichtlinea-
re iterative Partial-Least-Squares-(Partielle Kleinste
Quadrate)-Vorgang mit einem Satz an Daten durch.
Beispielsweise kann der PCA_NIPALS-Daten-Block
287a über seinen Dateneingabe-Anschluss die Spal-
ten oder Markierungen (oder Hinweise oder Bezü-
ge darauf) von durch eine Instanz des Spalten-Da-
ten-Blocks 286a bestimmten Daten empfangen. In ei-
nem anderen Beispiel kann der PCA_NIPALS-Daten-
Block 287a über seinen Dateneingabe-Anschluss ei-
nen gesamten Datensatz (oder einen Hinweis darauf
oder einen Bezug darauf) empfangen, der zur Ver-
wendung durch das Daten-Modell durch einen La-
deDB-Daten-Block 285a geladen wurde. Die Vorlage
des PCA_NIPALS-Blocks 287a ermöglicht dem Be-
nutzer, sofern gewünscht, eine Reihe Komponenten
287b der PCA und/oder eines statistischen Sicher-
heitsniveaus 287c auszuwählen. Beide Eigenschaf-
ten-Felder 287b und 287c sind optional für den PCA_
NIPALS-Block 287a und können auf ihre voreinge-
stellten Werte (die z. B. in der Block-Definition des
PCA_NIPALS festgelegt sind) oder auf Null gesetzt
werden. In dem in Fig. 4H gezeigten Beispielszena-
rio hat der Benutzer angezeigt, dass die aktuelle In-
stanz des PCA_NIPALS so konfiguriert werden soll,
dass zwei Komponenten 287b und mindestens ein
statistisches Sicherheitsniveau 287c von 95 % er-
zeugt werden. Die PCA_NIPALS-Daten-Block-Vorla-
ge 287a kann so konfiguriert werden (mit oder oh-
ne geänderten Eigenschaften-Werten), dass eine be-
stimmte Instanz erstellt wird, die in dem Daten-Mo-
dell verwendet werden soll, das der Benutzer grade
erstellt/entwickelt, wobei der Benutzer die bestimmte
Instanz benennen kann, z. B. durch Eingabe eines
gewünschten Namens in dessen Block-Namensfeld
210.

[0192] Einige Daten-Block-Typen sind Verbraucher-
oder Empfänger-Daten-Blöcke, die mit von einem
vorangegangenen Block erzeugten Ausgangsdaten
arbeiten. Diese Verbraucher-Daten-Block-Typen er-
fordern möglicherweise eine Bewertung des voran-
gegangenen Blocks, damit die Verbraucher-Daten-
Blöcke konfiguriert werden können. Wenn beispiels-
weise eine Instanz eines LadeDB-Blocks 485a ver-
drahtet ist, um Daten an eine Instanz eines Spalten-
Blocks 486a bereitzustellen, so würde eine Bewer-
tung des LadeDB-Blockinstanz 485 den Datensatz
bereitstellen, aus dem der Benutzer bestimmte Spal-
ten oder Markierungen auswählen kann, um die Spal-
ten-Blockinstanz 486a zu konfigurieren.

[0193] Wenn wir uns der Bewertung von Offline-Da-
ten-Blöcken zuwenden, so kann ein Offline-Daten-
Modul, während es entwickelt wird, wiederholt bewer-
tet werden und muss nicht fertiggestellt sein, bevor es
bewertet werden kann. Als solches kann die Bewer-
tung eines Offline-Daten-Modul asynchron erfolgen,
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sodass ein Benutzer in der Lage ist, Teile eines Ent-
wurf-Daten-Moduls zu bewerten, das Entwurf-Daten-
Modul je nach Bewertung zu verändern, neu zu be-
werten, erneut zu verändern, erneut neu zu bewer-
ten etc. Beispielsweise kann ein Benutzer einen ers-
ten Daten-Block für das Daten-Modul erstellen, den
einzelnen Daten-Block bewerten, dann einen zwei-
ten Daten-Block mit dem ersten Daten-Block verbin-
den, nur den zweiten Daten-Block bewerten (oder so-
wohl den ersten als auch den zweiten Daten-Block
als Ganzes bewerten), vier weitere Daten-Blöcke hin-
zufügen, nur die neu hinzugefügten Daten-Blöcke be-
werten (oder alle sechs Daten-Blöcke als Ganzes be-
werten) etc. Das heißt, dass sobald dem Arbeitsda-
tendiagramm eines Offline- oder Entwurf-Daten-Mo-
duls eine gewünschte Anzahl an Daten-Blockinstan-
zen und/oder zugehörigen Drähten hinzugefügt wur-
de, kann das auf der Leinwand 245 dargestellte Mo-
dule (oder ein Teil dessen) bewertet werden, bei-
spielsweise durch Betätigung des Bewertungs-Be-
nutzer-Steuerelements 248i in der Navigationsleis-
te 242. Wenn beispielsweise ein Benutzer die Ge-
samtheit der auf der Leinwand 245 dargestellten Blö-
cke und Drähte bewerten will, so kann der Benutzer
einfach das Benutzer-Steuerelement 248i bewerten.
Wenn andererseits der Benutzer nur eine Teilmenge
der auf der Leinwand 245 dargestellten Blöcke und
Drähte bewerten will, so kann der Benutzer die ge-
wünschten Blöcke und/oder Drähte auswählen (z. B.
durch Anklicken, Ziehen einer Markierungsschlinge
oder eine sonstige geeignete Methode) und dann das
Steuerelement 248i betätigen, um den ausgewählten
Satz Blöcke und Drähte zu bewerten.

[0194] Fig. 4I veranschaulicht ein Beispiel, wie ein
Offline-Datendiagramm 288 bewertet werden kann.
Während das Offline-Datendiagramm 288 erstellt
oder entwickelt wird, wird eine auf der Datenstudio-
Leinwand 245 angezeigte Darstellung seiner Blöcke
und Drähte in eine Transport-Datei oder ein -Doku-
ment 290 gespeichert (hier auch als „Konfigurations-
datei“ bezeichnet), welche in einem kompakten Aus-
tauschformat wie JSON (Java Script Object Notati-
on) oder einem sonstigen gewünschten Format vor-
liegt. Als solches ist das grafische Offline-Datendia-
gramm 288 an die Transportspeicher-Datei oder das
-Dokument 290 gebunden. Wenn der Benutzer an-
zeigt, dass er oder sie das Offline-Datendiagramm
288 oder einen Teil dessen bewerten möchte (z. B.
durch Betätigen des Benutzer-Steuerelements 248i),
so wird die Transport-Datei oder das -Dokument 290
in eine Sprache der Zielausführungsumgebung kom-
piliert, wodurch ausführbarer Code 292 für das Da-
tendiagramm 288 erzeugt wird. In einer Ausführungs-
form kann die Transport-Datei oder das – Dokument
290 in mehrere Teile aufgeteilt werden, von denen je-
der Teil in eine andere Zielsprache, die in verschie-
denen Zielumgebungen (z. B. können mehrere Stü-
cke oder Segmente ausführbaren Codes 292 von
verschiedenen Zielsprachen aus der Transportspei-

cher-Datei oder des – Dokuments 290 erzeugt wer-
den) ausgeführt werden kann, kompiliert wird. Nach-
dem der ausführbare Code 292 des Offline-Daten-
diagramms 288 erzeugt wurde, wird ein Prozess er-
stellt, um die Ausführung des Codes 292 zu verwalten
und zu koordinieren, was über verschiedene Zielum-
gebungen hinweg und/oder durch verschiedene Pro-
zessoren erfolgen kann oder nicht.

[0195] Während verschiedene Blöcke des Offline-
Datendiagramms 285 ausgeführt oder bewertet wer-
den, kann der Prozess Rückmeldung an das Daten-
studio senden. Beispielsweise aktualisiert das Da-
tenstudio auf Grundlage der Rückmeldung aus dem
Prozess die entsprechenden Statusanzeigen 208 der
einzelnen Blöcke des Offline-Diagramms 285, um an-
zuzeigen, ob der Block grade kompiliert oder bewer-
tet wird, die Bewertung erfolgreich abgeschlossen
oder die Bewertung nicht erfolgreich abgeschlossen
wurde (z. B. fehlgeschlagen). In der Tat kann wäh-
rend des gesamten in Fig. 4I veranschaulichten Kom-
pilierungs- und Ausführungsvorgangs Rückmeldung
an das Datenstudio gegeben werden und in der Be-
nutzeroberfläche angezeigt werden. Beispielsweise
aktualisiert das Datenstudio auf der Grundlage der
Rückmeldung aus dem Prozess die Modul-Statusan-
zeige 248k und/oder die Offline-Statusanzeige 248c,
um anzuzeigen, ob das Modul als Ganzes grade ei-
ner Kompilierung oder einer Bewertung unterzogen
wird, die Bewertung erfolgreich abgeschlossen wur-
de oder die Bewertung nicht erfolgreich abgeschlos-
sen wurde.

[0196] In der VDE-Benutzeroberflächenanwendung
werden die zur Bewertung der Offline-Daten-Blö-
cke, Diagramme und Module verwendete Infrastruk-
tur und Aktionen von den Datenauswertungsdiensten
bereitgestellten. Beispielsweise ruft die Betätigung
des Bewertungs-Benutzer-Steuerelements 248i die
Datenauswertungsdienste auf, um eine Bewertung
des Offline-Daten-Blocks, Diagramms oder Moduls
durchzuführen, dass gerade auf der Leinwand 245
entwickelt wird, das z. B. mehrfache verschiede-
ne Backend-Plattformen verwendet (z. B. mehrfa-
che verschiedene Zielsprachen, Kompilierer, Pro-
zessoren und/oder Zielumgebungen). Dementspre-
chend schirmt die VDE-Benutzeroberflächenanwen-
dung Benutzer von der Notwendigkeit ab, sich über
die verwendeten Backend-Plattformen zur Umset-
zung von Daten-Blöcken, Diagrammen oder Modu-
len Gedanken zu machen (oder Kenntnisse zu besit-
zen). Das heißt, ein Benutzer kann die Datenstudio-
und Zentrale-Schaltstelle-Funktionen (z. B. die Da-
ten-Block-Definitionenbibliothek 252, die Leinwand
245 oder zugehörige Benutzer-Steuerelemente) nicht
nur, um Daten-Module mit Datendiagrammen zu ge-
stalten oder zu konstruieren, nutzen, sondern auch
seine Gestaltungen in Echtzeit und unabhängig von
den Backend-Plattformen, die „hinter den Kulissen“
von den Datenauswertungsdiensten verwaltet wer-
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den. Darüber hinaus ermöglicht die VDE-Benutzer-
oberflächenanwendung in vorteilhafter Weise das
Hinzufügen und/oder Löschen zusätzlicher Backend-
Plattformen und/oder Komponenten, ohne die benut-
zerorientierte Daten-Modul-Gestaltung, Bewertung,
Prüfung oder Einsatzfunktionen zu beeinflussen.

[0197] Eine nähere Beschreibung der Datenauswer-
tungsdienste und deren Unterstützung der Auswer-
tung erfolgt in einem späteren Abschnitt.

[0198] In Bezug auf Fig. 4A kann wie bereits be-
schrieben die Bewertung eines Daten-Moduls im Off-
line-Modus ein schrittweiser Vorgang sein. Während
ein Benutzer Blöcke für ein Entwurf-Daten-Modul hin-
zufügt und konfiguriert, kann der Benutzer die hin-
zugefügten Blöcke bewerten, wobei der Status je-
des einzelnen Blocks durch sein jeweiliges Status-
Symbol dargestellt wird (z. B. die in Fig. 4A gezeig-
te Anzeige 208). In Situationen, in denen die Bewer-
tung des Blocks nicht erfolgreich oder fehlgeschlagen
ist, kann der Benutzer Einzelheiten zum Fehlschlag
erhalten (z. B. durch Auswahl oder Anklicken eines
„Fehlgeschlagen“-Statusanzeigers 208), sodass sich
der Benutzer mit den Punkten, die zum Fehlschlag
geführt haben, befassen kann. In Situationen, in de-
nen die Bewertung erfolgreich war, kann der Be-
nutzer die Ergebnisse der Block-Bewertung betrach-
ten, z. B. durch Auswählen oder Anklicken des zum
Block gehörenden Block-Ergebnisse-Anzeigen-Sym-
bols 212. In einer Ausführungsform kann ein mo-
daler oder Bildliche-Darstellung-Dialog erscheinen,
wenn ein Benutzer „Block-Ergebnisse anzeigen“ 212
auswählt (z. B. als Überlagerungsfenster, schweben-
des Dialogfenster oder in einem sonstigen geeigne-
ten Format) und der Benutzer kann die verschiede-
nen bildlichen Darstellungen betrachten und erkun-
den, um die Daten-Block-Ergebnisse anzuschauen.

[0199] In der Tat kann der Daten-Block, während er
ausgeführt oder bewertet wird, beliebige für den Be-
nutzer hilfreiche Ergebnisarten oder Ergebnisse spei-
chern, um die Auswirkung/-en des Daten-Blocks, der
mit Daten arbeitet, die an ihn übertragen wurden (z.
B. über einen Draht und Dateneingabe-Anschluss)
festzustellen. Die Arten der gespeicherten Ergebnis-
se sind üblicher blockspezifisch (und in einigen Fäl-
len blockinstanzenspezifisch) und können von einem
Block-Entwickler festgelegt oder bestimmt werden.
Die Ergebnisse können dem Benutzer über das mo-
dale oder Bildliche-Darstellung-Dialogfenster ange-
zeigt werden.

[0200]  Zusätzlich zu den block- und/oder blockin-
stanzenspezifischen Ergebnissen kann die VDE-Be-
nutzeroberflächenanwendung bildliche Standarddar-
stellungen bereitstellen, die auf einen (und in einigen
Fällen die meisten oder sogar alle) der Daten-Blöcke
anwendbar sind. Beispielsweise kann während der
Ausführung eines Blocks ein Standardsatz verschie-

dener Statistiken zum Zustand der Daten bei Been-
digung der Ausführung des Blocks gesammelt wer-
den, sodass für jede Spalte, Markierung oder einem
Teil des Datensatzes, der Durchschnitt, die Standard-
abweichung oder sonstige derartige Statistiken be-
rechnet und zusammen mit dem entstandenen Da-
tensatz gespeichert werden können. Wenn der Bild-
liche-Darstellung-Dialog einer bestimmten Blockin-
stanz angezeigt wird (z. B. durch Betätigen des ent-
sprechenden Benutzer-Steuerelements 212), wer-
den der berechnete Standardsatz der Statistiken für
jede Spalte, Markierung oder einem Teil davon aus
dem Datenspeicher abgerufen und dem Benutzer
angezeigt. Der Benutzer kann dann die ihn inter-
essierenden Spalten/Markierungen/Teile auswählen
und vom Datenstudio die Erzeugung entsprechender
Grafiken oder sonstiger bildhafter Darstellungen an-
fordern, die die Statistik der besagten Spalten/Mar-
kierungen/Teile wiedergeben (z. B. Liniendiagramm,
Streudiagramm, Histogramm, Datengitter, Datenzu-
sammenfassungsgitter, berechnete Statistiken und
Histogramme, die die Verteilung der Daten anzeigen
etc.). In einer Ausführungsform werden die Statisti-
ken und der Datensatz unabhängig voneinander ge-
speichert, da eine Speicherung der Statistiken unab-
hängig von dem erzeugten Datensatz der VDE-Be-
nutzeroberflächenanwendung in vorteilhafter Weise
ermöglicht, nur die erforderliche Datenmenge in den
Browser zu laden.

[0201] Eine Beispielarchitektur 300 zur Anzeige von
Standard- und benutzerdefinierten bildlichen Darstel-
lungen wird in Fig. 4J gezeigt. In der Beispielarchi-
tektur 300 wird der Daten-Block-Code für „Block1“
302 ausgeführt und der sich daraus ergebende Da-
tensatz 305, die berechneten Standardstatistik- und
sonstigen bildlichen Darstellungen 308 und Block1-
spezifischen Ergebnisse 310 werden erzeugt und in
einem lokalen oder entfernten von der VDE-Benut-
zeroberflächenanwendung verwalteten Speicherare-
al 312 gespeichert. In einer Datenstudio-Instanz 315
(z. B. einem Browser-Fenster) werden nach Auswahl
des auf der Block1-Grafik angezeigten „Block-Ergeb-
nisse anzeigen“-Benutzer-Steuerelements 212 durch
den Benutzer die berechneten Statistiken 308 (z. B.
der Standardsatz und/oder eine beliebige benutzer-
definierte bildliche Darstellung) von Block1 in die Da-
tenstudio-Instanz 315 geladen 318, und der Benut-
zer kann die ihn interessierenden gewünschten Spal-
ten, Markierungen oder Teile auswählen. Nach Aus-
wahl der gewünschten Spalten/Markierungen/Teile
von Block1 durch den Benutzer werden die entspre-
chenden Daten in die Datenstudio-Instanz 315 zur
Betrachtung und Erkundung durch den Benutzer ge-
laden 320.

[0202] Mit der Zeit können mit der Konfiguration
mehrfacher Daten-Module gemeinsame Muster für
Block-Konfigurationen und -Verwendung auftauchen,
z. B. innerhalb desselben Prozesssteuerungssys-
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tems 5 und/oder über ein Unternehmen hinweg,
das über mehrere Prozesssteuerungssysteme ver-
fügt. Falls derartige Gemeinsamkeiten erkannt wer-
den, kann es wünschenswert sein, einen Satz be-
stimmter Daten-Blöcke zu gruppieren, um einen neu-
en Block zu bilden, der das gemeinsame Verhalten
einkapselt, z. B. ein zusammengesetzter Block. In ei-
nigen Fällen kann es wünschenswert sein, einen ein-
heitlichen benutzerdefinierten Block festzulegen, z.
B. wenn sich im Laufe der Zeit ein Satz bestimmter
Eigenschaften-Werte immer wieder wiederholt oder
wenn ein Benutzer eine benutzerdefinierte Datenbe-
arbeitung oder -funktion festlegen möchte. Benutzer-
definierte und/oder zusammengesetzte Blöcke kön-
nen erstellt und in der Bibliothek 252 gespeichert wer-
den, sodass sie zur Verwendung in anderen Daten-
Modulen zur Verfügung stehen sind. Ein Beispielsze-
nario 330 zur Veranschaulichung der Erstellung ei-
nes zusammengesetzten Blocks wird in Fig. 4K ge-
zeigt. In einem Datendiagramm 332 wählt ein Benut-
zer zwei einheitliche Daten-Blöcke mit einer bestimm-
ten Beziehung aus (z. B. „FülleNaN“ und „Skalieren“)
335, um einen neuen zusammengesetzten Block zu
bilden. Mittels eines vom Datenstudio bereitgestell-
ten modalen Dialogfensters, Überlagerungsfensters
oder einer sonstigen geeigneten Schnittstelle kon-
figuriert oder legt der Benutzer den neuen zusam-
mengesetzten Block mit einem gewünschten Namen
„Fülle & Skaliere“ fest und speichert den neuen zu-
sammengesetzten „Fülle & Skaliere“-Block in der Da-
ten-Block-Definitionenbibliothek 252 (Bezugszeichen
338). Nach Festlegung und Speicherung des „Fülle
& Skaliere“-Blocks kann dieser zu einem beliebigen
Zeitpunkt in ein anderes Datendiagramm 339 anstel-
le der eigenständigen „FülleNaN“- und „Skaliere“-Da-
ten-Blöcke eingefügt werden.

[0203] Fig. 4L zeigt ein Beispiel-Offline-Datendia-
gramm 340, welches einige der vorstehend be-
schriebenen Funktionen und Prinzipien veranschau-
licht und hier mit gleichzeitigem Bezug auf Fig. 4A,
Fig. 4B, und Fig. 4F–Fig. 4H beschrieben wird. In
Fig. 4L wurde von einem Benutzer ein Beispiel-Off-
line-Datendiagramm 340 auf der Leinwand 245 des
Datenstudios erstellt. Genauer gesagt hat der Benut-
zer die Block-Definitionenbibliothek 252 aufgerufen,
z. B. durch Betätigen des Steuerelements 248m auf
der Leinwand 245 und eine LadeDB-Block-Vorlage
285a auf die Leinwand 245 gezogen und fallengelas-
sen. Weiterhin hat der Benutzer diese bestimmte In-
stanz des LadeDB-Blocks 285a als „LadeDB4M“ (Be-
zugszeichen 342a) benannt und die LadeDB4M-
Blockinstanz 342 so konfiguriert, dass sie Daten-
satz4 aus Datenbank M lädt, z. B. durch Einstel-
len der Eigenschaften-Werte in den Feldern 285c
und 285b des LadeDB4M-Blocks 342a. Zusätzlich
hat der Benutzer, auch wenn dies nicht ausdrück-
lich in Fig. 4L gezeigt wird, die Zeichnen-Eigenschaft
285d des LadeDB4M 342a auf „Wahr“ eingestellt,
sodass bei Bewertung des Blocks LadeDB4M 342a,

eine Zeichnung des geladenen Datensatz4 erzeugt
und im Block-Ergebnisse-Anzeigen-Feld 212a des
LadeDB4M-Blocks 342a angezeigt wird.

[0204]  Nachdem der Benutzer die LadeDB4M-Blo-
ckinstanz 342a konfiguriert hat, hat der Benutzer
zwei Empfänger-Spalten-Blockinstanzen 342b und
342c mit der Datenausgabe der LadeDB4M-Block-
instanz 342a verbunden. Beispielsweise hat der Be-
nutzer zwei verschiedene Instanzen der Spalten-Da-
ten-Block-Vorlage 286a auf die Leinwand 245 ge-
zogen und fallengelassen und die Instanzen jeweils
als „Spalten X“ (Bezugszeichen 342b) und „Spalten
Y“ (Bezugszeichen 342c) benannt. Weiterhin hat der
Benutzer die jeweiligen Dateneingaben des Spalten-
X-Blocks 342b und Spalten-Y-Blocks 342c mit der
Datenausgabe des LadeDB4M-Blocks 342a mittels
verbindender Drähte verbunden.

[0205] Der Benutzer hat ebenfalls den Spalten-
X-Block 342b und den Spalten-Y-Block 342c auf
Grundlage der Bewertung des LadeDB4M-Blocks
342a konfiguriert. Insbesondere hat der Benutzer zu-
erst den LadeDB4M-Block 342a bewertet (z. B. durch
Auswählen des Bildes des Blocks 342a auf der Lein-
wand 245 und Betätigen des „Bewerten“-Benutzer-
Steuerelements 248i), und dadurch die Kompilierung
und Ausführung des Ladens oder Erlangens von Da-
tensatz4 aus Datenbank M durch LadeDB4M-Block
342a ausgelöst. Da die Zeichnen-Eigenschaft des
LadeDB4M-Block 342a auf „Wahr“ gesetzt wurde, hat
die Bewertung des LadeDB4M-Blocks 342a außer-
dem die Anzeige einer Zeichnung des geladenen Da-
tensatz4 ausgelöst, z. B. im Block-Ergebnisse-Anzei-
gen Feld 202a des LadeDB4M-Blocks 342a (nicht
in Fig. 4L gezeigt). Mittels dieser Zeichnung hat der
Benutzer verschiedene Spalten, Markierungen oder
Untergruppierungen von Daten innerhalb von Daten-
satz4 betrachtet und erkundet und anschließend den
Spalten-X-Block 342b so konfiguriert, dass er Unter-
gruppen oder Spalten von Daten mit der Beschrif-
tung oder Markierung „X“ in Datensatz4 empfängt
und den Spalten-Y-Block 342c so konfiguriert, dass
er Untergruppen oder Spalten von Daten mit der Be-
schriftung oder Markierung „Y“ in Datensatz4 emp-
fängt, z. B. durch das jeweilige Auswählen der richti-
gen Untergruppen-, Spalten- oder Markierungsanzei-
ge im Eigenschaften-Feld 286b der Spalten-Block-
vorlage 286a für jeden der Spalten-Blöcke 342b und
342c). Als solches führt eine Bewertung des Spal-
ten-X-Blocks 342b nur zum Laden oder zum Zugriff
auf Daten in Datensatz4 in Block 342b, die mit „X“
gekennzeichnet, beschriftet oder markiert sind, wäh-
rend eine Bewertung des Spalten-Y-Blocks 342C nur
zum Laden oder zum Zugriff auf Daten in Datensatz4
in Block 342c führt, die mit „Y“ gekennzeichnet, be-
schriftet oder markiert sind.

[0206] Der Benutzer hat auch einen Partial-Least-
Squares-(Partielle Kleinste Quadrate – PLS)-Block
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in das Offline-Datendiagramm 340 gezogen, fallen-
gelassen und konfiguriert. Insbesondere hat der Be-
nutzer die PLS-Blockinstanz 342d als „PLS4M_X_Y“
benannt und den PLS4M_X_Y-Block 342d so kon-
figuriert, dass er die Datenausgabe des Spalten-X-
Blocks 342b und die Datenausgabe des Spalten-
Y-Block 342c an seinen jeweiligen Dateneingaben
empfängt. Der PLS4M_X_Y-Block 342c bearbeitet
oder führt eine Partielle-Kleinste-Quadrate-Funktion,
-Aktion, -Algorithmus oder -Bearbeitung der durch
Spalten-X 342b und Spalten-Y 342c bereitgestell-
ten Daten durch, wobei das Ergebnis (z. B. ein ent-
sprechendes auf Grundlage der Beziehung zwischen
den Spalten-X- und Spalten-Y-Daten erzeugtes PLS-
Modell) über die Datenausgabe des PLS4M_X_Y-
Blocks 342d an einen Erkunde4M_X_Y-Block 342e
bereitgestellt wird. Ähnlich wie die anderen Blöcke
342a–342d ist der Erkunde4M_X_Y-Block 342e eine
Instanz einer entsprechenden Erkunden-Block-Defi-
nition, die der Benutzer auf die Leinwand 245 gezo-
gen und fallengelassen, benannt und konfiguriert hat.

[0207] Zusätzlich zu 342d und der Konfigurierung
des Erkunde4M_X_Y-Blocks 342e für den Empfang
der von PLSM4_X_Y-Block 342d erzeugten Daten-
ausgabe im Offline-Diagramm 340 hat der Benut-
zer den Erkunde4M_X_Y-Block 342e so konfiguriert,
dass er auch die direkte Datenausgabe des Spal-
ten-Y-Blocks 342c als Dateneingabe empfängt, z. B.
über einen Draht 342f. Diese Konfiguration ermög-
licht dem Erkunde4M_X_Y-Block 342e, den Benutzer
in die Lage zu versetzen, die Beziehung zwischen der
Datenausgabe von PLS4M_X_Y-Block 342c und der
Datenausgabe des Spalten-Y-Blocks 342c zu erkun-
den, z. B. durch Anzeige einer oder mehrerer bild-
licher Darstellungen und/oder Statistiken. Beispiels-
weise enthält eine Datenausgabe des PLS4M_X_Y-
Blocks 342c üblicherweise eine oder mehrere Vor-
hersagewerte. Der Erkunde4M_X_Y-Block 342e er-
möglicht dem Benutzer einen Vergleich der in der
Datenausgabe des PLS4M_X_Y_Blocks 342c ent-
haltenen einen oder der mehreren Vorhersagewerte
mit den tatsächlichen Werten des Spalten-Y-Blocks
342c, z. B. zur Bestimmung, ob die Nutzung der Spal-
ten-X-Daten 342b im PLS4M_X_Y-Modell 342d hin-
reichend vorhersagend für die Spalten-Y-Daten 342c
sind.

[0208] Es ist zu beachten, dass in diesem Offline-
Datendiagramm weder der PLS4M_X_Y-Block 342d
noch der Erkunde4M_X_Y-Block 342e eine Bewer-
tung ihres oder ihrer unmittelbar vorangehenden
Blocks oder Blöcke erfordert, bevor ihre eigene Konfi-
guration abgeschlossen werden kann. Das heißt, die
Konfigurierung sowohl des PLS4M_X_Y-Blocks 342d
als auch des Erkunde4M_X_Y-Block 342e kann un-
abhängig von der Bewertung der anderen Blöcke und
jederzeit erfolgen. Da jedoch das Offline-Datendia-
gramm 340 einen oder mehrere Datenleitungsströ-
me darstellt, erfordert üblicherweise die Bewertung

eines nachgelagerten Daten-Blocks eine Bewertung
seines oder seiner vorgelagerten Daten-Blocks oder
Daten-Blöcke, bevor der nachgelagerte Daten-Block
bewertet werden kann (es sei denn, der empfan-
gende oder nachgelagerte Daten-Block empfängt ei-
nen Test- oder Schein-Eingabedatensatz, der ledig-
lich dem Zweck der Blockbewertung dient). Tatsäch-
lich konfiguriert in einigen Szenarien ein Benutzer
ein gesamtes Offline-Datendiagramm 340 als Gan-
zes und/oder kann ein gesamtes Offline-Datendia-
gramm 340 als Ganzes bewerten, anstatt Block für
Block oder Teil für Teil.

2. Datenauswertungsstudio – Online-Daten-Module

[0209] Wenn wir nun zu Fig. 4B zurückgehen, wurde
dort ein Offline-Datendiagramm eines Daten-Modells
zur Zufriedenheit eines Benutzers im Datenstudio fer-
tiggestellt und bewertet, und das Offline-Datendia-
gramm kann in seine äquivalente Online-Form über-
setzt oder konvertiert werden. Zur Umwandlung eines
Offline-Datendiagramms in seine Online-Form kann
ein Benutzer das Online-Umschalt- oder Benutzer-
Steuerelement 248f in der Navigationsleiste 242 aus-
wählen oder betätigen und dadurch die Umwandlung
des Offline-Datendiagramms in sein Online-Gegen-
stück-Datendiagramm durch die VDE-Benutzerober-
flächenanwendung auslösen sowie die Anzeige des
Online-Datendiagramm des Daten-Modells auf der
Leinwand 245 auslösen. Bestimmte Offline-Daten-
Blöcke können über eine Online-Gegenstück-Defini-
tion verfügen (z. B. die Offline- und Online-Versionen
des „Lade“-Daten-Blocks), andere Offline-Daten-Blö-
cke erfordern möglicherweise kein unterschiedliches
Online-Gegenstück, sind jedoch in einem Online-Da-
ten-Modul enthalten (z. B. ein „FülleNaN“-Block oder
eine „PCA_NIPALS“-Block, während wiederum ande-
re Offline-Daten-Blöcke im Online-Daten-Modul weg-
gelassen werden (z. B. ein „Erkunde“-Block). Die
Infrastruktur und während einer Umwandlung eines
Offline-Diagramms in sein Online-Gegenstück durch-
geführten Aktionen werden von den Datenauswer-
tungsdiensten bereitgestellt. Beispielsweise ruft ei-
ne Betätigung des Benutzer-Steuerelements 248 die
Durchführung einer Umwandlung eines Offline-Da-
tendiagramm in sein entsprechendes Online-Daten-
diagramm durch die Datenauswertungsdienste auf.
Eine genauere Beschreibung, wie die Datenauswer-
tungsdienste die Umwandlung durchführen, erfolgt in
der nachstehenden Beschreibung der Datenauswer-
tungsdienste.

[0210]  Wenn das Online-Datendiagramm des Da-
ten-Modells auf der Leinwand 245 des Datenstudi-
os dargestellt wird, kann ein Benutzer das Online-
Daten-Modell konfigurieren. Üblicherweise beinhal-
tet die Konfigurierung des Online-Daten-Modells die
Kennzeichnung der Prozesssteuerungs-Echtdaten,
die sich auf die Steuerung des Prozesses beziehen,
der als Eingabe-Daten für das Online-Daten-Modul
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zu erlangen ist, z. B. durch Festlegen der Bindun-
gen, die das Online-Daten-Modul der entsprechen-
den Datenquelle der Eingabedaten zuordnen. Zu-
sätzlich kann eine Konfigurierung eines Online-Da-
ten-Moduls einen Verweis auf den Ort oder die Orte
und/oder Verbraucher beinhalten (z. B. durch Fest-
legen der Bindungen), an die vom Online-Daten-Mo-
dul erzeugte Ausgabedaten bereitgestellt werden sol-
len (z. B. eine oder mehrere Verbraucher-VDE und/
oder -anwendungen, Datenspeicher, Dateien, Histo-
riker, Prozesssteuerungsgeräte, Routinen, Elemen-
te, Komponenten etc.). Die Konfigurierung und/oder
Änderung von Daten-Blöcken, ihren jeweiligen Ei-
genschaften und Verbindungen von Online-Daten-
Modulen untereinander erfolgt in ähnlicher Weise wie
vorstehend in einer Ausführungsform hinsichtlich der
Offline-Daten-Module beschrieben.

[0211] Falls der Benutzer ein Problem oder eine
Fragestellung bezüglich eines Online-Daten-Moduls
erkennt oder in sonstiger Weise das Online-Daten-
Modul verändern möchte, kann der Benutzer das
Online-Daten-Modul umdrehen oder zurück in des-
sen Offline-Gegenstück schalten. z. B. durch Nut-
zung des Offline-Umschalt- oder Benutzer-Steuer-
elements 248d, und der Benutzer kann weiter das
Offline-Datendiagramm des Daten-Modells wie vor-
stehend beschrieben verändern und bewerten. An-
schließend wird, wenn der Benutzer das Offline-Da-
tendiagramm zurück in dessen Online-Gegenstück
dreht oder schaltet, das veränderte Offline-Datendia-
gramm in dessen entsprechendes Online-Datendia-
gramm des Daten-Modells umgewandelt.

[0212] Fig. 4M veranschaulicht das dem Beispiel-
Offline-Datendiagramm 340 aus Fig. 4L entspre-
chende Online-Datendiagramm 345, wobei Fig. 4M
nachstehend mit gleichzeitigem Bezug auf Fig. 4A,
Fig. 4B, Fig. 4F–Fig. 4H und Fig. 4L beschrieben
wird. In dem in Fig. 4M gezeigten Beispielszenario
hat der Benutzer entschieden, dass das Offline-Dia-
gramm 340 in Fig. 4L das Daten-Modell wie beab-
sichtigt oder gewünscht festlegt und dass das Da-
ten-Modell bereit für den Einsatz im Online-Prozess-
steuerungssystem ist. Als solches, hat der Benut-
zer während der Betrachtung des Offline-Datendia-
gramms 340 (z. B. wie in Fig. 4L gezeigt) den Online-
Umschalter 248f des Datenstudios betätigt und da-
durch das Offline-Datendiagramm 340 in dessen ent-
sprechendes Online-Datendiagramm 345 umgewan-
delt, welches auf der Leinwand 245 des Datenstudi-
os wie in Fig. 4M gezeigt dargestellt wird. Diese Um-
wandlung erfolgt durch die Datenauswertungsdiens-
te der VDE-Benutzeroberflächenanwendung, wobei
die jeweiligen von den Datenauswertungsdiensten
zur Durchführung dieser und anderer Umwandlungen
verwendeten Aktionen, Methoden und Architektur in
einem späteren Abschnitt genauer beschrieben wer-
den.

[0213] Es ist zu beachten, dass sich bei dem
Online-Datendiagramm 345 und Offline-Datendia-
gramm 340, obwohl beide Repräsentationen dessel-
ben Datenmodels sind, die Blöcke und Linien der bei-
den Datendiagramme 345, 340 voneinander unter-
scheiden. So wurde zum Beispiel die Datenpipeline
des Offline-Datendiagramms 340, die an der Aus-
gabe des LoadDB4M-Blocks 342a ihren Ausgang
nimmt, den Spalten-Y-Block 342e durchläuft und am
Eingang des Explore4M_X_Y-Blocks 342e endet, im
Online-Datendiagramm 345 weggelassen, da die Da-
tenpipeline im Offline-Datendiagramm 340 verwen-
det wurde, um den Offline-PLS4M_X_Y-Block 342d
zu testen und zu validieren, und sie nun, da die Ef-
fizienz des PLS4M_X_Y-Blocks 342d zur Zufrieden-
heit des Nutzers nachgewiesen wurde, in der On-
line-Umgebung nicht benötigt wird. Es ist möglich,
dass der Nutzer sich in einigen Ausführungsformen
entscheidet, diese Validierungsdatenpipeline im On-
line-Datendiagramm 345 zu verwenden, z. B. falls er
wünscht, dass das Testen und Validieren des Daten-
modells in der Online-Umgebung durchgehend erfol-
gen soll.

[0214] Ein weiterer Unterschied zwischen dem Off-
line-Datendiagramm 340 und dem Online-Datendia-
gramm 345 ist der LoadDB4M-Block. Im Offline-
Datendiagramm 340 ist der LoadDB4M-Block 342a
so konfiguriert, dass er Daten aus der Offline-Da-
tenquelle Dataset4 aus der Datenbank M lädt. Im
Online-Datendiagramm 345 wurde der LoadDB4M-
Block 347a dagegen in einen Block umgewandelt, der
sich mit einer Online-Datenquelle verbinden kann,
wie zum Beispiel eine Online-Streaming-Datenquelle
innerhalb der Prozessanlage 5. Der Nutzer kann den
LoadDB4M-Block 347a so konfigurieren, dass er an
eine gewünschte Online-Datenquelle gebunden wird,
wobei die Bindung bei der Kompilierung des konfigu-
rierten LoadDB4M-Blocks 347a instanziiert wird.

[0215] In dem Online-Datendiagramm 345 ähnelt
oder gleicht der Spalten-X-Block 347b im Allgemei-
nen seiner Offline-Form 342b. Wie jedoch bereits
erläutert, erhält die Online-Form des PLS4M_X_Y-
Blocks 347c nur die Eingangsdaten, die der PLS4M_
X_Y-Block 347c benötigt, um in der Online-Umge-
bung arbeiten zu können, d. h. die Ausgabedaten des
Spalten-X-Blocks 347b.

[0216] Des Weiteren gibt es in dem Online-Daten-
diagramm 345 kein Gegenstück zu dem Offline-
Explore4M_X_Y-Block 342e, da der Explore4M_X_Y-
Block 342e in der Offline-Umgebung verwendet wur-
de, um dem Nutzer einen Einblick zu gewähren, wie
gut die Ziele des Nutzers mit dem Entwurfsdatendia-
gramm 340 erreicht werden. In dem Online-Datendia-
gramm 345 werden die Ausgabedaten des PLS4M_
X_Y-Blocks 347c jedoch einem „Schreib“-Datenblock
347d bereitgestellt, bei dem es sich um eine Art Da-
tenverbraucher-Datenblock handelt. Der Schreib-Da-
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tenblock 347d bewirkt, dass die Echtzeit-Ausgabe-
daten des PLS4M_X_Y-Blocks 347c in der Online-
Umgebung in eine Datei oder Datenbank geschrie-
ben werden, die in der Konfiguration des Schreib-
Blocks 347c angegeben ist. Falls der Nutzer es
wünscht, könnten die Ausgabedaten des PLS4M_
X_Y-Blocks 347c natürlich zusätzlich oder ersatzwei-
se einem oder mehr anderen Datenverbrauchern des
Datenmodells bereitgestellt werden, indem die Aus-
gabe des PLS4M_X_Y-Blocks 347c und die Eingän-
ge der anderen Datenverbraucher-Blöcke unterein-
ander verbunden werden. So könnte der PLS4M_
X_Y-Block 347c zum Beispiel mit einem Veröffent-
lichungs-Block verbunden sein, so dass die Ausga-
be des PLS4M_X_Y-Blocks 347c in dem Datenanaly-
tik-Netzwerk 112 veröffentlicht und von anderen Da-
tenanalytik-Anwendungen verwendet werden kann.
In einem anderen Beispiel könnte der PLS4M_X_Y-
Block 347c mit einem Convert2Control-Block verbun-
den sein, so dass die Ausgabe des PLS4M_X_Y-
Blocks 347c eine Änderung im Online-Prozessleit-
system bewirkt. So kann ein Convert2Control-Block
zum Beispiel so konfiguriert sein, dass die Ausgabe-
daten des PLS4M_X_Y-Blocks 347c in ein Eingangs-
signal für eine Prozessleit-Funktion, eine Regelkreis
oder eine Anwendung innerhalb der Prozessanlage
5 umgewandelt werden, und bewirken, dass das Ein-
gangssignal dem entsprechenden Prozessleit-Sek-
tor, -Element, -Gerät oder der entsprechenden Pro-
zessleit-Komponente bereitgestellt wird.

3. Einsatz von Datenmodulen

[0217] Typischerweise werden Online-Datenmodu-
le nicht asynchron evaluiert, wie dies für Offline-Da-
tenmodule möglich ist. Stattdessen werden Online-
Datenmodule zunächst konfiguriert (z. B. an eine Li-
ve-Datenquelle und/oder einen oder mehr Datenver-
braucher/-empfänger gebunden) und werden dann
in ihrer Gesamtheit eingesetzt, um das Online-Pro-
zessleitsystem unterbrechungslos auszuführen und
mit ihm zu interagieren. Ein Nutzer kann ein Daten-
modul in einem Online-Prozessleitsystem zum Ein-
satz bringen, in dem er zum Beispiel auf der Naviga-
tionsleiste 242 ein Nutzer-Steuerelement 248j „ein-
setzen“ anklickt oder aktiviert und damit den Daten-
analytikdiensten mitteilt, dass diese den Einsatz des
Online-Datenmoduls abzuwickeln haben. Die Infra-
struktur und Aktionen, die für den Einsatz von Da-
tenmodulen verwendete werden, werden in der Be-
schreibung der Datenanalytikdienste detaillierter be-
schrieben. Im Allgemeinen gilt jedoch, dass ein On-
line-Datenmodul, wenn es zum Einsatz kommt, ei-
nem Komplierungs- und Ausführungsprozess folgt,
der dem eines Offline-Datenmoduls, das evaluiert
wird, wie z. B. in Fig. 4 dargestellt, folgt. Die Ziel-Um-
gebung(en) eines Online-Datenmoduls kann (kön-
nen) sich jedoch von der (den) Ziel-Umgebung(en)
seines (ihres) korrespondierenden Offline-Datenmo-
duls unterscheiden und Online-Datenmodule sind an

Live-Datenquellen innerhalb des Prozessleitsystems
oder der Prozessanlage gebunden.

[0218] In einer Ausführungsform unterstützt die
DDE-Nutzerschnittstellenanwendung einen Einsatz
durch einmaliges Anklicken. Dies bedeutet, dass ein
Nutzer, wenn ein Offline-Datenmodul zur Zufrieden-
heit des Nutzers konfiguriert wurde, keine Konvertie-
rung des Datenmoduls in seine Online-Repräsentati-
on und Konfigurierung der Bindungen für die Daten-
blöcke der Online-Repräsentation, die das Lesen und
Schreiben von Daten von Live-Datenquellen über-
nehmen, durchführen muss. Stattdessen werden bei
einem Einsatz durch einmaliges Anklicken nach der
Initiierung durch den Nutzer alle notwendigen Bin-
dungen für das jeweilige Datenmodul automatisch
von der DDE-Nutzerschnittstellenanwendung ermit-
telt und konfiguriert. In einem beispielhaften Szena-
rio kann ein Nutzer die Ausführung eines Datenmo-
duls einem bestimmten DCS-Controller zuweisen, z.
B. indem er ein vom Datenstudio bereitgestelltes Dia-
logfeld oder -fenster verwendet, das Informationen
zur Hierarchie des DCS-Systems aufruft. Der Nutzer
kann die Hierarchie durchgehen und das Datenmo-
dul entsprechend zuweisen. Die DDE-Nutzerschnitt-
stellenanwendung (z. B. das Datenstudio und/oder
die Datenanalytikdienste) verwendet daraufhin das
zugewiesene Prozessleitsystem-Element (in diesem
Szenario den bestimmten DCS-Controller), um au-
tomatisch die notwendigen Bindungen zu ermitteln.
Die für den Einsatz durch einmaliges Anklicken von
Datenmodulen verwendete(n) beispielhafte(n) Infra-
struktur und Aktionen werden in der Beschreibung
der Datenanalytikdienste detaillierter beschrieben.

[0219] Nachdem ein Online-Datenanalytikmodul er-
folgreich eingesetzt wurde, können alle daraus re-
sultierenden (z. B. deskriptiven, prädiktiven und/oder
präskriptiven) Werte, die durch seine Ausführung er-
zeugt werden, dem Nutzer angezeigt werden, z. B.
über das Daten-Dashboard der DDE-Nutzerschnitt-
stellenanwendung. In einer Ausführungsform umfas-
sen die daraus resultierenden Werte zumindest ei-
nen prädiktiven Wert und der (die) korrespondieren-
de(n) Echtzeit-Live-Datenwert(e), der (die) von dem
Prozessleitsystem 5 für den (die) Tag(s) oder die Pro-
zessleit-Elemente erzeugt wurde(n), für die die pro-
gnostizierten Werte gelten, kann (können) ebenfalls
zusammen mit dem prognostizierten Wert angezeigt
werden.

C. Datenanalytik-Dashboard

[0220] Wie zuvor erläutert umfasst die DDE-Nutzer-
schnittstellenanwendung einen zweiten Arbeitsmo-
dus, das Datenanalytik-Dashboard. Das Dashboard
wird vom Nutzer typischerweise dazu verwendet, sich
Module anzeigen zu lassen und/oder diese zu ma-
nagen, die (i) zu evaluierende Offline-Datenmodule
(z. B. Entwurfsdatenmodelle) oder (ii) in einem On-
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line-Prozessleitsystem oder einer Online-Prozessleit-
anlage zum Einsatz kommende Online-Datenmodule
sind. Durch visuelle und anderweitige Repräsentatio-
nen stellt das Dashboard einem Nutzer eine Ansicht
zu Status- und anderen Informationen, die mit der
Evaluierung von Offline-Datenmodellen korrespon-
dieren, als auch eine Ansicht zum Einsatz kommen-
der Online-Datenmodule und der Echtzeit- oder Li-
ve-Informationen, die von den Online-Datenmodulen
erzeugt werden, bereit Allgemein gesagt, stellt das
Datenanalytik-Dashboard dem Nutzer eine Schnitt-
stelle bereit, über die der Nutzer Online- und Offline-
Datenmodule überwachen und managen kann. Der
Nutzer kann zudem die Evaluierung von Offline-Da-
tenmodulen und die Ausführung von Online-Daten-
modulen vom Dashboard aus beenden. Im Allgemei-
nen, aber nicht notwendigerweise, werden zumindest
einige der auf dem Datenanalytik-Dashboard ange-
zeigten Informationen dem Dashboard 350 durch die
Datenanalytikdienste der DDE-Nutzerschnittstellen-
anwendung bereitgestellt.

[0221] Fig. 4N-1 zeigt eine beispielhafte Nutzer-
schnittstelle 350, die vom Datenanalytik-Dashboard
der DDE-Nutzerschnittstellenanwendung präsentiert
wird. Ein erster Bereich 352 der beispielhaften Da-
shboard-Nutzerschnittstelle 350 stellt aktuelle Da-
tenanalytik-Überblicksinformationen bereit, wie eine
Angabe zur Anzahl der Online-Datenmodule 355,
die gegenwärtig von der DDE-Nutzerschnittstellenan-
wendung überwacht werden, und eine Angabe zur
Anzahl der Live-Datenströme 358, die von den On-
line-Datenmodulen 355 bearbeitet werden. Wie zuvor
erläutert, werden die Datenströme 358 von einer oder
mehr Datenquellen empfangen, die stetig Echtzeit-
Daten erzeugen, bei der Steuerung der einen oder
mehr Industrieverfahren durch die Online-Prozess-
leitanlage oder -umgebung 5 entstehen, und aus-
führende Online-Datenmodule 355 wurden so konfi-
guriert, dass sie Live-Datenströme 358 empfangen
können. Die Datenanalytik-Überblicksinformationen
umfassen zudem eine Angabe zur Anzahl der Off-
line-Datenmodule 360, deren Evaluierungen gegen-
wärtig von der DDE-Nutzerschnittstellenanwendung
überwacht werden. In einigen Ausführungsformen
umfasst die Dashboard-Nutzerschnittstelle 350 eine
oder mehr anderweitige Mitteilungen oder anderwei-
tige Informationen 362, die die überwachten Daten-
analytik-Module, unabhängig davon ob on- oder off-
line, betreffen.

[0222] Klickt der Nutzer auf eine der Überblicks-
Steuerelemente 355, 358, 360, 362 oder aktiviert sie
anderweitig, werden weitere zusammenfassende In-
formationen, die der Auswahl entsprechen, in einem
zweiten Bereich 365 des Dashboards 350 präsen-
tiert. In Fig. 4N-1 hat der Nutzer eine Auswahl ge-
troffen, um sich die zusammenfassenden Informatio-
nen zu den aktuell ausführenden Online-Datenmodu-
len 355 anzeigen zu lassen, von denen es zu diesem

Zeitpunkt zwei gibt, nämlich Diagramm2 mit der Be-
zugsnummer 368 und Diagramm3 mit der Bezugs-
nummer 370. Für jedes ausführende Online-Daten-
modul 360, 370 werden im zweiten Bereich 365 des
Dashboards 350 die jeweiligen zusammenfassenden
Informationen angezeigt, wie die Bezeichnung des
Moduls 372, die Startzeit für den Einsatz des Moduls
375, eine Trendangabe 378 (die, wie in Fig. 4N-1
gezeigt, grafisch sein kann) der Ausgabe des Mo-
duls während eines letzten Zeitraums, die aktuells-
te letzte Prognose oder der (die) aktuellste(n) pro-
gnostizierte(n) Wert(e) 380 und/oder weitere Informa-
tionen (nicht gezeigt). Es sei besonders hervorgeho-
ben, dass auf dem Dashboard 350 die Trendangabe
378 eines jeden Online-Datenmoduls 368, 370 fort-
laufend aktualisiert wird, um die fortlaufend erzeugten
Ausgabedaten des jeweiligen Datenmoduls 368, 370
wiederzugeben und es dem Nutzer zu ermöglichen,
die Ausführung von Online-Datenmodulen und die
dadurch fortlaufend generierten Ergebnisse in Echt-
zeit zu überwachen.

[0223] Darüber hinaus ermöglicht es das Datenana-
lytik-Dashboard 350 einem Nutzer, auf mit den Da-
tenmodulen 360, 378 in Zusammenhang stehende,
zusammenfassende Informationen zu klicken, um
sich detaillierte Informationen anzeigen zu lassen,
z. B. in einem Pop-Up-Fenster, Dialogfeld oder mit
einem anderen geeigneten Anzeigeverfahren (nicht
gezeigt). Klickt der Nutzer zum Beispiel auf die
Bezeichnung des Diagramm2 368 kann das Da-
shboard 250 das Online-Datenmoduldiagramm des
Diagramm2 368 und Angaben zu einem oder mehr
bestimmten Datenströmen 358, an die das Diagram2
368 gebunden ist, präsentieren. Klickt der Nutzer auf
die Start-Informationen des Diagram2 368, wird eine
Angabe zum Urheber des Diagram2 368, dem Nut-
zer, der das Diagram2 368 zum Einsatz gebracht hat,
und/oder einem Eigentümer des Diagram2 368 prä-
sentiert. Durch Klicken auf die Trendinformationen
378 zum Diagram2 368 wird es dem Nutzer mög-
lich, den Trend der Ausgabedaten des Diagram2 368
zu bearbeiten und durchsuchen, z. B. durch Auswei-
ten oder Verkürzen des Anzeigezeitraums, Umwand-
lung der Trendinformationen in eine andere Visuali-
sierungsart (z. B. Balkendiagramm, Kreisdiagramm,
Streudiagramm usw.), Anwendung und/oder Abrufen
von Statistiken bzgl. der Trenddaten über einen gege-
benen Zeitraum (z. B. Durchschnitt, gleitender Durch-
schnitt, Maximalwert, Minimalwert usw.) und andere
derartige Vorgänge. In ähnlicher Weise wird es einem
Nutzer durch Klicken auf die Information Letzte Pro-
gnose 380 zum Diagram2 368 möglich, den oder die
letzten prognostizierten Wert(e) zu bearbeiten und zu
durchsuchen, z. B. indem er sich die Zeit der letzten
Prognose und, wie häufig Prognosen erfolgen, anzei-
gen lässt, die letzte Prognose mit dem aktuellen Live-
Datenwert vergleicht usw.
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[0224]  Wählt der Nutzer das Nutzer-Steuerelement
360 aus, um sich aktuell ausführende Offline-Daten-
module (von denen im beispielhaften Szenario der
Fig. 4N-1 keine gezeigt werden) anzeigen zu lassen,
werden zusätzliche zusammenfassende Informatio-
nen, die mit den Offline-Datenmodulen korrespondie-
ren, im zweiten Bereich 365 des Dashboards 350
präsentiert. Im Allgemeinen ähneln die zusammen-
fassenden Informationen zu einem Offline-Datenmo-
dul denen eines Online-Datenmoduls, statt jedoch die
zugehörigen Live-Datenströme anzuzeigen, können
die zusammenfassenden Informationen des Offline-
Datenmoduls die Testdatendatei(en) oder Testdaten-
ströme (z. B. Testtools, -geräte und/oder -umgebun-
gen) anzeigen, die von Offline-Datenquellen erzeugt
wurden, auf denen das Offline-Datenmodul ausge-
führt wird. Außerdem können die zusammenfassen-
den Informationen zu einem Offline-Datenmodul den
aktuellen Status, Zustand und/oder Fortschritt seiner
Ausführung anzeigen.

[0225] In einigen Szenarien kann ein Nutzer ein Off-
line-Datenmodul aus dem Dashboard (statt dem Da-
tenstudio) konfigurieren und/oder zum Einsatz brin-
gen. Zum Beispiel kann ein Nutzer die Evaluie-
rung eines Offline-Datenmoduls aus dem Dashboard
überwachen und dieses Offline-Datenmodul schließt
seine Evaluierung erfolgreich ab. Der Nutzer kann
ein Nutzer-Steuerelement des Dashboards (nicht ge-
zeigt) aktivieren, über das der Nutzer das Datenmo-
dul so konfigurieren kann, dass es auf die Live-Da-
tenquelle(n) und auf durch die Live-Datenquelle(n),
auf der (denen) das Online-Datenmodul ausgeführt
wird, erzeugte Daten Bezug nimmt. Die Konfiguration
des Online-Datenmoduls zum Binden der Datenquel-
le(n) ähnelt dem oben beschriebenen, nur dass es
vom Dashboard und nicht dem Datenstudio aus initi-
iert wird. Ersatzweise kann der Nutzer einen Einsatz
des Offline-Datenmoduls durch einmaliges Anklicken
auf dem Dashboard verwenden.

[0226] Wählt der Nutzer das Nutzer-Steuerelement
358 aus, um sich Informationen anzeigen zu lassen,
die mit Online-Datenströmen in Zusammenhang ste-
hen, die aktuell an ausführende Online-Datenmodule
(von denen im beispielhaften Szenario der Fig. 4N-1
drei gezeigt werden) gebunden sind, werden zu-
sätzliche zusammenfassende Informationen, die mit
dem Online-Datenströmen korrespondieren, im zwei-
ten Bereich 365 des Dashboards 350 (nicht gezeigt)
präsentiert. Die zusammenfassenden Informationen
zu jeden Live-Datenstrom können eine Kennung des
Datenstroms, eine Angabe zur Datenquelle, von der
der Datenstrom empfangen wird, eine Angabe über
ein korrespondierendes Prozessleitsystem-Tag oder
eine andere herkömmliche Prozessleitsystem-Ken-
nung der Live-Datenquelle, Informationen zu Abon-
nements und/oder der Veröffentlichung des Daten-
stroms, eine Angabe zu einem oder mehr Online-
Datenmodulen, die gegenwärtig auf dem Live-Daten-

strom ausgeführt werden, eine fortlaufend aktualisier-
te Visualisierung des Live-Datenstroms (z. B. Lini-
endiagramm, Balkendiagramm, Streudiagramm usw.
und/oder grundlegende Statistiken zum Datenstrom)
und/oder weitere Informationen enthalten.

[0227] Es sei insbesondere darauf hingewiesen,
dass in dem beispielhaften Szenario aus Fig. 4N-1
der Datenstromüberblick 358 anzeigt, dass die On-
line-Datenmodule gegenwärtig auf drei Live-Daten-
strömen arbeiten, während der Online-Datenmodul-
überblick 355 anzeigt, dass nur zwei ausführende
Online-Module vorhanden sind. Dies bedeutet, dass
eins der zwei ausführenden Online-Module 368, 370
auf zweien der Live-Datenströme arbeitet. Der Nutzer
kann die Beziehung herausfinden, indem er sich ent-
weder zur Ansicht der jeweiligen Online-Datenmodu-
le 368, 370 bewegt, in der eine Angabe zu den Da-
tenströmen, an die das jeweilige Modul 368, 370 ge-
bunden ist, bereitgestellt wird, oder indem er sich zur
Ansicht mit den detaillierten Angaben zu jedem Da-
tenstrom 358 bewegt, in der eine Angabe zu den aus-
führenden Online-Datenmodulen, die auf jedem der
Datenströme 358 arbeiten, bereitgestellt wird.

[0228] Fig. 4N-2 zeigt eine beispielhafte Nutzer-
schnittstelle 382, die vom Datenanalytik-Dashboard
der DDE-Nutzerschnittstellenanwendung präsentiert
werden kann. In einer Ausführungsform wurde die
Nutzerschnittstelle 382 in den zweiten Bereich 365
der in Fig. 4N-1 gezeigten Nutzerschnittstelle 350
aufgenommen. In einer Ausführungsform handelt es
sich bei der Nutzerschnittstelle 382 um eine Vollan-
sicht.

[0229] Die Nutzerschnittstelle 382 umfasst eine oder
mehr Kacheln oder Karten 385a–385j, die alle jeweils
einem ausführenden Online-Datenmodul zugeordnet
sind und die zusammen als eine Palette oder ein
Kartenstapel 385x bezeichnet werden können. Jede
Karte 385x in der Palette kann Informationen enthal-
ten, die den für die ausführenden Online-Datenmo-
dule 360, 370 aus Fig. 4N-1 angezeigten Informatio-
nen ähneln, z. B. die Bezeichnung des Moduls, eine
Startzeit für den Einsatz des Moduls, eine Trendan-
gabe für die Ausgabedaten des Moduls während ei-
nes letzten Zeitraums, die aktuellste letzte Prognose
oder der (die) aktuellste(n) prognostizierte(n) Wert(e)
und/oder weitere Informationen. Darüber hinaus wird
ähnlich wie bei den Anzeigen für die ausführenden
Online-Datenmodule 360, 370 die Trendangabe ei-
ner jeden Karte 385x fortlaufend aktualisiert, um die
fortlaufend erzeugten Ausgabedaten seines jeweili-
gen Online-Datenmoduls wiederzugeben und es dem
Nutzer so zu ermöglichen, seine Ausführung und die
von ihm fortlaufend generierten Ergebnisse in Echt-
zeit zu überwachen.

[0230] Bei jeder Karte 385x kann der Nutzer die Grö-
ße und die Position nach seinen Wünschen anpas-
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sen. In einer Ausführungsform wird eine bestimm-
te Karte 385x vergrößert, wenn der Fokus auf ihr
liegt. Ein Karte 385x kann manuell in den Fokus ge-
bracht werden, indem der Nutzer zum Beispiel auf
die bestimmte Karte 385x klickt, sich über die be-
stimmte Karte 385x bewegt usw. Zusätzlich oder er-
satzweise kann eine Karte 385x automatisch in den
Fokus gebracht werden, wenn zum Beispiel ein be-
stimmtes Datenmodul dringend Aufmerksamkeit be-
darf (z. B. ein prognostizierter Wert übersteigt ei-
nen Schwellwert, das Datenmodul selbst benötigt ei-
ne Nutzereingabe oder einen Nutzereingriff, Rang-
folge der Schwere der bei den Karten 385x vorlie-
genden Bedingungen usw.). Andere automatisch er-
zeugte Hinweise, dass Aufmerksamkeit erforderlich
ist, können auf der Nutzerschnittstelle 382 angezeigt
werden, zum Beispiel, indem eine bestimmte Karte
385x hervorgehoben wird oder einer anderen Bear-
beitung unterliegt, d. h. die Karten 385x aus dem Satz
erhalten eine Größe je nach Dringlichkeit, eine be-
stimmte Karte 385x wird im Vordergrund oder am An-
fang der Palette angezeigt, die Karten 385x werden
in der Reihenfolge, in der sie Aufmerksamkeit bedür-
fen, angeordnet usw. In einer Ausführungsform kann
ein Nutzer definieren welche bestimmten Bearbeitun-
gen automatisch in welchen bestimmten Situationen
auf die Karten 385x angewendet werden.

[0231] Es soll nun auf Datenblockdefinitionen 255,
die in der Datenblockdefinitionen-Bibliothek 252
der DDE-Nutzerschnittstellenanwendung (z. B. wie
Fig. 4C gezeigt) gespeichert sind, zurückgekommen
werden: die Datenblockdefinitionen, die in der Biblio-
thek 252 gespeichert sind, können von der DDE-Nut-
zerschnittstellenanwendung dynamisch während des
Hochfahrens oder der Initialisierung erkannt werden.
In einer Ausführungsform werden Datenblockdefi-
nitionen definiert, indem ein kompaktes Datenaus-
tauschformat, wie JSON-Dateien oder -Dokumente,
oder ein anderes geeignetes Format verwendet wird.
Die Definitionsdatei oder das Definitionsdokument ei-
nes bestimmten Datenblocks beinhaltet eine Block-
definitionsbezeichnung und führt die genauen Block-
eigenschaften und -anschlüsse auf, die den bestimm-
ten Datenblock definieren. In einigen Fällen kann eine
bestimmte Blockdefinition eine Definition für eine Off-
line-Repräsentation und eine Definition für eine On-
line-Repräsentation bereitstellen.

[0232] Da die DDE-Nutzerschnittstellenanwendung
fortlaufend und dynamisch Blockdefinitionen entde-
cken kann, können zusätzliche Blockdefinition (z. B.
für spezielle Datenblöcke, zusammengesetzte Da-
tenblöcke und/oder andere Datenblöcke) jederzeit
zur Bibliothek 252 hinzugefügt werden, während
die DDE-Nutzerschnittstellenanwendung ausgeführt
wird. In einer Ausführungsform werden zusätzliche
Blockdefinitionen durch eine Dienstanwendung er-
zeugt, die in dieser Schrift als „Datenblockdefiniti-
ons-Wrapper“ bezeichnet wird. Der Datenblockdefini-

tions-Wrapper kann zum Beispiel aufgerufen werden,
wenn ein Nutzer einen speziellen oder zusammenge-
setzten Datenblock, wie bereits in Bezug auf Fig. 4K
beschrieben, speichert. Wird ein Blockdefinitions-
Wrapper ausgeführt, erstellt er eine Instanz der zu-
sätzlichen Blockdefinition und bewirkt, dass ein ent-
sprechendes JSON-Dokument oder Ähnliches, durch
das die zusätzliche Blockdefinition definiert wird, er-
stellt und gespeichert wird. Zum Beispiel erzeugt die
erstellte Instanz der zusätzlichen Blockdefinition das
JSON-Dokument und speichert es in der Bibliothek
252. Fig. 4K zeigt ein beispielhaftes Szenario, in
dem, wenn der Nutzer die zusammengesetzte Block-
definition 338 speichert, der Blockdefinitions-Wrap-
per so ausgeführt wird, dass ein JSON-Dokument
oder Ähnliches für die zusammengesetzte Blockdefi-
nition 338 erzeugt und gespeichert wird.

[0233] Während der Konfiguration eines Daten-
blocks (unabhängig davon ob on- oder offline)
muss die DDE-Nutzerschnittstellenanwendung even-
tuell eine Funktion (z. B. Geschäftslogik) durchfüh-
ren, um die Konfigurationserfahrung zu erreichen, die
erforderlich ist, damit der Nutzer bei der Konfigurati-
on und Verwendung des Datenblocks erfolgreich un-
terstützt wird. Da Blockdefinitionen von der DDE-Nut-
zerschnittstellenanwendung dynamisch erkannt wer-
den, ist diese Funktion in die DDE-Nutzerschnitt-
stellenanwendung selbst eingebettet. Daher können
in einer Ausführungsform alle damit in Zusammen-
hang stehenden Funktionen, die für einen bestimm-
ten Datenblock spezifisch sind, ebenfalls dynamisch
geladen werden, wenn die DDE-Nutzerschnittstellen-
anwendung initialisiert wird. Anschließend wird ei-
ne Referenz zu der dynamisch geladenen Funktion,
die zu dem bestimmten Datenblock gehört, in der
Blockdefinition des bestimmten Datenblocks beibe-
halten und von der DDE-Nutzerschnittstellenanwen-
dung verwendet, wenn eine Instanz der Blockdefiniti-
on des bestimmten Blocks konfiguriert wird. Weitere
Details zu den Blockdefinitionen und den damit in Zu-
sammenhang stehenden Funktionen werden in die-
ser Patentschrift weiter unten erläutert.

IN PROZESSLEITSYSTEM INTEGRIERTES
ÜBERWACHUNGS- UND ANALYTIKSYSTEM

FÜR INDUSTRIEPROZESSE

[0234]  Wie aus der vorstehenden Erläuterung der
Fig. 1–Fig. 3 und Fig. 4A–Fig. 4N-2 ersichtlich,
stellt das verteilte Leistungsüberwachungs- und/oder
Analytiksystem oder DAS 100 eine Plattform bereit,
die Datenanalytikkonfiguration, Datenmodellierung,
Ausführung von Datenmodellen, Datenvisualisierung
und Streamingdienste für industrielle Prozessanla-
gen unterstützt. Wie bereits erläutert, besteht das Da-
tenkommunikationsnetzwerk 112 der Analytikplatt-
form 100, obwohl verschiedene Knoten des Über-
wachungs- und Analytiksystems 100 in dem Pro-
zessleitsystem oder der Prozessleitanlage 5 einge-
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bettet sind, typischerweise außerhalb bestehender
DCS, PLS, Health-Überwachung und anderer Sys-
teme der Prozessanlage 5. In einer beispielhaften
Konfiguration wird das Datenanalytiknetzwerk 112
über die Prozessanlage 5 gelegt, womit das Netz-
werk 112 von den meisten oder allen herkömmli-
chen Prozessleit-Kommunikationsnetzwerken 10, 70
usw. der Prozessanlage 5 getrennt wird. Herkömm-
liche Prozessleit-Kommunikationsnetzwerke werden
weiterhin Prozessleitdaten übertragen, um die Steue-
rung der Verfahren und des Betriebs der Anlage 5 zu
steuern, regeln, managen und/oder verwalten, wäh-
rend das Datenanalytiknetzwerk 112 zur Ermittlung
von Wissen zu den Operationen der Prozessanla-
ge 5, z. B. deskriptives Wissen, prädiktives Wissen
und/oder präskriptives Wissen, Analytikdaten über-
trägt (die Kopien der über das herkömmliche Pro-
zessleit-Kommunikationsnetzwerk übertragenen Da-
ten beinhalten können). Die Architektur des Daten-
analytiksystems 100 macht es möglich, dass das Da-
tenanalytiksystem 100 einfach bestehende Alt-Pro-
zessanlagen 5 hinzugefügt oder in diese integriert
werden kann.

[0235] Das Wissen zur Prozessanlage 5, das von
dem Datenanalytiksystem 100 ermittelt wurde, kann
verwendet werden, um Parameter, Ausrüstung, Ope-
rationen und andere Bereiche der Prozessanlage 5
zu ändern, um die Leistung der Anlage 5 zu ver-
bessern und das Auftreten von Störfällen, Ausfällen
und anderen unerwünschten Zuständen zu verrin-
gern. Das Datenanalytiksystem 100 ermittelt in vor-
teilhafter Weise Wissen zu der Prozessanlage 5 in
Echtzeit in Übereinstimmung mit den aktuellen On-
line-Operationen der Prozessanlage, so dass das er-
mittelte Wissen für die aktuellen Operationen der Pro-
zessanlage 5 deskriptiv, prädiktiv und/oder präskrip-
tiv ist. Auf diese Art bilden das Datenanalytiksystem
100 und die Prozessanlage 5 einen Regelkreis, um
die Leistung der Prozessanlage 5 zu steuern, regeln
und optimieren.

[0236] Ein beispielhaftes Blockdiagramm 400 der
oberen Ebene des Regelkreises, der die Leistung der
Prozessanlage 5 steuert, regelt und optimiert, ist in
Fig. 4O dargestellt. Wie in Fig. 4O dargestellt, er-
zeugt, bearbeitet und überträgt die Online-Prozess-
anlage 5 über herkömmliche Prozessleit-Kommuni-
kationsnetzwerke (z. B. Netzwerke 10, 70 usw.) ver-
schiedene Arten von Steuerdaten 402, um einen
oder mehr Industrieprozesse zu steuern oder regeln
und Prozessanlagen-Ausgabedaten 405 zu erzeu-
gen. Das verteilte Leistungsüberwachungs-/Analytik-
system für Industrieprozesse 100 ist mit der Prozess-
anlage 5 über verteilte Datenengines 102x verbun-
den und in ihr integriert, die Analytikdaten 408 er-
fassen, die erzeugt werden, da die Prozessanlage 5
einen oder mehr Prozesse steuert oder regelt und
so die Ausgabedaten 405 erzeugt. Wie bereits erläu-
tert, können die erfassten Analytikdaten 408 Kopien

von Prozessleitdaten 402 der obersten oder einer hö-
heren Ebene oder auch die Ergebnisse/Ausgabeda-
ten von Analytik-Funktionen beinhalten, die lokal von
den DDEs 102x und/oder von Offline- und Online-
Datenanalytikmodulen ausgeführt werden, die über
das Datenstudio des Datenanalytiksystems 100 ent-
wickelt wurden. In einigen Fällen beinhalten die er-
fassten Analytikdaten 408 neue Analytik-Funktionen,
die über das Datenstudio erzeugt werden und/oder
autonom von den DDEs 102x erzeugt werden.

[0237] Das Datenanalytiksystem bzw. die Plattform
100 empfängt, erzeugt und überträgt Analytikdaten
408 und führt auf ihnen Operationen durch, um ei-
ne Analytikausgabe 410 zu erzeugen. Die Analytik-
ausgabe 410 kann ermitteltes Wissen zur Prozess-
anlage 5 enthalten, wie deskriptives Wissen zu den
aktuellen Operationen der Prozessanlage 5, Wissen,
das basierend auf den aktuellen Operationen der Pro-
zessanlage 5 das Auftreten von Störfällen, Ausfäl-
len, Zeitintervallen, Leistung, Ereignissen usw. pro-
gnostiziert, und/oder Wissen, das eine oder mehr prä-
skriptive Maßnahmen vorschreibt, die ergriffen wer-
den können, um unerwünschte Merkmale der aktu-
ellen Anlagenoperationen abzuschwächen und/oder
basierend auf den aktuellen Operationen der Pro-
zessanlage 5 die Wahrscheinlichkeit des Auftretens
von unerwünschten prognostizierten Störfällen, Aus-
fällen, Zeitintervallen, Leistungen, Ereignissen usw.
abzuschwächen. In einigen Ausführungsformen be-
inhaltet das ermittelte Wissen 410 Wissen zu den
Analytikdaten 408 selbst. So kann das ermittelte Ana-
lytikwissen 410 zum Beispiel einen optimalen Offline-
Datensatz beinhalten, der verwendet werden kann,
um verschiedene Offline-Datenmodule zu evaluieren,
eine Abfolge von Aktionen, die wiederholt von Data
Engineers verwendet wurden und die als ein neues
Datenanalytik-Nutzerverfahren definiert wurden, ei-
ne neue Konfiguration von Datenblöcken, die als ei-
ne neue Datenanalytiktechnik definiert wurden, usw.
Tatsächlich wurde durch den Regelkreis 400 wäh-
rend der Tests für einen Prototypen des Datenana-
lytiksystems 100, das in eine Raffinerieprozessanla-
ge integriert war, eine neue Datenanalytiktechnik für
Industrieprozessanlagen entdeckt und wird in einem
späteren Abschnitt weiter unten erläutert.

[0238] Zumindest Teile des in der Analytikausga-
be 410 enthaltenen Wissens können einer Nutzer-
schnittstelle (Human-Machine-Interface, HMI) 412,
wie der Datenanalytik-Nutzerschnittstellenanwen-
dung, bereitgestellt werden. Über die HMI 412 kann
ein Nutzer das ermittelte Wissen 410, das von dem
Datenanalytiksystem 100 in Bezug auf die Prozess-
anlage 5 erzeugt wurde, durchsuchen. In einigen Fäl-
len umfasst das Durchsuchen des ermittelten Wis-
sens 410 die Verwendung des Datenstudios durch
den Nutzer, um zusätzliche Datenanalytikmodule zu
erstellen und auszuführen, um zusätzliches ermit-
teltes Wissen 410 für eine Untersuchung zu erzeu-
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gen. Der Nutzer kann basierend auf der Gesamtheit
des ermittelten Wissens 410 irgendwann eine oder
mehr Änderungen 418 an einem oder mehr Wer-
ten, Parametern, Ausrüstungsgegenständen, Kom-
ponenten, Regelkreisen und/oder anderen aktuellen
Operationen der Online-Prozessanlage 5 vornehmen
und somit die Leistung und Ausgabedaten 405 der
Prozessanlage 5 optimieren und/oder das Auftreten
von Störfällen, Ausfällen und anderen unerwünsch-
ten Bedingungen verhindern oder ihnen zuvorkom-
men.

[0239] In einigen Situationen wird zumindest ein Teil
des ermittelten Wissens, das in der Analytikausgabe
410 enthalten ist, direkt der Prozessanlage 5 bereit-
gestellt, um, wie in Fig. 4O durch den Pfeil 420 darge-
stellt, eine oder mehr präskriptive Änderungen vorzu-
nehmen oder zu implementieren. So kann das ermit-
telte Wissen 410 zum Beispiel eine präskriptive Akti-
on enthalten, die eine Änderung an einem Sollwert,
eine Änderung an einer Konfiguration eines Control-
lers, eine Änderung an einer Priorität einer Prozess-
leitmitteilung oder eine Änderung an einem anderen
Wert, Parameter, einer anderen Konfiguration usw.
umfasst. Das Datenanalytiksystem 100 kann auto-
matisch oder direkt die in der Prozessanlage 5 vorzu-
nehmende Änderung herunterladen oder anderweitig
bewirken, ohne dass ein Nutzereingriff 418 erforder-
lich ist, und somit basierend auf dem ermittelten Wis-
sen 410 die Leistung und Ausgabedaten 405 der Pro-
zessanlage 5 automatisch optimieren und/oder das
Auftreten von Störfällen, Ausfällen und anderen un-
erwünschten Bedingungen automatisch verhindern
oder ihnen zuvorkommen. Es sei darauf hingewie-
sen, dass diese Strecke des Regelkreises 400 die
Online-Prozessanlage 5 automatisch aktualisiert, um
deren aktuelle Operationen in Echtzeit in dem Maße,
wie das Analytiksystem 100 basierend auf den aktu-
ellen Operationen der Prozessanlage 5 aktuelle Ana-
lytikdaten 408 verarbeitet und ermitteltes Wissen 410
erzeugt, zu verbessern. Daher werden hier im Ge-
gensatz zu bestehenden Analytiktechniken, bei de-
nen Stunden oder sogar Tage für die Berechnung, Er-
mittlung und Implementierung präskriptiver Aktionen
benötigt werden, die vom Analytiksystem 100 erzeug-
ten präskriptiven Aktionen für die aktuellen Betriebs-
bedingungen der Anlage 5 optimiert und unverzüg-
lich auf die Prozessanlage 5 angewendet und werden
in einigen Fällen angewendet, bevor der Nutzer ei-
ne unerwünschte oder erwünschte Bedingung über-
haupt wahrnimmt.

[0240] Natürlich benötigt der Regelkreis 400 für eine
optimale Implementierung von präskriptiven Aktionen
in der Prozessanlage 5 als Ganzes sowohl die au-
tonome Strecke 420 als auch die HMI-Regelstrecke
418. Einige präskriptive Aktionen erfordern zum Bei-
spiel einen menschlichen Eingriff, wie den Austausch
eines Ventils, Sensors oder einer anderen Kompo-
nente.

[0241] Wie bereits erläutert, wird durch die Daten-
analytikplattform 100 das Streamen von Analytikda-
ten zwischen einer Vielzahl von eingebetteten ver-
teilten Datenengines (DDEs) 102x ermöglicht. Al-
le Arten von Daten der obersten Ebene, die von
der Prozessanlage 5 bei der Steuerung des Pro-
zesses erzeugt werden, können gestreamt werden.
Zum Beispiel können die Prozessleitdaten, die in
von Prozessleitgeräten (z. B. Controller, E/A-Kar-
ten, Feldgeräte usw.) erzeugten Signalen enthalten
sind, die typischerweise zur Steuerung oder Rege-
lung des Prozesses über herkömmliche Prozessleit-
Kommunikationsnetzwerke übermittelt werden, auch
im Datenanalytiknetzwerk 112 auch zur Datenana-
lytik gestreamt werden. Damit kann der Inhalt oder
die Daten, die in Prozessleitsignalen, Sensorsigna-
len usw. enthalten sind, kopiert und/oder verviel-
fältig und über das Datenanalytiknetzwerk 112 ge-
streamt werden. Außerdem können Prozessleitda-
ten der zweiten (oder einer oberen) Ebene, die über
herkömmliche Prozessleit-Kommunikationsnetzwer-
ke erzeugt und übermittelt werden (z. B. Daten, die
in einer Prozessleit-Datenbank oder einem Histori-
an zu historisieren sind, Prozessleit-Konfigurationen,
Prozessleit-Nutzerschnittstellenbefehle, Prozessleit-
Netzwerkmanagementsignale und andere Signale,
die bei der Steuerung und Regelung eines Pro-
zesses üblicherweise über herkömmliche Prozess-
leit-Kommunikationsnetzwerke gesendet und emp-
fangen wurde) in dem Datenanalytiknetzwerk 112
zur Datenanalytik gestreamt werden. Darüber hinaus
kann das Datenanalytiknetzwerk 112 berechnete Da-
ten oder Ergebnisse der Analytik-Funktionen oder -
Techniken, die auf den herkömmlichen Prozessleit-
daten und/oder auf berechneten Analytikdaten durch-
geführt wurden, streamen.

[0242] Daher wird die Datenanalytik-Plattform 100
teilweise dadurch in die Prozessanlage 5 integriert,
dass sie lokal an Datenquellen der Prozessanlage
5 gebunden wird und/oder indem sie nah bei den
Datenquellen in der Prozessanlage 5 Datenanalytik-
dienste oder -funktionen bereitstellt und gleichzeitig
weitreichendere Prognose und Optimierungen bereit-
stellt. Nur die Daten, die für die Unterstützung von
Prognosen und Optimierungen außerhalb des Regel-
kreises benötigt werden, müssen an Analytikserver
einer höheren Ebene/mit besseren Fähigkeiten und
Cloud-Plattformen des Analytiksystems 100 übertra-
gen werden.

[0243] Wie bereits erläutert, sind einige DDEs aus
der Vielzahl der DDEs 102x des Datenanalytiksys-
tems 100 in physische Geräte innerhalb der Pro-
zessanlage 5 eingebettet. Zum Beispiel sind einige
DDEs aus der Vielzahl der DDEs 102x jeweils in ei-
nem entsprechenden Prozessleit-Gerät (z. B. Con-
troller 11; E/A-Karte 26, 28; Feldgeräte 15–16, 18–21,
42A, 42B, 44 usw.) und/oder einem entsprechen-
den Netzwerk-Routing- und Managementgerät (z. B.
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Gateways 35, 75, 78; Adapter 52a; Router 58; Zu-
gangspunkte 55a, 72 usw.) fest eingebaut. In ei-
ner Ausführungsform kann eine DDE statt in ein ei-
ne Einheit darstellendes Gerät oder derartige Kom-
ponente der Prozessanlage 5 integriert zu sein, ein
Einzelgerät sein, das mit einer Prozesskommunikati-
onsverbindung oder einem Prozesskommunikations-
netzwerk der herkömmlichen Art (z. B. Netzwerk 10,
70, PLS-Netzwerk, Überwachungssystem zur Sicher-
heits-Health usw.) als optisches Mess-, Monitor- oder
Voyeur-Gerät verbunden ist und ausgewählte Pro-
zessleitdaten kopieren/vervielfältigen kann, die über
die herkömmlichen Prozesskommunikationsverbin-
dungen oder -netzwerke zum Streamen über das Da-
tenanalytiknetzwerk 112 zur Datenanalytik übermit-
telt werden.

[0244] In einigen Szenarien kann aus mehr als ei-
ner DDE ein lokales Datenanalytik-Cluster gebildet
werden, bei dem sich Datenquellen registrieren und
dem sie sich anschließen können und über das Ana-
lytikdaten, die von registrierten Datenquellen erzeugt
wurden, als Analytikdaten in das Datenanalytiknetz-
werk 112 empfangen werden können. In einem Bei-
spiel bildet ein Menge DDEs ein lokales Cluster und
gibt das Vorhandensein des lokalen Clusters be-
kannt. Das lokale Cluster erscheint, obwohl es meh-
rere DDEs umfasst, die über das Datenanalytiknetz-
werk 112 untereinander verbunden sind, als ein ei-
ne Einheit darstellender Knoten oder eine einzelne
DDE-Instanz 150 des Datenanalytiknetzwerks 112.
Nachdem eine neue Datenquelle auf dem Gelän-
de der Prozessanlage 5 aktiviert oder hochgefah-
ren wurde, führt die Datenquelle Scans nach lokalen
Cluster-Bekanntmachungen durch oder sucht diese.
Die Datenquelle kann die Bekanntmachung des loka-
len Clusters feststellen und sich beim lokalen Clus-
ter registrieren und damit sich dem Datenanalytik-
netzwerk 112 anschließen. Anschließend können re-
gistrierte Datenquellen vom Analytiksystem 100 ei-
ne Bandbreite anfordern (z. B. über ihr lokales Clus-
ter) und können Daten in ihrem lokalen Cluster, ei-
nem anderen Knoten des Datenanalytiknetzwerk 112
oder direkt im Analytiksystem 100 zur Veröffentli-
chung bringen. Da lokale Cluster als Instanzen von
verteilten Datenengines 150 erscheinen, erhalten lo-
kale Cluster über entsprechende Big-Data-Empfän-
ger 160 lokal erzeugte Analytikdaten (z. B. von regis-
trierten Quellen und/oder anderen Quellen) und spei-
chern die lokal erzeugten Analytikdaten auf einem
entsprechenden lokalen Permanentspeichermedium
155. Zusätzlich können lokale Cluster zumindest ei-
nen Teil der gespeicherten Analytikdaten abrufenden
Anwendungen (z. B. einer anderen Datenanalytik-
Anwendung, einem Datenmodul, einer Nutzerschnitt-
stelle, dem Datenstudio, einer anderen Anwendung
usw.) z. B. über einen entsprechenden Big-Data-Ab-
rufservicer 165 bereitstellen. In einigen Fällen kön-
nen lokale Cluster z. B. über entsprechende Big-Da-
ta-Abrufanalyser 170 auf gespeicherten Daten, die

von registrierten Datenquellen erhalten wurden, und/
oder auf anderen innerhalb des Datenanalytiknetz-
werks 112 gestreamten Daten entsprechende lokale
Datenanalytik-Funktionen ausführen. Das Ergebnis
oder die Ausgabe einer lokalen Datenanalytik-Funk-
tion kann lokal in einem entsprechenden Big-Data-
Speichermedium 155 gespeichert werden und/oder
kann zu einer oder mehr DDEs außerhalb des lokalen
Clusters, z. B. einer anderen lokalen DDE oder einem
anderen lokalen Cluster, einem zentralen Datenclus-
ter oder einer Anwendung, die ein Abonnement hat,
gestreamt werden, z. B. über das entsprechende ei-
ne oder die entsprechenden mehr Datenanalytiknetz-
werk-Schnittstellen 175 des lokalen Clusters.

[0245] In einigen Ausführungsformen registrieren
sich lokale Cluster bei mehr zentralen Clustern, die
Analytikdaten höherer Ebene erhalten und speichern
und die entsprechende Datenanalytik-Funktionen hö-
herer Ebene ausführen. Zum Beispiel kann ein be-
stimmtes zentrales Cluster (z. B. ein regionales Clus-
ter) von allen lokalen Clustern in einem bestimmten
Bereich der Anlage 5 gestreamte Daten erhalten und
auf diesen Datenanalytik ausführen. In einem ande-
ren Beispiel kann ein bestimmtes zentrales Cluster
von allen Regelkreisen mit einer bestimmten Konfi-
guration innerhalb der Anlage 5 gestreamte Daten er-
halten und auf diesen Datenanalytik ausführen. Ähn-
lich wie ein lokales Cluster erscheint ein zentrales
Cluster im Datenanalytiknetzwerk 112 als ein einzel-
ner Knoten oder eine einzelne Instanz einer DDE
150.

[0246] Daher erlaubt es die Fähigkeit des verteilten
Leistungsüberwachungs- und Analytiksystems für In-
dustrieprozesse 100, DDEs und/oder Cluster von
DDEs auf verschiedenen Stufen oder Ebenen ört-
licher Verteilung bereitzustellen, Störfallerkennung
und -prognosen nah an den Datenquellen der Pro-
zessanlage 5 auszuführen und somit Echtzeit-Stör-
fallerkennung und -prognosen, die mit den von den
Online-Datenquellen erzeugten Echtzeit-Daten kor-
respondieren, bereitzustellen. Eine derartige mehr-
stufige oder aus Clustern gebildete Architektur er-
möglicht darüber hinaus die Speicherung von Analy-
tikdaten im gesamten System 100 und tatsächlich in
der gesamten Prozessanlage 5, da das Analytiksys-
tem 100 darin eingebettete Bereiche umfasst. Dar-
über hinaus stellt das Datenanalytiksystem 100 die
Fähigkeit bereit, auf Daten, egal auf welcher DDE sie
gespeichert sind, zuzugreifen, und stellt für Analytik-
Konfiguration, Diagnose und Überwachung von Leis-
tung, Störfällen und Ausfällen ein zentrales System
bereit.

[0247] In einer Ausführungsform stellen ein oder
mehr Cluster für einen Nutzer oder Systemadminis-
trator einen zentralen Ort bereit, um Regeln für die
Sicherung oder Historisierung von Analytikdaten von
der Vielzahl von DDEs 102x aufzustellen. In einem



DE 10 2016 119 178 A1    2017.04.13

50/135

Beispiel befinden sich das eine oder die mehr zen-
tralen Cluster auf dem Gelände der Prozessanlage 5
und stellen der Prozessanlage 5 insgesamt Dienste
bereit. In einem anderen Beispiel befinden sich das
eine oder die mehr zentralen Cluster in der Cloud
oder werden in ihr gehostet und stellen der Prozess-
anlage 5 insgesamt Dienste bereit. In einigen Konfi-
gurationen stellen das (die) zentrale(n) Cluster, die
Sicherung und Historisierung der Prozessanlage 5
bereitstellen, auch anderen Prozessanlagen Diens-
te bereit. Im Allgemeinen werden Analytikdaten, wie
bereits erläutert, auf allen DDE oder Clustern perma-
nent gespeichert, z. B. in den entsprechenden Big-
Data-Speicherbereichen 155. In einigen Fällen kön-
nen einige Analytikdaten, die von der DDE erhalten
oder erzeugt werden, auf der DDE oder dem Cluster
für einen schnelleren Zugriff gecacht werden (z. B.
basierend auf Kriterien wie die Anzahl der Abonnen-
ten, Häufigkeit von Veröffentlichungen und Übertra-
gungen usw.), aber im Allgemeinen werden alle lo-
kalen Analytikdaten auf ein Permanentspeichermedi-
um 155 auf der DDE oder dem Cluster bewegt. In
regelmäßigen Abständen oder zu vordefinierten Zei-
ten können die permanent auf den jeweiligen DDE
gespeicherten Analytikdaten auf Langzeit-Datenana-
lytikspeichermedien gesichert, gespeichert oder his-
torisiert werden, z. B. einem zentralen Analytikdaten-
Historian, auf den über das Datenanalytiknetzwerk
112 zugegriffen werden kann. Der Datenanalytik-His-
torian kann zum Beispiel ein Datenanalytik-Historien
für die gesamte Anlage sein und/oder in der Cloud
gehostet werde. Der Datenanalytik-Historian ist je-
doch typischerweise von Prozessleitdaten-Historians
unabhängig und getrennt. Über eine Nutzerschnitt-
stelle, die auf das eine zentrale oder die mehr zen-
tralen Cluster zugreift, kann ein Nutzer oder System-
administrator einen Satz Regeln definieren, die an-
geben, wie oft jeder bestimmte DDE-Speicherbereich
155 gesichert wird, wann die Sicherung stattfindet,
wo die Analytikdaten historisiert werden usw.

[0248] In einer Ausführungsform stellen ein oder
mehr Cluster für einen Nutzer oder Systemadminis-
trator einen zentralen Ort bereit, um Regeln für die
Vervielfältigung von Analytikdaten unter den Clus-
tern, Knoten und/oder DDEs 102x des Datenanalytik-
systems 100 aufzustellen. Zum Beispiel kann mit dem
Satz Vervielfältigungsregeln definiert werden, wel-
che bestimmten Analytikdaten unter den bestimmten
Knoten des Datenanalytiknetzwerks 112 zu verviel-
fältigen sind und wie oft bestimmte Analytikdaten un-
ter den bestimmten Knoten zu aktualisieren sind. So
kann mit dem Satz Vervielfältigungsregeln definiert
werden, wie oft die Ergebnisse von Analytik-Funk-
tion A, die vom Knoten A ausgeführt wird, an den
Knoten B-D zu vervielfältigen sind (z. B. durch Strea-
ming), so dass die vervielfältigten Ergebnisse den
Knoten B-D bei der Ausführung ihrer jeweiligen Da-
tenanalytik-Funktionen zur Verfügung stehen. Ähn-
lich wie bei den Regeln zur Historisierung und Si-

cherung kann der Satz Vervielfältigungsregeln von
einem Nutzer oder Systemadministrator über eine
Nutzerschnittstelle, die auf das eine zentrale oder
die mehr zentralen Cluster zugreift, definiert werden.
Zum Beispiel kann der Systemadministrator die Nut-
zerschnittstelle verwenden, um den Satz Vervielfälti-
gungsregeln zu administrieren und der Satz Verviel-
fältigungsregeln kann auf dem einen zentralen oder
den mehr zentralen Clustern gespeichert sein. Bei
dem einen zentralen oder den mehr zentralen Clus-
tern, die die Administration der Analytikdaten-Verviel-
fältigung bereitstellen, kann es sich um dieselbe Men-
ge von Clustern, die die Administration von Analytik-
daten-Sicherung/-Historisierung bereitstellt, oder ei-
ne andere Menge von Clustern handeln.

[0249] In einer Ausführungsform stellen der eine
zentrale oder die mehr zentralen Cluster einen Stand-
ortdienst, einen Streamingdienst (z. B. den Stream-
ingdienst 115 aus Fig. 1), ein Datenwörterbuch und/
oder andere Funktionalität bereit, die von lokalen
Clustern, anderen zentralen Clustern und individuel-
len DDEs 102x verwendet werden kann, um einen
Austausch von Analytikdaten zwischen ihnen einzu-
richten. Bei dem einen zentralen oder den mehr zen-
tralen Clustern, die den Streamingdienst, das Daten-
wörterbuch und/oder die andere Funktionalität bereit-
stellen, kann es sich um dieselbe Menge an Clustern,
die die Administration der Analytikdaten-Vervielfälti-
gung und/oder die Administration von Analytikdaten-
Sicherung/-Historisierung bereitstellt, oder eine an-
dere Menge von Clustern handeln. Ein Systemad-
ministrator oder Nutzer kann eine Nutzerschnittstel-
le verwenden, um auf den einen oder die mehr zen-
tralen Cluster zuzugreifen, um die Dienste, Wörterbü-
cher und die andere Funktionalität zu administrieren,
die verwendet wird, um einen Austausch von Analy-
tikdaten zwischen Clustern und Knoten des Daten-
analytiknetzwerks 112 einzurichten und bereitzustel-
len.

[0250] Fig. 4P zeigt ein beispielhaftes Verfahren
450 zur Bereitstellung von lokalisierten Datenanaly-
tikdiensten. In einer Ausführungsform führt eine ver-
teilte Datenengine 102x oder ein Cluster aus DDEs
zumindest einen Teil des Verfahrens 450 aus. Im
Allgemeinen kann zumindest ein Teil des Verfah-
rens 450 von jedem beliebigen Teil eines verteilten
Leistungsüberwachung- und/oder Analytiksystem für
Industrieprozesse, wie das System 100, ausgeführt
werden. Tatsächlich kann das Verfahren 450 unter
Verwendung eines jeden beliebigen Teils eines je-
den Systems, einer jeden Vorrichtung, eines jeden
Geräts und/oder einer jeden Technik, die in dieser
Patentschrift erläutert werden, implementiert werden.
Um die Erläuterung zu vereinfachen, wird das Verfah-
ren 450 jedoch nachfolgend in Bezug auf ein Cluster
aus einer oder mehr DDEs 102x des Analytiksystems
100 beschrieben, das als eine eine Einheit darstellen-
de DDE-Instanz 150 erscheint, obwohl dies nur eine
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Ausführungsform von vielen ist und nicht einschrän-
kend sein soll.

[0251] Das beispielhafte Verfahren 450 umfasst die
Bekanntmachung des Vorhandenseins eines Clus-
ters (Block 452) durch das Cluster. Das Cluster ist
Teil eines Datenanalytiknetzwerks 112 einer Pro-
zessleitanlage 5, die online ist und betrieben wird, um
einen Prozess zu steuern oder regeln, und die Be-
kanntmachungen des Clusters können über das Da-
tenanalytiknetzwerk 112, über ein oder mehr andere
Netzwerke, über ein Funkprotokoll für kurze Distan-
zen, wie Bluetooth, NFC usw. oder andere geeignete
Mittel zur Bekanntmachung übermittelt werden.

[0252] Das Verfahren 450 umfasst des Weiteren den
Empfang einer Antwort auf die Bekanntmachung des
Clusters von einer Datenquelle durch das Cluster.
Zum Beispiel kann die Antwort von der Datenquel-
le ein Antrag der Datenquelle zur Registrierung beim
Cluster sein und das Verfahren 450 kann die Re-
gistrierung der Datenquelle beim Cluster und/oder
beim Datenanalytiknetzwerk 112 (Block 455) umfas-
sen, womit die Datenquelle an das Datenanalytik-
netzwerk 112 angeschlossen wird. Die Datenquelle
kann ein Gerät oder eine Komponente sein, das oder
die Teil der Prozessanlage 5 ist und das oder die bei
der Steuerung des Prozesses durch die Online-Pro-
zessanlage 5 Daten erzeugt. In einem Beispiel er-
zeugt die Datenquelle bei der Steuerung des Prozes-
ses kontinuierliche Zeitreihendaten.

[0253] Zusätzlich umfasst das Verfahren 450 den
Empfang der von der Datenquelle erzeugten Daten
(Block 458) durch das Cluster. Zum Beispiel kann die
Datenquelle die von ihr erzeugten Daten über das
Datenanalytiknetzwerk 112 zum Cluster streamen.
Zusätzlich oder ersatzweise kann das Cluster be-
stimmte Daten abonnieren, die von der Datenquelle
erzeugt und veröffentlich werden. In einigen Ausfüh-
rungsformen kann das Cluster die Datenquelle nach
bestimmten Daten abfragen, z. B. indem das in einem
späteren Abschnitt dieser Anmeldung beschriebene
Abfrageverfahren verwendet wird. Wenn die Daten-
quelle ein Gerät oder eine Komponente ist, die ty-
pischerweise Prozessleitdaten über ein oder mehr
herkömmliche Prozessleit-Kommunikationsnetzwer-
ke (z. B. Netzwerke 10, 70) überträgt, kann die Daten-
quelle damit fortfahren, Prozessleitdaten wie üblich
über das eine oder die mehr herkömmlichen Prozess-
leit-Kommunikationsnetzwerke zu übertragen, wäh-
rend es darüber hinaus über das Datenanalytiknetz-
werk 112 eine Kopie oder Vervielfältigung des Inhalts
der übertragenen Prozessleitdaten zum Cluster über-
trägt.

[0254] Nach Empfang der von der Datenquelle er-
zeugten Daten kann das Cluster zumindest einige der
empfangenen Daten cachen, z. B. wenn die empfan-
genen Daten eine oder mehr Caching-Bedingungen

erfüllen. Die gesamten empfangenen Daten werden
jedoch unabhängig davon, ob empfangene Daten ge-
cacht werden oder nicht, lokal in dem Permanentspei-
chermedium 155 des Clusters gespeichert.

[0255] Zusätzlich umfasst das Verfahren 450 das
Streamen von zumindest einem Teil der von der
Datenquelle erzeugten Daten an einen Datenver-
braucher (Block 460) durch das Cluster über das
Datenanalytiknetzwerk 112. Ein Datenverbraucher
kann zum Beispiel ein anderer Analytik-Knoten oder
ein anderes Analytik-Cluster, eine Datenanalytik-An-
wendung, eine Nutzerschnittstelle und/oder Nutzer-
schnittstellenanwendung, ein Online-Datenanalytik-
modul, eine andere Anwendung und/oder eine Da-
tenbank oder ein Daten-Historian sein. Der Daten-
verbraucher kann an die Datenquelle und/oder den
bestimmten Datenstrom gebunden sein, der zumin-
dest einige der von der Datenquelle erzeugten Da-
ten beinhaltet. Die bestimmten Daten, von denen
erwünscht ist, dass sie von dem Datenverbraucher
empfangen werden, sind typischerweise Zeitreihen-
daten und können kontinuierliche Daten sein.

[0256] Der Datenverbraucher kann das Cluster nach
bestimmten von der Datenquelle erzeugten Daten
abfragen, z. B. indem er das in einem späteren Ab-
schnitt dieser Anmeldung beschriebene Abfragever-
fahren verwendet, und das Streaming (Block 460)
kann als Antwort auf die von dem Datenverbraucher
erzeugte Abfrage erfolgen. In einer Ausführungsform
kann der Datenverbraucher bestimmte Daten abon-
nieren, die von der Datenquelle erzeugt und von der
Datenquelle oder dem Cluster veröffentlicht werden.
Auf jeden Fall ruft das Cluster die gewünschten Da-
ten, die von der Datenquelle erzeugt wurden, aus sei-
nem Cache oder seinem lokalen Permanentdaten-
speichermedium 155 ab und streamt die Daten über
das Datenanalytiknetzwerk 112 (Block 460) zum Da-
tenverbraucher.

[0257] In einigen Ausführungsformen umfasst das
Verfahren 450 das Ausführen von einer oder mehr
Datenanalytik-Funktionen oder -Techniken auf zu-
mindest einem Teil der von der Datenquelle erzeug-
ten Daten (in Fig. 4P nicht gezeigt) durch das Cluster.
Die eine oder mehr Analytik-Funktionen oder -Tech-
niken können deskriptive Analytik, prädiktive Analy-
tik und/oder präskriptive Analytik umfassen. Die ei-
ne oder mehr Analytik-Funktionen oder -Techniken
können von dem Cluster auf Anforderung zum Bei-
spiel eines Online-Datenanalytikmoduls, einer ande-
ren Datenanalytik-Anwendung oder eines Nutzers
ausgeführt werden. In einem anderen Beispiel kön-
nen die eine oder mehr Analytik-Funktionen oder -
Techniken automatisch initialisiert und von dem Clus-
ter ausgeführt werden. Die Ergebnisse der Ausfüh-
rung der einen oder der mehr Analytik-Funktionen
oder -Techniken können an die anfragende Partei
ausgegeben und/oder lokal auf dem Cluster in ei-
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nem Permanentdatenspeichermedium 155 gespei-
chert werden. In einigen Ausführungsformen wer-
den die eine oder mehr Analytik-Funktionen oder -
Techniken auf Daten ausgeführt, die von mehreren,
beim Cluster registrierten Datenquellen erzeugt wur-
den und die auf dem Cluster gespeichert (und wahl-
weise gecacht) wurden.

[0258] Da das Cluster von der Datenquelle in der
Prozessanlage 5 erzeugte Daten der ersten Ebene
empfängt und sich nah an diesen Datenquellen in der
Prozessanlage 5 befindet, wird das Cluster in der vor-
liegenden Patentschrift als „lokales“ Cluster bezeich-
net. In einigen Ausführungsformen umfasst das Ver-
fahren 450 die Feststellung einer von einem zentra-
len Cluster, wie einem regionalen Cluster, einem Be-
reichscluster, einem Cluster für die Anlage insgesamt
usw., erzeugten Bekanntmachung durch das lokale
Cluster. Das lokale Cluster kann sich beim zentra-
lem Cluster registrieren und zumindest einen Teil der
lokalen in seinem Cache und/oder seinem Perman-
entdatenspeichermedium 155 gespeicherten Analy-
tikdaten an das zentrale Cluster streamen. Zum Bei-
spiel können die Analytikdaten, die zum zentralen
Cluster gestreamt werden, Daten enthalten, die von
der Datenquelle erzeugt wurden und/oder das Ergeb-
nis von einer oder mehr von dem lokalen Cluster aus-
geführten Analytik-Funktionen sind. Das lokale Clus-
ter kann Daten gemäß einer von dem zentralen Clus-
ter initiierten Abfrage an das zentrale Cluster strea-
men und/oder das lokale Cluster kann Daten veröf-
fentlichen, die das zentrale Cluster abonniert hat.

[0259] In einigen Ausführungsformen umfasst das
Verfahren 450 die Historisierung und Sicherung der
Daten, die im lokalen Permanentspeichermedium
155 des Clusters gespeichert sind (nicht gezeigt in
Fig. 4P). Die Datensicherung kann von dem Clus-
ter initiiert werden oder die Datensicherung kann von
einem zentralen Analytikdaten-Historian initiiert wer-
den. In einer Ausführungsform können das Cluster
und der zentrale Analytikdaten-Historian eine Veröf-
fentlicher-Abonnent-Beziehung haben. Der Zeitpunkt
und/oder die Menge der vom Cluster zu sichernden
Daten können in einer Ausführungsform von einem
Systemadministrator des Systems 100 definiert wer-
den. Die zu sichernden Daten können für eine Lang-
zeitspeicherung und -sicherung vom Cluster an ei-
nen Analytikdaten-Historian übermittelt und/oder ge-
streamt werden.

[0260] Fig. 4Q zeigt ein beispielhaftes Verfahren
470 zur Bereitstellung von lokalisierten Datenanaly-
tikdiensten. In einer Ausführungsform führt eine ver-
teilte Datenengine 102x oder ein Cluster aus DDEs
102x zumindest einen Teil des Verfahrens 470 aus.
Im Allgemeinen kann zumindest ein Teil des Ver-
fahrens 470 von jedem beliebigen Teil eines verteil-
ten Leistungsüberwachung-s und/oder Analytiksys-
tem für Industrieprozesse, wie das System 100, aus-

geführt werden. Tatsächlich kann das Verfahren 470
unter Verwendung eines jeden beliebigen Teils ei-
nes jeden Systems, einer jeden Vorrichtung, eines je-
den Geräts und/oder einer jeden Technik, die in die-
ser Patentschrift erläutert werden, implementiert wer-
den. Um die Erläuterung zu vereinfachen, wird das
Verfahren 470 jedoch nachfolgend in Bezug auf ein
Cluster aus einer oder mehr DDEs 102x des Systems
100 beschrieben, das als eine eine Einheit darstellen-
de DDE-Instanz 150 erscheint, obwohl dies nur eine
Ausführungsform von vielen ist und nicht einschrän-
kend sein soll.

[0261]  Das beispielhafte Verfahren 470 umfasst die
Bekanntmachung des Vorhandenseins des zentralen
Clusters (Block 472) durch das Cluster. Das zentra-
le Cluster unterscheidet sich vom lokalen Cluster aus
Fig. 4P, da sich Datenquellen typischerweise nicht
direkt beim zentralen Cluster registrieren. Stattdes-
sen registrieren sich in den meisten Fällen lokale
Cluster oder andere Arten von Clustern bei zentra-
len Clustern und zentrale Cluster führen Datenanaly-
tik-Funktionen auf den Daten durch, die von solchen
anderen Clustern empfangen wurden. Ähnlich wie lo-
kale Cluster sind zentrale Cluster jedoch Teil eines
Datenanalytiknetzwerks 112 der Prozessleitanlage 5,
die online ist und betrieben wird, um einen Prozess
zu steuern oder regeln, und die Bekanntmachungen
des zentralen Clusters können über das Datenana-
lytiknetzwerk 112 gestreamt und/oder als Broadcast
verschickt werden. Die Bezeichnung ein „zentrales“
Cluster bezieht sich in dieser Patentschrift im Allge-
meinen auf ein Cluster, bei dem sich andere Cluster
registrieren. Ein zentrales Cluster kann Dienste für ei-
nen Regelkreis (z. B. ein „Regelkreis“-Cluster), einen
Bereich der Prozessanlage (z. B. ein „Bereichs“-Clus-
ter), eine Region einer Prozessanlage (z. B. ein „re-
gionales“ Cluster), die gesamten Prozessanlage (z.
B. ein „Anlagen“-Cluster), mehrere Prozessanlagen
(ein „Unternehmens“-Cluster) und weitere derartige
Cluster ausführen. Typischerweise umfasst ein zen-
trales Cluster eine Vielzahl von DDEs, die über ein
Datenanalytiknetzwerk 112 untereinander verbunden
sind und als eine einzige sich als Einheit darstellende
Instanz 150 erscheinen.

[0262] Das Verfahren 470 umfasst des Weiteren den
Empfang einer Antwort auf die Bekanntmachung des
zentralen Clusters durch das zentrale Cluster von ei-
nem anderem Cluster. Zum Beispiel kann die Ant-
wort von dem anderen Cluster ein Antrag des ande-
ren Clusters zur Registrierung beim zentralen Clus-
ter sein und das Verfahren 470 kann die Registrie-
rung des anderen Clusters beim zentralen Cluster
(Block 475) umfassen. Das sich registrierende Clus-
ter kann ein lokales Cluster, wie das lokale Clus-
ter aus Fig. 4P, oder das sich registrierende Cluster
kann ein anderes zentrales Cluster sein.
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[0263] Zusätzlich umfasst das Verfahren 470 den
Empfang von gestreamten Daten beim zentralen
Cluster von einem registrierten Cluster (Block 478).
Zum Beispiel kann das registrierte Cluster einen Teil
seiner gespeicherten und/oder gecachten Daten über
das Datenanalytiknetzwerk 112 zum zentralen Clus-
ter streamen. Die gestreamten Daten beinhalten typi-
scherweise Zeitreihendaten, die zum Beispiel konti-
nuierliche Daten sein können. Zusätzlich oder ersatz-
weise kann das zentrale Cluster bestimmte Daten
abonnieren, die von dem registrierten Cluster veröf-
fentlich werden. In einigen Ausführungsformen fragt
das zentrale Cluster das registrierte Cluster nach be-
stimmten Daten ab, z. B. indem das in einem späte-
ren Abschnitt dieser Anmeldung beschriebene Abfra-
geverfahren verwendet wird. Die gestreamten Daten
können Daten umfassen, die von dem registrierten
Cluster erzeugt wurden, und/oder können Daten um-
fassen, die zu dem registrierten Cluster von Daten-
quellen und/oder anderen Clustern gestreamt wur-
den.

[0264] In einigen Ausführungsformen cacht das zen-
trale Cluster zumindest einige der gestreamten Da-
ten, die es empfängt, z. B. wenn die empfangenen
Daten eine oder mehr Caching-Bedingungen erfül-
len. Die gesamten empfangenen Daten werden je-
doch unabhängig davon, ob Daten, die im zentra-
len Cluster empfangen werden, gecacht werden oder
nicht, lokal in dem Permanentspeichermedium 155
des zentralen Clusters gespeichert.

[0265] Im Block 480 umfasst das Verfahren 470 das
Ausführen von einer oder mehr Datenanalytik-Funk-
tionen oder -Techniken auf zumindest einem Teil
der empfangenen, gestreamten Daten (z. B. die Da-
ten, die im Cache und/oder seinem Permanentspei-
cherbereich 155 gespeichert sind). Die eine oder
mehr Analytik-Funktionen oder -Techniken können
deskriptive Analytik, prädiktive Analytik und/oder prä-
skriptive Analytik umfassen. Die eine oder mehr Ana-
lytik-Funktionen oder -Techniken können zum Bei-
spiel von dem zentralen Cluster auf Anforderung
zum Beispiel eines Online-Datenanalytikmoduls, ei-
ner anderen Datenanalytik-Anwendung oder eines
Nutzers ausgeführt werden. In einem anderen Bei-
spiel können die eine oder mehr Analytik-Funktionen
oder -Techniken automatisch und/oder in regelmäßi-
gen Abständen von dem zentralen Cluster ausgeführt
werden. Die Ergebnisse oder die Ausgabe der Aus-
führung der einen oder der mehr Analytik-Funktio-
nen oder -Techniken können an die anfragende Par-
tei ausgegeben und/oder lokal auf dem Cluster in ei-
nem Permanentdatenspeichermedium 155 des zen-
tralen Clusters gespeichert werden. In einigen Aus-
führungsformen werden die eine oder mehr Analytik-
Funktionen oder -Techniken auf Daten ausgeführt,
die von mehreren, registrierten Clustern erzeugt wur-
den und die auf dem zentralen Cluster gespeichert
(und wahlweise gecacht) wurden.

[0266] Das Verfahren 470 umfasst das Streamen
von zumindest einem Teil der Ergebnisse oder Aus-
gaben der einen oder mehr Analytik-Funktionen oder
-Techniken an einen oder mehr Datenverbraucher
durch das zentrale Cluster über das Datenanalytik-
netzwerk 112 (Block 482). Der eine oder die mehr Da-
tenverbraucher können zum Beispiel einen anderer
Analytik-Knoten oder ein anderes Analytik-Cluster,
eine Datenanalytik-Anwendung, eine Nutzerschnitt-
stelle und/oder Nutzerschnittstellenanwendung, ein
Online-Datenanalytikmodul, eine andere Anwendung
und/oder eine Datenbank oder ein Daten-Historian
umfassen. Der eine oder die mehr Datenverbraucher
können an das zentrale Cluster, an das bestimmte Er-
gebnisse/die bestimmte Ausgabe und/oder an einen
bestimmten Datenstrom gebunden sein, der das be-
stimmte Ergebnis/die bestimmte Ausgabe beinhaltet.

[0267] Der eine oder die mehr Datenverbraucher
können das zentrale Cluster nach dem bestimmten
Ergebnis/der bestimmten Ausgabe abfragen, z. B. in-
dem er das in einem späteren Abschnitt dieser An-
meldung beschriebene Abfrageverfahren verwendet,
und das Streaming (Block 482) kann als Antwort auf
die von dem einen oder den mehr Datenverbrauchern
erzeugte Abfrage erfolgen. Zusätzlich oder ersatz-
weise kann der Datenverbraucher die bestimmten Er-
gebnisse/Ausgaben abonnieren, die von dem zentra-
len Cluster veröffentlich werden. Auf jeden Fall ruft
das zentrale Cluster die gewünschten Daten aus sei-
nem Cache oder seinem lokalen Permanentdaten-
speichermedium 155 ab und streamt die gewünsch-
ten Daten über das Datenanalytiknetzwerk 112 zu
dem einen oder den mehr Datenverbrauchern. In ei-
nigen Fällen werden die gewünschten Analytikergeb-
nisse/Ausgabedaten nach ihrer Erzeugung durch die
eine oder die mehr Datenanalytik-Funktionen oder -
Techniken gestreamt.

[0268] In einigen Ausführungsformen umfasst das
Verfahren 470 die Registrierung von einem oder
mehr zusätzlichen lokalen Clustern bei dem zentra-
len Cluster und den Empfang entsprechender Ana-
lytikdaten von dem einem oder den mehr lokalen
Clustern (nicht gezeigt in Fig. 4Q). In solchen Aus-
führungsformen kann die Ausführung der einen oder
der mehr Datenanalytik-Funktionen oder -Techni-
ken (Block 480) die Ausführung der Datenanalytik-
Funktionen oder -Techniken auf Analytikdaten, die
beim zentralen Cluster von mehreren lokalen Clus-
tern empfangen wurden, umfassen.

[0269] In einigen Ausführungsformen umfasst das
Verfahren 470 die Historisierung und Sicherung der
Daten, die im lokalen Permanentspeichermedium (z.
B. die in dem Big-Data-Speicherbereich 155 gespei-
cherten Daten) des zentralen Clusters gespeichert
sind (nicht gezeigt in Fig. 4Q). Die Datensicherung
kann von dem zentralen Cluster initiiert werden oder
die Datensicherung kann von einem zentralen Ana-



DE 10 2016 119 178 A1    2017.04.13

54/135

lytikdaten-Historian initiiert werden. In einem Beispiel
kann der zentrale Cluster im Analytikdaten-Histori-
an eine Veröffentlicher-Abonnent-Beziehung haben.
Der Zeitpunkt und/oder die Menge der vom zentra-
len Cluster zu sichernden Daten können von einem
Systemadministrator des Systems 100 definiert wer-
den. Zum Beispiel kann der Systemadministrator ei-
ne Nutzerschnittstelle verwenden, um einen Satz Re-
geln für die Sicherung in dem System 100 und/oder
in Teilen des Systems zu administrieren und der Satz
Regeln kann auf dem zentralen Cluster gespeichert
sein. Die zu sichernden Daten können für eine Lang-
zeitspeicherung und -sicherung vom zentralen Clus-
ter 152 und Analytikdaten-Historian übermittelt und/
oder gestreamt werden.

[0270] Zusätzlich oder ersatzweise umfasst das Ver-
fahren 470 in einigen Ausführungsformen die Bereit-
stellung von Regeln für die Vervielfältigung von Ana-
lytikdaten unter den Clustern, Knoten und/oder DDEs
102x des Datenanalytiksystems 100. Zum Beispiel
kann mit dem Satz Vervielfältigungsregeln definiert
werden, welche bestimmten Analytikdaten unter den
bestimmten Knoten des Datenanalytiknetzwerks 112
zu vervielfältigen sind und wie oft bestimmte Ana-
lytikdaten unter den bestimmten Knoten zu aktuali-
sieren sind. So kann mit dem Satz Vervielfältigungs-
regeln definiert werden, wie oft die Ergebnisse von
Analytik-Funktion A, die vom Knoten A ausgeführt
wird, an den Knoten B-D zu vervielfältigen sind (z.
B. durch Streaming), so dass die vervielfältigten Er-
gebnisse den Knoten B-D bei der Ausführung ihrer
jeweiligen Datenanalytik-Funktionen zur Verfügung
stehen. Ähnlich wie bei den Regeln zur Historisie-
rung und Sicherung kann der Satz Vervielfältigungs-
regeln von einem Systemadministrator des Systems
100 auf einem oder mehr zentralen Clustern definiert
werden. Zum Beispiel kann der Systemadministrator
die Nutzerschnittstelle verwenden, um den Satz Ver-
vielfältigungsregeln zu administrieren und der Satz
Vervielfältigungsregeln kann auf seinem einen zen-
tralen oder seinen mehr zentralen Clustern gespei-
chert sein.

[0271] In einigen Ausführungsformen umfasst das
Verfahren 470 die Feststellung einer von einem an-
deren zentralen Cluster erzeugten Bekanntmachung
durch das zentrale Cluster. Das die Bekanntmachung
sendende Cluster kann zum Beispiel ein regionales
Cluster, ein Bereichs-Cluster oder ein Anlagen-Clus-
ter sein, das sich auf dem Gelände der Prozessan-
lage 5 befindet. In einigen Fällen kann das die Be-
kanntmachung sendende Cluster in der Cloud gehos-
tet werden und kann Analytikdienste für einen Teil der
Anlage 5, die gesamte Anlage 5 oder verschiedene
Anlagen bereitstellen. Das zentrale Cluster kann sich
beim die Bekanntmachung sendenden Cluster regis-
trieren und in seinem Cache und/oder seinem Perma-
nentdatenspeichermedium 155 gespeicherte Analy-
tikdaten an das die Bekanntmachung sendende Clus-

ter streamen. Das zentrale Cluster kann zum Beispiel
zumindest einige der Ergebnisse von Analytik-Funk-
tionen streamen, die das zentrale Cluster ausgeführt
hat. Das zentrale Cluster kann Daten an das die Be-
kanntmachung sendende Cluster streamen, bei dem
das zentrale Cluster registriert ist, und/oder das zen-
trale Cluster kann Daten veröffentlichen, die das die
Bekanntmachung sendende Cluster abonniert hat.

[0272] In einigen Ausführungsformen umfasst das
Verfahren 470 die Bereitstellung eines Standort-
diensts, eines Streamingdiensts (z. B. des Stream-
ingdiensts 115 aus Fig. 1) und/oder eines Daten-
wörterbuchs, die von lokalen Clustern und zentralen
Clustern als auch individuellen DDEs 102x verwen-
det werden können, um einen Austausch von Analy-
tikdaten zwischen ihnen einzurichten (in Fig. 4Q nicht
gezeigt).

DIENSTE FÜR INDUSTRIELLE
LEISTUNGSÜBERWACHUNG / -ANALYTIK

[0273]  Die Umwandlung der Offline-Datendiagram-
me in Online-Datendiagramme durch Datenstudio,
die Ausführung von sowohl Online- als auch Offline-
Blöcken und -Modulen und die durch die Diagramme
repräsentierte Funktionalität der Analytik wird durch
einen Analytikdienst erreicht, der durch ein industriel-
les Leistungsüberwachung-/Analytiksystem, wie das
Datenanalytiksystem (DAS) 100 bereitgestellt wird.
Der Analytikdienst wird mit den austauschbar ver-
wendbaren Begriffen „Dienst“, „Dienste“ oder „Analy-
tikdienste“ bezeichnet. Jeder einzelne oder alle Teile
der in der vorliegenden Patentschrift beschriebenen
Analytikdienste können in Verbindung mit jedem ein-
zelnen oder allen Teilen der Fig. 1, Fig. 2, Fig. 3 und/
oder Fig. 4A–Fig. 4Q und/oder mit einer beliebigen
Anzahl von Funktionen und/oder Techniken arbeiten,
die in den Abschnitten der vorliegenden Offenbarung
beschrieben werden, die mit den Fig. 1, Fig. 2, Fig. 3
und/oder Fig. 4A–Fig. 4Q korrespondieren.

[0274] Im Allgemeinen ist der Analytikdienst in der
Lage, Offline-Diagramme zu kompilieren, auszufüh-
ren und/oder umzuwandeln (z. B. in dem Datenstu-
dio und/oder dem Dashboard) und Online-Diagram-
me zu kompilieren, auszuführen und zu erstellen (im
z. B. dem Datenstudio und/oder dem Dashboard).
Der Analytikdienst vereinfacht das Durchsuchen gro-
ßer Datenmengen (Big-Data), ohne dass unbedingt
Kenntnisse zu dem (den) bestimmten Datentyp(en)
benötigt werden und ohne dass der Nutzer des Ana-
lytikdiensts die Programmierung auf niedriger Ebe-
ne durchführen muss. Eine beispielhaftes Blockdia-
gramm-Architektur eines Analytikdiensts 500 wird in
Fig. 5A im Kontext eines Bereichs des Systems 100
gezeigt. Genauer ist der Analytikdienst 500 einer aus
einer Vielzahl von computer-implementierten Prozes-
ses, wobei jeder der computer-implementierten Pro-
zesse mit verschiedenen Softwares (z. B. computer-
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ausführbare Anweisungen und Daten, die auf einem
oder mehr materiellen, nicht-flüchtigen Computerme-
dium gespeichert sind) assoziiert ist. Wie nachste-
hend noch detailliert erläutert werden wird, interagiert
der Analytikdienst 500 mit dem umfassenderen Sys-
tem 100 zu großen Teilen über die Daten, die von ver-
schiedenen Einheiten des Systems 100 erzeugt und/
oder gespeichert werden.

[0275] Wie oben beschrieben ist die Anwendung der
DDE-Benutzeroberfläche in dieser Ausführungsform
eine webbasierte Anwendung. Fig. 5A zeigt eine Aus-
führungsform des Analysedienstes 500, der in einer
solchen Ausführungsform, d. h. mit einer webbasier-
ten Anwendung der DDE-Benutzeroberfläche, imple-
mentiert ist. Im weitesten Sinn beinhaltet ein auf die-
se Weise implementierter Analysedienst 500 Client-
seitige, Server-seitige und Back-End-computerimple-
mentierte Prozesse. Wie beispielsweise in Fig. 5A
gezeigt, beinhaltet der Analysedienst 500 einen Web-
Client-Prozess 502, einen Web-Server-Prozess 504,
einen Ausführungsdienstprozess 506 und einen oder
mehrere Aufgabenprozesse 508. Die verschiedenen
Prozesse 502, 504, 506, 508 können auf einem oder
mehreren Prozessoren, auf einer bzw. einem oder
mehreren Workstations oder Servern, an einem oder
mehreren physikalischen und/oder geographischen
Standorten ausgeführt werden. Das heißt, während
eine Instanz des Web-Client-Prozesses 502 auf ei-
ner Workstation ausgeführt wird, die sich fern von ei-
nem Server befindet, auf dem der Web-Server-Pro-
zess 504 ausgeführt wird, kann eine andere Instanz
des Web-Client-Prozesses 502 auf demselben Ser-
ver ausgeführt werden, auf dem der Web-Server-Pro-
zess 504 ausgeführt wird, und faktisch auf demselben
Prozessor laufen. In einem anderen Beispiel kann der
Ausführungsdienstprozess 506 auf einer Worksta-
tion innerhalb der Prozesssteuerungsumgebung aus-
geführt werden, während der eine oder die mehre-
ren Aufgabenprozesse 508 auf einem oder mehreren
Prozessoren einer verteilten Prozessumgebung (z.
B. einer Serverfarm) ausgeführt werden, die sich fern
von der Prozesssteuerungsumgebung befinden. Ein-
fach gesagt ist der Analysedienst 500 so konzipiert,
dass er flexibel genug ist, dass es egal ist, ob die ver-
schiedenen Prozesse 502, 504, 506, 508 auf demsel-
ben Prozessor, derselben Workstation, Prozessor-
bank, in einer oder mehreren virtuellen Maschinen
und/oder am selben physikalischen oder geographi-
schen Ort ausgeführt werden oder nicht. Günstiger-
weise ermöglicht die Architektur nicht nur Fernzugriff
auf Datenanalysen, die vom Analysedienst 500 be-
reitgestellt werden, und die Möglichkeit zur Verwen-
dung von weit verstreuten Prozessor- und Rechner-
ressourcen zur Durchführung von Analysen, sondern
erlaubt dem Analysedienst 500 auch, Daten über
mehrere Anlagen hinweg zu konsumieren und/oder
zu analysieren, unabhängig davon, wie verstreut die
geographischen Positionen auf sein mögen.

[0276] Der Web-Client-Prozess 502 läuft gemäß
Prinzipien, die sich nicht wesentlich von dem unter-
scheiden, was allgemein verstanden wird, sondern
der Beschreibung der oben beschriebenen Anwen-
dung der DDE-Benutzeroberfläche entsprechen. Bei-
spielsweise beinhaltet der Web-Client-Prozess 502
eine Vielzahl von Softwareeinheiten inklusive bei-
spielsweise einer Anzeigeeinheit 510, die dem Benut-
zer die Anwendung der DDE-Benutzeroberfläche an-
zeigt (z. B. den Hintergrund 245 und Benutzersteu-
erelemente 248a–n des Datenanalysestudios 240,
das Datenanalyse-Dashboard usw.); eine Ansichts-
modelleinheit 512, mit der Transfer und Übersetzung
von Anwendungsdaten wie Blockstatus in eine Form
verwaltet wird, die eine Benutzeroberfläche verwen-
den kann, und die eine Ansicht erzeugt, die Feedback
bietet und/oder auf andere Art Auskunft über den Be-
trieb eines Online-Datenmoduls liefert; eine Anwen-
dungseinheit 514, die die Softwareeinheit (d. h. web-
basierte Anwendung) darstellt, die auf den Web-Cli-
ent-Prozess 502 heruntergeladen wird und sich auf
der Client-Workstation oder dem Gerät befindet, das
der Benutzer zur Interaktion mit der Anwendung der
DDE-Benutzeroberfläche verwendet; und eine Da-
tendiensteinheit 516, die Daten zur und von der An-
wendung der DDE-Benutzeroberfläche transportiert.

[0277] Die Datendiensteinheit 516 empfängt bei-
spielsweise Daten, die von verschiedenen Aufga-
ben zurückgegeben werden, die als Reaktion auf
Eingaben und Anfragen durch den Benutzer ausge-
führt wurden. Wie oben und in zusätzlichen Details
nachfolgend beschrieben, kann die Anwendung der
DDE-Benutzeroberfläche verschiedene Analysen an-
fordern, die mit Daten aus der Prozesssteuerungs-
umgebung ausgeführt (und in einigen Fällen gerade
von der Prozesssteuerungsumgebung erzeugt) wer-
den, entweder in einem Untersuchungsmodus (z. B.
im Datenanalysestudio), mit dem Beziehungen zwi-
schen verstreuten Daten (oder Daten von bekannten
Beziehungen) erkannt werden sollen, oder in einem
Vorhersagemodus (z. B. im Dashboard), mit dem ei-
ne ständige Analyse in Echtzeit (oder Beinahe-Echt-
zeit) durchgeführt wird, um zumindest einen Wert in
der Prozesssteuerungsumgebung vorherzusagen. In
diesem Dokument wird der Ausdruck „Echtzeit“ in der
Bedeutung von „ausreichend gleichzeitig, um nützlich
für die Anpassung der oder anderweitige Beeinflus-
sung der aktuellen Aktion der Prozessanlage zu blei-
ben“ verwendet. Wenn beispielsweise ein oder meh-
rere Blöcke auf dem Hintergrund 245 platziert wer-
den und einer oder mehrere dieser Blöcke ausgeführt
werden, können die Ergebnisse dieser Ausführung
über die Datendiensteinheit 516 (z. B. mithilfe eine
WebSocket-Protokoll-Verbindung aus dem Web-Ser-
ver-Prozess 504) an die Anwendungseinheit 514 zu-
rückgegeben und dem Benutzer über die Anzeigeein-
heit 510 angezeigt werden.
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[0278] Gleichzeitig kann die Datendiensteinheit 516
mit dem Web-Server-Prozess 504 über andere Pro-
tokolle (z. B. HTTP) kommunizieren, um verschie-
dene Arten von Informationen anzufordern und ab-
zurufen, die für die Ausführung der Anwendungsein-
heit 514 erforderlich sind. Beispielsweise kann die
Anwendungseinheit 514, wenn sie erstmals ausge-
führt wird, über die Datendiensteinheit 516 mithilfe
des HTTP-Protokolls die neuesten Blockdefinitionen
255 aus der Blockdefinitionsbibliothek 252 anfordern
und abrufen. Alternativ kann die Anwendungseinheit
514 ursprünglich nur die Kategorien und Listen der
verfügbaren Blockdefinitionen 255 abrufen und die
Anwendungseinheit 514 kann, wenn vom Benutzer
ausgewählt, über die Datendiensteinheit 516 mithilfe
des HTTP-Protokolls die spezifischen vom Benutzer
ausgewählten Blockdefinitionen 255 anfordern und
abrufen.

[0279] Wenn wir uns jetzt dem Web-Server-Prozess
504 zuwenden, kommunizieren ein oder mehrere
Serverkommunikationseinheiten 518 mit dem Web-
Client-Prozess 502. Wie oben beschrieben, können
für die Kommunikation zwischen Serverkommunika-
tionseinheit/-einheiten Protokolle wie HTTP, HTTPS
und WebSocket-Protokolle implementiert werden,
obwohl die beschriebenen spezifischen Protokolle
nicht als Einschränkung verstanden werden sollen,
da auch jedes andere für die Anwendung geeig-
nete Protokoll implementiert werden kann. Zusätz-
lich zur Kommunikation mit dem Web-Client-Prozess
502 kann die Serverkommunikationseinheit 518 Da-
ten von einem oder mehreren Prozessen erhalten,
die Anweisungen ausführen (z. B. Analyse, Laden,
Filtern von Daten usw.), die von einem oder mehreren
Blöcken (d. h. schematische Programmierelemente)
angefordert werden, die auf dem Hintergrund 245
platziert sind. Daten können aus den Prozessen über
beispielsweise ein WebSocket (nicht dargestellt) in
der Serverkommunikationseinheiten 518 empfangen
und an den Web-Client-Prozess 502 ebenfalls über
das WebSocket-Protokoll kommuniziert werden.

[0280] Eine Datendiensteinheit 520 stellt für den
Web-Client-Prozess 502 andere Daten bereit, als je-
ne, die von Prozessen abgerufen werden, in denen
die mit den verschiedenen Blöcken verknüpften An-
weisungen ausgeführt werden. Beispielsweise kann
die Datendiensteinheit 520 die Blockdefinitionen 255
aus der Blockdefinitionsbibliothek 252 abrufen und
an die Anwendungseinheit 514 kommunizieren und/
oder Statusinformationen über die Blockausführung
aus dem Ausführungsdienstprozess 506 an die An-
wendungseinheit 514 kommunizieren, damit der Sta-
tus durch die Anzeigeeinheit 510 angezeigt werden
kann.

[0281] Wenden wir uns nun Fig. 5B zu, in der die Da-
tendiensteinheit 520 ausführlicher abgebildet ist. Ins-
besondere beinhaltet die Datendiensteinheit 520 eine

Kopie der (bzw. Zeiger auf die) Blockdefinitionen 255
in der Blockdefinitionsbibliothek 252 und einen Satz
Daten-Plug-ins 523. Jedes der Daten-Plug-ins 523
besteht aus einem Satz von computerausführbaren
Anweisungen, die einer Schnittstelle entsprechen,
die von der Anwendungseinheit 514 aufgerufen wer-
den kann, um eine spezielle Aufgabe auszuführen.
Jedes der Plug-ins 523 ist von der Anwendungsein-
heit 514 unabhängig und wird von der Anwendungs-
einheit 514 geladen, wenn die Anwendungseinheit
514 auf Metadaten stößt, in denen ein zu ladendes
Plug-in 523 angegeben ist. Die Plug-ins 523 können
Logik beinhalten, die spezifisch für die Anwendung
und/oder die Betriebsumgebung ist, in der der Analy-
sedienst 500 betrieben wird. Das heißt, dass sich der
Satz von Plug-ins 523 für eine Prozesssteuerungs-
umgebung, in der der Analysedienst 500 implemen-
tiert wird, von einem Satz von Plug-ins für einen Fi-
nanzdienst unterscheiden kann, in dem der Analyse-
dienst 500 implementiert wird (dabei wird berücksich-
tigt, dass der Analysedienst 500 die Untersuchung
von großen Datensätzen – Big Data – ermöglicht, oh-
ne dass dazu notwendigerweise Kenntnisse der spe-
ziellen Datentyp(en) erforderlich sind, und ohne dass
der Benutzer des Analysediensts 500 eine Program-
mierung auf niedriger Stufe vornehmen muss, damit
die Analyse durchgeführt wird) und sich praktisch von
einem Satz von Plug-ins für eine andere Prozess-
steuerungsumgebung unterscheiden kann, in der der
Analysedienst 500 implementiert wird.

[0282] Die Trennung der Blockdefinitionen 255 von
der Anwendungseinheit 514 erlaubt der Anwen-
dungseinheit 514 anhängig von den Anforderungen
des Kunden andere Blockdefinitionen zu verwenden
und bereitzustellen. Blockdefinitionen können erstellt,
hinzugefügt und/oder entfernt werden, ohne dass da-
bei die zugrundeliegende Ausführung der Anwen-
dungseinheit 514 beeinträchtigt wird, da die für die
Anwendung und/oder Betriebsumgebung spezifische
Logik nicht fest in der Anwendungseinheit 514 pro-
grammiert ist. Durch eine von der Anwendungsein-
heit 514 separate Bereitstellung der Plug-ins 523 und
der Blockdefinitionen 255 kann die Anwendungsein-
heit 514 unabhängig von den für eine bestimmte
Anwendung spezifischen Blockdefinitionen 255 und
Plug-ins 523 mit einer ähnlichen Funktionsweise aus-
geführt werden.

[0283] Mit erneutem Bezug auf Fig. 5A, wie oben
beschrieben, wird die Anwendungseinheit 514 so be-
trieben, dass die Erstellung von Offline-Diagrammen
wie etwa dem Offline-Diagramm 340 aus Fig. 4L
auf dem Hintergrund 245 möglich ist. Um das Off-
line-Diagramm zu erstellen, wählt der Benutzer einen
oder mehrere Blöcke zur Platzierung auf dem Hinter-
grund 245 aus (z. B. durch Ziehen und Ablegen) und
„verdrahtet“ die Blöcke, damit die Daten zwischen
den Blöcken kommuniziert werden Jeder Block ist ei-
ne Instanz eines Vorlagenblocks, der in der Block-
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definitionsbibliothek 252 als eine der Blockdefinitio-
nen 255 gespeichert ist. Wenn der Benutzer das Be-
nutzersteuerelement 248m aktiviert, veranlasst die
Anwendungseinheit 514 die Anzeigeeinheit 510, die
verfügbaren Kategorien der Blockdefinitionen 255
und/oder verfügbaren Blockdefinitionen 255 anzuzei-
gen, aus denen der Benutzer einen Block auswäh-
len und auf dem Hintergrund 245 platzieren kann.
In einer Ausführungsform wird die Blockdefinitions-
bibliothek 252 in einem Speichergerät gespeichert,
das von einem oder beiden der Ausführungsdienst-
prozesse 506 oder dem Web-Server-Prozess 504 ge-
teilt wird, und Metadaten der Blockdefinitionsbiblio-
thek 252 (z. B. Namen, Kategorien der Blockdefini-
tionen usw.) werden an die Anwendungseinheit 514
übertragen, wobei Blockdefinitionen nur an die An-
wendungseinheit 514 übertragen werden, wenn ein
Block ausgewählt oder auf dem Hintergrund 245 plat-
ziert wird. Alternativ dazu wird die Blockdefinitionsbi-
bliothek 252 in ihrer Gesamtheit an die Anwendungs-
einheit 514 übertragen, wenn die Anwendungsein-
heit 514 im Web-Client instanziiert wird, und verbleibt
während der gesamten Ausführung des Web-Client-
Prozesses 502 auf dem Web-Client. Eine Masterko-
pie der Blockdefinitionsbibliothek 252 kann in einer
Datenbank (nicht dargestellt) innerhalb der Prozess-
steuerungsumgebung, in einem über das Netzwerk
erreichbaren Cloud-Speichergerät, in einer Worksta-
tion usw. existieren.

[0284] Die Blockdefinitionen 255 können gemäß
der Funktionalität jedes Blocks kategorisiert werden.
Während Fig. 5A die Blockdefinitionen 255 zeigt, die
auf mehrere abgebildete Kategorien 521 aufgeteilt
sind, soll Fig. 5A nicht nahelegen, dass die Block-
definitionen 255, die in einer bestimmten Kategorie
521 kategorisiert sind, notwendigerweise gemeinsam
gespeichert werden oder notwendigerweise getrennt
von anderen Blockdefinitionen 255 gespeichert wer-
den. Während das in einigen Ausführungsformen der
Fall sein kann, werden die Blockdefinitionen 255 in
anderen Ausführungsformen nicht in einer bestimm-
ten Reihenfolge gespeichert, sondern können statt-
dessen jeweils durch Metadaten getaggt sein, die auf
die Kategorie hinweisen, zu der die Blockdefinition
gehört. Die Metadaten für eine bestimmte Blockde-
finition 255 können, mittels Beispiel und nicht durch
Beschränkung, auch auf die Anzahl der Eingänge
und Ausgänge, die für die Ausführung des Blocks er-
forderlichen Eigenschaften, den Typ des Steuerele-
ments für die Benutzeroberfläche jeder Eigenschaft,
wann (d. h. unter welchen Bedingungen) das Steuer-
element für jede Eigenschaft aktiviert bzw. deaktiviert
wird, Plug-in-Informationen in Bezug auf die Eigen-
schaften, Standardwerte für die Eigenschaften usw.
hinweisen.

[0285] In vielen, wenn auch nicht allen Ausführungs-
formen beinhalten Blöcke Eigenschaften, die ange-
geben werden können bzw. müssen, bevor der Block

kompiliert und ausgeführt werden kann. Da die Block-
definitionen 255 nicht in der Anwendungseinheit 514
integriert sind, können die Werte, aus denen ein Be-
nutzer eine Eigenschaft für einen bestimmten Block
auswählen kann, nicht vordefiniert und/oder für die
Anwendungseinheit 514 bereitgestellt werden, wenn
die Anwendungseinheit 514 instanziiert wird. Fig. 5C
ist ein Flussdiagramm, in dem ein Verfahren 551
zur Anzeige eines Eigenschaftendialogs für einen
auf dem Hintergrund 245 platzierten Block abgebildet
wird. Wenn der Block auf dem Hintergrund 245 plat-
ziert wird, ruft die Anwendungseinheit 514 die zuge-
hörige Blockdefinition 255 aus der Datendiensteinheit
520 oder, in Ausführungsformen, aus der Datenbank
529 (Block 553) ab. Danach kann die Anwendungs-
einheit 514 einen Befehl zur Anzeige des Eigenschaf-
tendialogs für den Block erhalten, der auf dem Hinter-
grund 245 platziert wurde (Block 555), beispielswei-
se, wenn der Benutzer auf den Block doppelklickt.

[0286] Wenn die Anwendungseinheit 514 den Be-
fehl zur Anzeige des Eigenschaftendialogs für den
Block (Block 555) erhält, parst die Anwendungsein-
heit 514 die Blockdefinition Eigenschaft für Eigen-
schaft. Für jede Eigenschaft ruft die Anwendungsein-
heit 514 die Metadaten für die Eigenschaft ab (Block
557), indem sie die Metadaten für die Eigenschaft
parst und nach Plug-in-Informationen sucht (Block
559). Wenn die Anwendungseinheit 514 Plug-in-Ei-
genschaften für die Eigenschaft findet (Block 561), er-
kennt und lädt die Anwendungseinheit 514 das ange-
gebene Plugin (z. B. aus den Plug-ins 523 in der Da-
tendiensteinheit 520) (Block 563). Die Anwendungs-
einheit 514 aktiviert das durch die Metadaten ange-
gebene Plug-in für die Eigenschaft, um die erforder-
lichen Eigenschaftenwerte zu erhalten (Block 565).
Wenn die Anwendungseinheit 514 andererseits kei-
ne Plug-in-Informationen für die Eigenschaft findet
(Block 561), dann findet die Anwendungseinheit 514
in den Metadaten für die Eigenschaft einen Standard-
wert bzw. Standardwerte für die Eigenschaften (Block
567).

[0287] In jedem Fall findet die Anwendungseinheit
514 nach der Aktivierung des durch die Metada-
ten für die Eigenschaft angegebenen Plug-ins zum
Abrufen der Eigenschaftenwerte (Block 565) bzw.
Finden des Standardwerts bzw. der Standardwerte
für die Eigenschaft (Block 567) den Typ des Steu-
erelements für die Benutzeroberfläche (z. B. Text-
box, Dropdown-Auswahl, Optionsschaltfläche, Kon-
trollkästchen usw.) in den Metadaten für die Eigen-
schaft (Block 569) und fügt den Wert bzw. die Wer-
te und das Steuerelement zu einem Eigenschaften-
dialog (Block 571) hinzu. Wenn in der Blockdefiniti-
on (Block 573) zusätzliche Eigenschaften vorhanden
sind, dann ruft die Anwendungseinheit 514 die Meta-
daten für die nächste Eigenschaft (Block 557) ab, und
das Verfahren wird fortgeführt, bis es keine zusätzli-
chen Eigenschaften mehr gibt (Block 573). Wenn kei-
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ne zusätzlichen Eigenschaften mehr in der Blockde-
finition gefunden werden, zeigt die Anwendungsein-
heit 514 den Eigenschaftendialog (Block 575) an, da-
mit der Benutzer die Eigenschaften festlegen kann.

[0288] In einigen Ausführungsformen und/oder für
einige Blockdefinitionen 255 können eine oder meh-
rere erste Eigenschaften des Blocks in einem inakti-
ven oder deaktivierten Status angezeigt werden, bis
eine oder mehrere zweite Eigenschaften des Blocks
konfiguriert worden sind. Nach der Konfiguration der
einen oder mehreren zweiten Eigenschaften kann die
Anwendungseinheit 514 einen oder mehrere Schritte
des Verfahrens 551 erneut ausführen und/oder eines
oder mehrere der mit der ersten Eigenschaften ver-
knüpften Plug-ins 523 erneut ausführen.

[0289] Nehmen Sie als Beispiel an, dass ein Benut-
zer einen „Lade“-Block auf dem Hintergrund 245 plat-
ziert. Die Anwendungseinheit 514 ruft die Blockdefini-
tion 255 ab. In einer Ausführungsform stellt die Block-
definition 255 für den Ladeblock der Anwendungs-
einheit 514 Metadaten über den Block zur Verfügung
und zeigt insbesondere an, dass der Ladeblock drei
Eigenschaften hat: einen Blocknamen, eine ausge-
wählte Datenbank (Datenbankname) und einen aus-
gewählten Datensatz (Datensatzname), der aus der
ausgewählten Datenbank abgerufen werden kann.
Wenn der Dialog zur Auslösung der Eigenschaften-
konfiguration ausgelöst wird (z. B. durch Doppelkli-
cken auf den Ladeblock), muss die Anwendungs-
einheit 514 festlegen, was angezeigt wird. Die An-
wendungseinheit 514 kann feststellen, dass keine
Plug-in-Informationen in den Metadaten für die Ei-
genschaft des Blocknamens vorliegen und ruft statt-
dessen einen Standardwert ab, beispielsweise „La-
den<##>“. Die Anwendungseinheit 514 kann ferner
feststellen, dass der Typ des Steuerelements für den
Blocknamen, der in den Metadaten für die Eigen-
schaft des Blocknamens angegeben ist, eine Text-
box angibt. Die Anwendungseinheit interpretiert den
Standardwert (z. B. „Laden01“) und fügt sie in den
Dialog als Textbox ein.

[0290] Die Anwendungseinheit 514 findet Metada-
ten für die Eigenschaft Datenbankname, indem sie
die Blockdefinition parst. Durch Überprüfen der Me-
tadaten für die Eigenschaft Datenbankname findet
die Anwendungseinheit 514 Plug-in-Informationen für
die Eigenschaft und lokalisiert, ladet und aktiviert ent-
sprechend das angegebene Plug-in. Das angegebe-
ne Plug-in, das für die spezifische Anwendung und/
oder Betriebsumgebung geschrieben wurde (z. B. für
eine bestimmte Prozesssteuerungsumgebung), ist so
programmiert, dass es die Liste der Datenbankenna-
men (und zugehörigen Speicherorte) auffindet, von
denen Datensätze geladen werden können. Nach
dem Abrufen der Liste der Datenbankennamen parst
die Anwendungseinheit 514 die Metadaten für die Ei-
genschaft Datenbankname und bestimmt, dass sie in

einem Auswahl-Steuerelement Dropdown-Liste an-
gezeigt werden sollen. Die Anwendungseinheit 514
fügt das Auswahl-Steuerelement Dropdown-Liste mit
der Liste der vom Plug-in zurückgegebenen Daten-
bankennamen zum Eigenschaftendialog hinzu.

[0291] Die Anwendungseinheit 514 findet Metada-
ten für die Eigenschaft Datensatzname, indem sie
die Blockdefinition parst. Die Metadaten für die Ei-
genschaft Datensatzname benennen ein Plugin und
geben an, dass die Eigenschaft Datensatzname ein
Auswahl-Steuerelement Dropdown-Liste ist, weist
aber auch darauf hin, dass das Steuerelement de-
aktiviert sein muss, solange der Datenbankname
nicht vom Benutzer ausgewählt ist. Da die Anwen-
dungseinheit 514 keine weiteren Blockdefinitionen für
den Ladeblock findet, wird der Dialog angezeigt. So-
bald der Benutzer einen der Datenbanknamen aus
dem Auswahl-Steuerelement Dropdown-Liste aus-
wählt, weiß die Anwendungseinheit 514 (aus der Da-
tenblockdefinition), dass das in den Metadaten für
die Eigenschaft Datensatzname angegebene Plug-in
aktiviert werden muss, und übergibt den ausgewähl-
ten Datenbanknamen als Argument an das aktivierte
Plug-in. Das Plug-in gibt die Namen der Datensätze
zurück, die im ausgewählten Datenbanknamen ver-
fügbar sind, und befüllt das Auswahl-Steuerelement
Dropdown-Liste für die Eigenschaft Datensatzname
mit den Namen der verfügbaren Datensätzen, indem
der Dialog erneut angezeigt wird und das Steuerele-
ment diesmal statt deaktiviert aktiviert ist. Der Benut-
zer kann dann den Datensatznamen auswählen, um
die Konfiguration des Datenblocks abzuschließen.

[0292] Natürlich kann ein Block, nachdem er ein-
mal auf dem Hintergrund 245 platziert wurde und
nachdem der Block so konfiguriert wurde, dass er
die jeweils erforderlichen Eigenschaften anzeigt, aus-
geführt werden (d. h. die in der Blockdefinition an-
gegeben Programmieranweisungen können ausge-
führt werden), so dass jeder nachfolgende Block (d.
h. jeder Block, der über einen mit dem Ausgang
des Blocks „verknüpften“ Eingang verfügt) einen gül-
tigen Eingabewert hat, aus dem ein gültiger Ausga-
bewert erzeugt wird. Mit Bezug auf das Offline-Da-
tendiagramm 340, das in Fig. 4L gezeigt wird, muss
beispielsweise der LoadDB4M-Block 342a evaluiert
oder ausgeführt werden, bevor die Blöcke Spalten X
342b und Spalten Y 342c konfiguriert werden kön-
nen, da die Konfiguration der Blöcke Spalten X 342b
und Spalten Y 342c auf der Benutzerauswahl aus der
Ausgabe des LoadDB4M-Blocks 342a basiert. Ande-
rerseits, und mit zusätzlichen Bezug auf Fig. 4L, müs-
sen, obwohl der PLS4M_X_Y-Block 342d unabhän-
gig von der Evaluierung der Blöcke Spalten X 342b
und Spalten Y 342c konfiguriert werden kann, die
Blöcke Spalten X 342b und Spalten Y 342c evaluiert
werden, bevor der PLS4M Y_Y-Block 342d auf der
Grundlage des im Offline-Datendiagramm 340 gela-
denen Eingangsdatensatzes evaluiert werden kann.
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[0293] Die Ausführung und Evaluierung der Blöcke
und/oder Module verläuft asynchron. Das erlaubt
dem Benutzer, mit der Modifizierung der Blöcke bzw.
Module fortzufahren, während sie evaluiert werden.
Beispielsweise kann der Benutzer die Ausführung ei-
nes Blocks starten und gleichzeitig einen oder meh-
rere weitere Blöcke weiter bearbeiten und/oder konfi-
gurieren. Günstigerweise kann jeder Block, da er se-
parat kompiliert und ausgeführt werden kann, eva-
luiert und die Ergebnisse können ausgewertet wer-
den, bevor ein nachfolgender Block ausgewählt und/
oder konfiguriert und/oder ausgeführt wird. Als Re-
sultat ist weder eine a priori-Kenntnis des erwarte-
ten Ausgangswerts eines bestimmten Blocks erfor-
derlich, noch ist es überhaupt notwendig, zu wissen
welches der nächste Block im Datenfluss sein wird,
bevor die Ergebnisse eines bestimmten Blocks vor-
liegen.

[0294] Jede Ausführung eines Offline- oder Online-
Diagramms aktiviert die Funktionalität des Ausfüh-
rungsdienstprozesses 506 und der Aufgabenprozes-
se 508. Im Allgemeinen können die Aufgabenprozes-
se 508, wie oben beschrieben, auf einem oder meh-
reren Prozessoren, auf denen Ausführungsdienstpro-
zesse 506 und/oder Web-Server-Prozesse 506 aus-
geführt werden (die derselbe Prozessor bzw. diesel-
ben Prozessoren sein können oder auch nicht), auf
einem oder mehreren Prozessoren, auf denen der
Web-Client-Prozess 502 ausgeführt wird, und/oder
auf einem oder mehreren separaten Prozessoren wie
etwa Prozessoren auf einer Cloud-Computing-Platt-
form ausgeführt werden und können auf einer oder
mehreren virtuellen Maschinen ausgeführt werden,
die auf einem oder mehreren Prozessoren konfigu-
riert sind. Darüber hinaus kann jeder Aufgabenpro-
zess 508 in einer anderen Zielumgebung ausgeführt
werden, beispielsweise durch das Ausführen jedes
Aufgabenprozesses 508 in einer dezidierten virtuel-
len Maschine, die auf der Zielumgebung konfiguriert
ist. Jeder der Aufgabenprozesse 508 repräsentiert im
Allgemeinen einen Teil des auszuführenden Codes –
in einigen Fällen führt ein bestimmter Aufgabenpro-
zess 508 das Zielskript bzw. den Zielcode aus, die mit
einem bestimmten Block verbunden sind, während
in anderen Fällen die mit einem einzelnen Block ver-
bundenen Anweisungen in kleinere Skripts/Codeseg-
mente unterteilt und in mehreren Aufgabenprozessen
508 ausgeführt werden.

[0295] Insbesondere wenn Anweisungen, die mit
einem einzelnen Block verbunden sind, in kleine
Skripts/Codesegmente aufgeteilt und von verschie-
denen Aufgabenprozessen ausgeführt werden, kön-
nen die verschiedenen Aufgabenprozesse zusam-
menarbeiten, um eine Art der Parallelisierung zu er-
reichen. In diesem Dokument wird „Parallelrechner“
in der Bedeutung einer allgemeinen Praxis des Auf-
teilens einer Aufgabe in kleinere Einheiten und de-
ren parallele Ausführung verwendet; „Multithreading“

bedeutet die Fähigkeit eines Softwareprogramms zur
Ausführung mehrerer Threads (sofern Ressourcen
vorhanden sind); und „verteiltes System“ meint die
Fähigkeit zur Verteilung der Verarbeitung über meh-
rere physikalische oder virtuelle Maschinen. Im Prin-
zip kann ein verteiltes System beliebig erweitert wer-
den. Angesichts dieser Konzepte muss klar sein,
dass die Ausführung von Anweisungen auf einer ver-
teilten Plattform nicht dasselbe ist wie die Ausführung
der Anweisungen in einem verteilten Modus; ohne ex-
plizite Anweisungen, mit denen eine verteilte Verar-
beitung unterstützt wird, werden die Anweisungen lo-
kal ausgeführt.

[0296]  Die Fähigkeit zur Parallelisierung einer Auf-
gabe ist eine Eigenschaft, die in der Definition der
Aufgabe selbst enthalten ist. Einige Aufgaben kön-
nen problemlos parallelisiert werden, da die von
der jeweiligen Aufgabe durchgeführten Berechnun-
gen von den anderen Aufgabenprozessen unabhän-
gig sind und der gewünschte Ergebnissatz eine einfa-
che Kombination der Ergebnisse der jeweiligen Auf-
gabenprozesse ist; wir bezeichnen diese Aufgaben
als „erstaunlich parallel“.

[0297] Andere Aufgaben sind um einiges schwie-
riger zu parallelisieren. Zu solchen „linear paralle-
len“ Aufgaben zählen insbesondere jene, in denen
von einem Aufgabenprozess Berechnungen durch-
geführt werden, die zwar unabhängig von Berech-
nungen sind, die von einem anderen Aufgabenpro-
zess durchgeführt werden, das gewünschte Ergeb-
nis aber eine lineare Kombination der Ergebnisse der
jeweiligen Aufgabenprozesse darstellt. Beispielswei-
se kann ein „Durchschnittsberechnungsblock“ durch
Anweisungen definiert sein, die den Durchschnitt ei-
nes Wertesatzes in einer verteilten Datenbank be-
rechnen, in denen ein einzelner Datensatz verteilt
auf verschiedenen physikalischen Geräten gespei-
chert ist. Nehmen Sie als konkreteres Beispiel an,
dass der Durchschnittsberechnungsblock die Durch-
schnittstemperatur einer Reihe von 300 Bioreakto-
ren berechnet, in denen die Temperaturdaten jeweils
im Speicher einer angeschlossenen Steuereinrich-
tung gespeichert werden. Die Ausführung des Durch-
schnittsberechnungsblocks kann parallelisiert wer-
den, indem ein Satz von Temperaturwerten für die
300 Bioreaktoren jeweils einer Vielzahl von Aufga-
benprozessen zugewiesen und dann der „Gesamt-
durchschnitt“ als gewichteter Durchschnitt der Durch-
schnittswerte der Vielzahl von einzelnen Aufgaben-
prozessen berechnet wird.

[0298] Noch schwieriger zu parallelisieren sind Auf-
gaben, in denen die Daten auf sinnvolle Weise or-
ganisiert werden müssen. „Datenparallele Aufgaben“
sind solche, in denen Berechnungen durch die ein-
zelnen Aufgabenprozesse unabhängig von allen an-
deren Aufgabenprozessen durchgeführt werden, so-
lange jeder Aufgabenprozess über den „korrekten“
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Teil der Daten verfügt. Dazu kann beispielsweise die
Berechnung eines unabhängigen Temperaturdurch-
schnitts für jeden der gleichen oben erwähnten 300
Bioreaktoren zählen (anstatt eines Durchschnitts al-
ler 300), vorausgesetzt, dass es keine Quereffekte
zwischen den Bioreaktoren gibt. Die Aufgabe kann
parallelisiert werden, wenn jeder der Aufgabenpro-
zesse über die Temperaturdaten für einen einzelnen
der Bioreaktoren verfügt.

[0299] Damit eine solche Aufgabe datenparallel ist,
müssen die Daten jedoch in Abschnitte eingeteilt wer-
den, die mit der Aufgabe übereinstimmen. Das kann
der Fall sein, wenn jeder der 300 Bioreaktoren im obi-
gen Szenario seine Temperaturdaten in einer einzel-
nen zugehörigen Datenbank bzw. an einem einzel-
nen zugehörigen Speicherort speichert. Würden je-
doch die Daten für alle 300 Bioreaktoren in einer ein-
zigen Datenbank gespeichert und innerhalb der Da-
tenbank nicht in irgendeiner Art und Weise organi-
siert, müssten die Daten reorganisiert werden, be-
vor irgendeine Art der Analyse durchgeführt werden
könnte. In dem hier beschriebenen System kann die
Datenreorganisation in dem für die Durchführung der
Analyse erstellten Diagramm von anderen Blöcken
durchgeführt werden (z. B. durch einen Datenfilter-
block, Abfrageblöcke usw.).

[0300] Das Erstellen und Verwalten der Aufgaben-
prozesse 508 sowie die Parallelisierung und Ver-
teilung der Aufgabenprozesse auf die verschiede-
nen Prozessoren fällt in die Verantwortung des Aus-
führungsdienstprozesses 506. Wenn ein Modul oder
Block ausgeführt wird, wird die Konfiguration des Mo-
duls oder Blocks unabhängig davon, ob das Modul
oder der Block als Teil eines Online-Diagramms oder
eines Offline-Diagramms ausgeführt wird, vom Web-
Server-Prozess 504 an den Ausführungsdienstpro-
zess 506 gesendet. In Ausführungsformen wird die
Konfiguration als JSON-Datei (Java Script Object No-
tation) gesendet, in der Konfigurationsdatei kann je-
doch ein beliebiges Datenformat verwendet werden,
das für sprachenunabhängige, asynchrone Browser/
Server-Kommunikation geeignet ist. Die Konfigurati-
onsdatei beinhaltet nativen Quellcode der durch das
Diagramm 602 repräsentierten Umgebung, in der die
Analyse (oder ein Teil davon) durchgeführt werden
soll, sowie Werte der Umgebungseigenschaften und
Variable, die für die Ausführung erforderlich sind.

[0301] Da in den Blockdefinitionen nicht festgelegt
ist, in welcher bestimmten Umgebung die Blöcke aus-
geführt werden müssen, und die Zielumgebung bei
der Konfiguration des Blocks (oder des Moduls, das
den Block beinhaltet) ausgewählt wird, können neue
Zielumgebungen zu den im Analysedienst verfügba-
ren hinzugefügt werden, ohne dass die Anwendung,
die Blockdefinitionen oder gar die gespeicherten und
ausgeführten Blöcke und/oder Module neu geschrie-
ben werden müssen.

[0302] Auf ähnliche Weise können jederzeit neue
Blockdefinitionen 255 zur Blockdefinitionsbibliothek
252 hinzugefügt werden, ohne dass sich das auf die
zuvor erstellten Module auswirkt oder sich der Betrieb
des Analysedienstes 500 als Ganzes oder der An-
wendungseinheit 514 im Besonderen ändert. Mit er-
neutem Bezug auf Fig. 5B wird das Erstellen und das
Hinzufügen von neuen Blockdefinitionen in Ausfüh-
rungsformen durch eine Algorithmusdefinitionsebene
525 erreicht. In der Algorithmusdefinitionsebene 525
kann der Benutzer oder Entwickler einen Definitions-
generator 527 verwenden, um durch Entwicklung ei-
nes Algorithmus eine Definition zu erstellen. Der De-
finitionsgenerator 527 generiert Definitionen 255' und
speichert die Definitionen 255' in der Blockdefiniti-
onsbibliothek 252, beispielsweise in einer Datenbank
529. Wie in einem späteren Abschnitt der Beschrei-
bung ersichtlich werden wird, kann jede Blockdefini-
tion 255 ein zugehöriges Daten-Plug-in 523 haben,
und die Daten-Plug-ins 523 können an einem Spei-
cherort (z. B. einer Datenbank 531) gespeichert wer-
den, der dem Analysedienst 500 bekannt ist. Die Da-
tendiensteinheit 520 kann die Blockdefinitionen 255
und Daten-Plug-ins 523 abrufen, wenn die Anwen-
dungseinheit 514 initialisiert bzw. instanziiert wird,
und kann sie der Anwendungseinheit 514 bereitstel-
len.

[0303] Alternativ dazu kann in einigen Ausführungs-
formen eine benutzerdefinierte Blockdefinition, an-
statt neu erstellt zu werden, keinen zugehörigen Algo-
rithmus haben, sondern eine Eigenschaft beinhalten,
in die der Benutzer eigenen Code platzieren kann.
Das heißt, dass eine der Blockdefinitionen 255 einem
Benutzer erlaubt, seinen eigenen Algorithmus als Ei-
genschaft in den Block einzugeben.

[0304] In diesem Dokument bezieht sich der Begriff
„Parameter“ auf eine Eigenschaft bzw. auf Eigen-
schaften des Blocks bzw. der Blöcke und/oder des
Moduls bzw. der Module, die in der Konfigurations-
datei enthalten sind und mittels der Konfigurationsda-
teien als Parameter an den Ausführungsdienst wei-
tergegeben werden. Eigenschaften, die in der Konfi-
gurationsdatei als Parameter weitergegeben werden
können beispielsweise Dateipfade, Namen von Da-
tensätzen, Spalten zur Auswahl, Konfidenzniveaus
und Anzahl der in Ergebnissen von PCA-Analysen
erwünschten Komponenten oder jede andere Infor-
mation beinhalten, die von den Kompilierungseinhei-
ten 526 benötigt werden, damit ausführbarerer Code
kompiliert werden kann, und mit deren Hilfe die Auf-
gabenprozesse 508 die kompilierten Anweisungen
ausführen können. Das bedeutet, dass nicht alle Ei-
genschaften eines Blocks oder Moduls für die Aus-
führung erforderlich sind – einige Eigenschaften ei-
nes Blocks oder Moduls können beispielsweise fest-
legen oder sich auf andere Weise darauf beziehen,
wie dieser Block oder dieses Modul im Datenanalyse-
studio angezeigt wird, und haben keine Auswirkung
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darauf, wie die Daten gesammelt, manipuliert oder
verarbeitet bzw. analysiert werden.

[0305] In einer Ausführungsform beinhaltet die Kon-
figurationsdatei die Definition des Blocks und/oder
Moduls sowie sämtliche Eigenschaften, die für das
Kompilieren und Ausführen des Blocks bzw. Moduls
erforderlich sind. In einer alternativen Ausführungs-
form beinhaltet die Konfigurationsdatei nur eine Iden-
tifikation des Blocks und der erforderlichen Konfigu-
rationsparameter, und die Blockdefinition wird aus
dem Speicher abgerufen (z. B. aus der Blockdefini-
tionsbibliothek 252). Trotzdem können sich die Kon-
figurationsparameter entsprechend der Blockdefiniti-
on ändern. Einige Blöcke können keine Konfigura-
tionsparameter haben, während andere einen, zwei
oder viele Konfigurationsparameter haben können.
Darüber hinaus können die Konfigurationsparameter
verpflichtend oder optional sein. Beispielsweise kann
ein Datenladeblock (ein Block, der einen Datensatz
lädt) oder ein Abfrageblock (ein Block, der in einem
Datensatz nach bestimmten Daten sucht) einen Da-
tenpfad erfordern, in dem der Speicherort der zu la-
denden oder abzufragenden Daten angegeben ist.
Ein Spaltenauswahlblock kann jedoch als Standard-
auswahl „alle Spalten“ haben und benötigt daher kei-
ne bestimmte, proaktive Konfiguration einer Auswahl
eines Subsatzes von Spalten.

[0306] Andere Parameter in einer Konfigurations-
datei können Umgebungsparameter beinhalten. Die
Konfigurationsdatei kann beispielsweise und ohne
Einschränkung Folgendes beinhalten: einen Ausfüh-
rungsmodus, der beispielsweise angibt, ob der Work-
flow bzw. ein Teil davon offline oder online ausgeführt
werden soll; eine Zielausführungsumgebung (z. B.
Python, PySpark, Native Spark usw.); ob die Ausfüh-
rung lokal oder verteilt erfolgen soll; die Konfigurati-
on der verteilten Umgebung; eine Angabe des Strea-
ming-Datenquelle, an die der Workflow oder der Teil
davon gebunden ist; eine Option zum Erstellen einer
neuen Aufgabe oder zum Binden und Fortführen der
Ausführung einer bestehenden Aufgabe; eine Option
zum Zwischenspeichern von Daten über bestehende
Aufgaben; eine Option zum Inkludieren einer Validie-
rungsvariablen zur Evaluierung der Genauigkeit des
Ausführungsmodells in die Ausführung eines Online-
Diagramms; oder andere Umgebungsvariable.

[0307] Die Konfiguration des Blocks, Moduls und/
oder der Umgebungsparameter kann auf eine aus ei-
ner Vielzahl von Arten erfolgen. Wie oben beschrie-
ben werden beispielsweise viele Parameter entspre-
chend den im zugehörigen Block oder Modul fest-
gelegten Eigenschaften an die Konfigurationsdatei
übergeben. Während der Erstellung des Diagramms
ist es oftmals (jedoch nicht immer) erforderlich, dass
ein Benutzer einen bestimmten Block konfiguriert und
ausführt, bevor ein nachfolgender Block konfiguriert
und/oder ausgeführt werden kann. Das ist der Fall,

wenn der Benutzer einen ersten Block verwendet,
um Daten zu laden, und einen zweiten, nachfolgen-
den Block, um Spalten aus den Daten auszuwäh-
len – der Ladeblock muss konfiguriert werden (z. B.
durch einen Pfad zum Ort, von dem die Daten ge-
laden werden sollen, eine Auswahl der zu ladenden
Daten usw.), bevor der Ladeblock ausgeführt werden
kann, und muss ausgeführt werden, bevor die ver-
fügbaren Spalten in den Daten dem zweiten Block
zur Verfügung stehen, damit der Benutzer die Spal-
ten auswählen kann.

[0308] Alternativ oder zusätzlich können ein oder
mehrere Parameter zur Konfigurationsdatei hinzu-
gefügt werden, wenn die Ausführung des Blocks
oder Moduls angefordert wird. Das kann der Fall
sein, wenn ein Benutzer beispielsweise keine der
Eigenschaften des Blocks oder Moduls angibt. Es
kann auch der Fall sein, wenn eine oder mehrere
Eigenschaften so programmiert sind, dass sie erst
bei einer Ausführungsanforderung angegeben wer-
den müssen. In Ausführungsformen fordert das Da-
tenanalysestudio beispielsweise einen Benutzer auf,
bei der Auswahl eines Blocks oder Moduls zur Aus-
führung eine Zielumgebung für die Ausführung und/
oder einen Zielprozessor oder eine Prozessorbank
anzugeben, auf dem bzw. der der Block oder das
Modul ausgeführt werden soll. Darüber hinaus kön-
nen in einigen Ausführungsformen ein oder mehre-
re Parameter in der Konfigurationsdatei von der Um-
gebung des Datenanalysestudios selbst übergeben
werden. Parameter wie die bevorzugte Ausführungs-
umgebung, Beschränkungen hinsichtlich physikali-
scher Orte, an denen die Verarbeitung durchgeführt
werden kann bzw. muss (z. B. Verhindern oder Er-
fordern von Cloud-Ausführung), und andere können
in der Anwendung selbst für alle Blöcke/Module, die
aus der Anwendung heraus ausgeführt werden, fest-
gelegt werden. Diese Parameter können an die Konfi-
gurationsdatei übergeben werden, wenn die Ausfüh-
rung eines bestimmten Blocks oder Moduls angefor-
dert wird.

[0309] In jedem Fall, und nach wie vor mit Bezug auf
Fig. 5A, erhält eine Aufgaben-Listener-Einheit 522 ei-
ne Ausführungsanforderung mit der Konfigurations-
datei für den Block oder das Modul bzw. die Blöcke
oder Module, die ausgeführt werden sollen, und er-
stellt eine oder mehrere Aufgabenverwaltungseinhei-
ten 524, die dem Block und/oder Modul bzw. den
Blöcken und/oder Modulen entsprechen, für die ei-
ne Ausführung angefordert wurde. Die Aufgabenver-
waltungseinheiten 524 erhalten die Konfigurationsda-
tei und senden die Konfigurationsdatei entsprechend
der angegebenen Zielausführungsumgebung an ei-
ne oder mehrere der Diagrammkompilierungseinhei-
ten 526, damit sie in Anweisungen kompiliert wird,
die vom Prozessor in der angegebenen Zielausfüh-
rungsumgebung ausgeführt werden können. Die Dia-
grammkompilierungseinheiten 526 können so kon-
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zipiert sein, dass die jeweilige Diagrammkompilie-
rungseinheit 526 so betrieben werden kann, dass für
jede der verschiedenen Zielumgebungen eine Konfi-
gurationsdatei kompiliert werden kann, oder sie kön-
nen so konzipiert sein, dass die jeweilige Diagramm-
kompilierungseinheit 526 so betrieben werden kann,
dass Konfigurationsdateien kompiliert werden kön-
nen, die nur eine bestimmte Zielumgebung angeben.
In jedem Fall besteht die Ausgabe einer Aufgaben-
kompilierungsdatei 526 aus computerlesbaren An-
weisungen, die von einem Prozessor in der angege-
benen Zielumgebung ausgeführt werden können.

[0310] Die Aufgabenverwaltungseinheiten 524, die
die Konfigurationsdatei an die Diagrammkompilie-
rungseinheit 526 gesendet hat, sendet die kompilierte
Ausgabe aus der Diagrammkompilierungseinheit 526
an eine Aufgabenausführungseinheit 528. Die Auf-
gabenausführungseinheit 528 bestimmt, welche Res-
source(n) (z. B. Prozessorressourcen) zur Ausfüh-
rung kompilierter Ausgabewerte gemäß den angege-
benen Konfigurationsparametern und mit Bezug auf
die Miteinbeziehung der Zielumgebung für die Aufga-
be verfügbar sind, ob die Aufgabe verteilt werden soll
oder nicht, ob die Aufgabe lokal oder Remote sein soll
und etwaige/oder andere Variable inklusive, jedoch
nicht beschränkt auf die Quelle(n) der Eingangsdaten
und den Bestimmungsort bzw. die -orte für die Aus-
gabedaten, und erstellt dann mithilfe der identifizier-
ten Ressourcen einen Aufgabenprozess 508. Jeder
Aufgabenprozess 508 kompiliert Ausgabedaten in ei-
ner bestimmten Zielumgebung, um einen bestimm-
ten Zielalgorithmus zu implementieren (d. h. angege-
ben durch die kompilierten Anweisungen). In Ausfüh-
rungsformen können einige oder alle Aufgabenpro-
zesse 508 durch Big Data-Analysatoren 170 ausge-
führt werden, die in verteilten Daten-Engines 150 in-
tegriert sind.

[0311] Somit ist in dieser flexiblen Architektur zu-
mindest jedes der folgenden Szenarien möglich: ein
als multiple Aufgabenprozesse 508 in verteilter Wei-
se über mehrere Prozessoren ausgeführter einzelner
Block bzw. einzelnes Modul; ein als multiple Aufga-
benprozesse 508 seriell auf einem einzelnen Prozes-
sor ausgeführter einzelner Block bzw. einzelnes Mo-
dul; ein als einzelner Aufgabenprozess 508 auf einem
einzelnen Prozessor ausgeführter Block bzw. Modul;
multiple als entsprechende multiple Aufgabenprozes-
se 508 auf verteilte Weise über mehrere Prozessoren
ausgeführter Blöcke usw. Darüber hinaus ist es nicht
erforderlich, dass alle Prozesse für unterschiedliche
Blöcke in einem Modul oder unterschiedliche Module
in einem Projekt in einer einzelnen Zielumgebung be-
trieben werden, obwohl im Allgemeinen davon aus-
gegangen wird, dass zu einem einzelnen Block oder
Modul gehörende Aufgabenprozesse 508 in dersel-
ben Zielumgebung (z. B. Python, PySpark usw.) aus-
geführt werden. In einigen Fällen kann beispielsweise
eine bestimmte Zielumgebung besser geeignet sein,

um den Zielalgorithmus zu erreichen, der mit einem
Block oder Modul verbunden ist, während andere Blö-
cke oder Module möglicherweise in einer anderen
Zielumgebung effizienter ausgeführt werden, und so
können die Blöcke so konfiguriert werden, dass in
den entsprechenden Eigenschaften unterschiedliche
Zielumgebungen angegeben werden, was im Endef-
fekt dazu führt, dass die mit den unterschiedlichen
Blöcken verbundenen Aufgabenprozesse 508 in un-
terschiedlichen Zielumgebungen ausgeführt werden.

[0312] Ferner wird auch erwartet, dass die mit einem
bestimmten Modul oder Projekt verbundenen Blöcke
in vielen Fällen in Aufgabenprozessen 508 ausge-
führt werden, die alle verteilt bzw. alle lokal sind. Es
sollte jedoch in Bezug auf die obige Beschreibung
auf der Hand liegen, dass die Effizienz gesteigert
werden kann, indem ein oder mehrere Blöcke eines
Moduls oder Projekts lokal ausgeführt werden, wäh-
rend andere Blöcke eines Moduls oder Projekts auf
einem oder mehreren Remote-Prozessoren ausge-
führt werden (z. B. in einer Cloud-Computing-Umge-
bung). Nehmen wir als Beispiel ein Diagramm, in dem
ein erster Block eine Abfrage nach bestimmten Da-
ten aus einer Datenbank (oder einem anderen Daten-
speicher) durchführt, die sich entfernt vom Analyse-
dienst 500 befindet, und ein zweiter Block eine Analy-
se der aufgrund der Abfrage erhaltenen Daten durch-
führt. Es ist möglicherweise effizienter, einen Aufga-
benprozess 508 auf einem Prozessor zu erstellen,
der sich lokal zur Datenbank befindet (z. B. in einem
integrierten DDE in der Datenbank), um die Datenab-
frage lokal zum integrierten DDE durchzuführen, an-
statt die Abfrage auf einem Prozessor durchzuführen,
der sich entfernt von der Datenbank befindet. Das
kann insbesondere dann der Fall sein, wenn sich die
Datenbank in einer anderen geographischen Region
befindet, etwa wenn der Benutzer Daten für eine Pro-
zesssteuerungsumgebung abfragt, die sich von der
unterscheidet, in der sich der Benutzer gerade be-
findet. Die Abfrageergebnisse können dann entspre-
chend dem zweiten Block entweder im selben Aufga-
benprozess (und Prozessor), in einem anderen Auf-
gabenprozess im selben Prozessor oder in einem an-
deren Aufgabenprozess in einem anderen Prozessor
(z. B. in einem lokalen Prozessor) analysiert werden.

[0313] Die Aufgabenausführungseinheit 528 proto-
kolliert ferner insbesondere in verteilten Verarbei-
tungsanwendungen die Aufgabenprozesse 508 und
protokolliert die Datenabhängigkeiten. Daher wer-
den nach Abschluss jedes Aufgabenprozesses 508
die Ausgabedaten an die Aufgabenausführungsein-
heiten 528 zurückgegeben. Die Aufgabenausführer
528 bestimmen, ob einige oder alle Daten an einen
anderen Aufgabenprozess 508 weitergeleitet und/
oder an den Web-Server-Prozess 504 zur Anzeige
in der Anwendungseinheit 514 durch den Web-Cli-
ent-Prozess 502 zurückgegeben werden. Während
der Ausführung der Aufgabenprozesse 508 können
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die Aufgabenausführungseinheiten 528 Statusinfor-
mationen empfangen, die zur Anzeige in der Anwen-
dungseinheit 514 an den Web-Server-Prozess 504
zurückgegeben werden können. Die Aufgabenpro-
zesse 508 können auf Vorhersagedaten an die Auf-
gabenausführungseinheiten 528 zurückgeben, ins-
besondere wenn ein Aufgabenprozess 508 ein On-
line-Diagramm (oder einen Teil eines Online-Dia-
gramms) ausführt, das solange ausgeführt wird, bis
es explizit gestoppt wird. Die Vorhersagedaten kön-
nen an die Aufgabenausführungseinheiten 528 zu-
rückgegeben werden, während die Vorhersagedaten
generiert werden, und können zur Anzeige in der An-
wendungseinheit 514 an den Web-Server-Prozess
504 weitergeleitet werden; dabei ist zu beachten,
dass die Vorhersagedaten gleichzeitig als Funktion
eines der Blöcke im Online-Diagramm in einen Spei-
cherort in der Prozesssteuerungsumgebung (z. B. ei-
nen DDE-Speicherort, eine Steuerung, die eine Steu-
erfunktion ausführt usw.) zurück geschrieben wer-
den können. In Ausführungsformen werden Status,
Zustand und/oder Vorhersagedaten zwischen den
Aufgabenprozessen 508 und den Aufgabenausfüh-
rungseinheiten 528 mithilfe von Rückkanal-Stream-
ing über Kommunikationskanäle übergeben, die wäh-
rend der Aufgabenerstellung eingerichtet wurden, da-
mit die Aufgabenprozesse 508 miteinander und/oder
mit den Aufgabenausführungseinheiten 528 kommu-
nizieren können.

[0314] Anhand der nachfolgenden Beispiele wird
klar, dass der Datenfluss durch den Analysedienst
500 in gewisser Weise von zumindest den konfigu-
rierten präzisen Blöcken und/oder Modulen, den für
jeden Block bzw. jedes Modul konfigurierten Eigen-
schaften sowie davon abhängt, ob das auszuführen-
de Diagramm ein Offline-Diagramm oder ein Online-
Diagramm ist.

Beispiel 1 – Erstellen eines Offline-Diagramms

[0315] Fig. 5D ist ein Diagramm, in dem ein Bei-
spielhintergrund 600 abgebildet ist, auf dem ein Off-
line-Diagramm 602 konfiguriert ist, das die Blöcke
604a–604g und die Drähte 606a–606h beinhaltet. Mit
Bezug zurück auf Fig. 5A würde der Hintergrund 600
durch den Web-Client-Prozess 502 und insbesonde-
re durch die Anzeigeeinheit 510 in Zusammenarbeit
mit der Anwendungseinheit 514 angezeigt werden.
Die Anwendungseinheit 514 würde die Daten (inklu-
sive Blockdefinitionsbibliothek 252) über die Daten-
diensteinheit 516 erhalten, die über die Serverkom-
munikationseinheiten 518 in Kommunikation mit dem
Web-Server-Prozess 540 stehen würde.

[0316] Allgemein gibt es einige Methoden zur Kon-
struktion des Offline-Diagramms 602 gemäß Fig. 5D.
Zuerst könnte ein Benutzer den Blockdefinitionsum-
schalter 248m umschalten, um die Blockdefinitionsbi-
bliothek 252 zu öffnen (siehe Fig. 4D). Aus der Block-

definitionsbibliothek 252 könnte der Benutzer die Blö-
cke 604a–604g jeweils einzeln auswählen und die
Blöcke 604a–604g auf dem Hintergrund 600 platzie-
ren. Als nächstes könnte der Benutzer die Drähte
606a–606h anbringen, um die verschiedenen Blöcke
miteinander zu verbinden: Draht 606a zwischen ei-
nem Ausgang 608a von Block 604a und einen Ein-
gang 610b von Block 604b anbringen; Draht 606b
zwischen einem Ausgang 608b von Block 604b und
einen Eingang 610b von Block 604c anbringen; Draht
606c zwischen einem Ausgang 608b von Block 604b
und einen Eingang 610d von Block 604d anbringen;
Draht 606d zwischen einem Ausgang 608b von Block
604b und einen Eingang 610e von Block 604e an-
bringen; Draht 606e zwischen einem Ausgang 608c
von Block 604c und einen Eingang 610f2 von Block
604f anbringen; Draht 606f zwischen einem Aus-
gang 608d von Block 604d und einen Eingang 610g
von Block 604g anbringen; Draht 606g zwischen ei-
nem Ausgang 608d von Block 604d und einen Ein-
gang 610f1 von Block 604f anbringen und Draht
606h zwischen einem Ausgang 608f1 von Block 604f
und einen Eingang 610g von Block 604g anbrin-
gen. Nachdem die Blöcke 604a–604g und die Drähte
606a–606h auf diese Weise platziert wurden, würde
das Offline-Diagramm 602 unkonfiguriert bleiben.

[0317] Alternativ könnte der Benutzer die Blöcke
604a–604g jeweils einzeln auswählen und platzieren
und die Eigenschaften jedes Blocks 604a–604g beim
Platzieren des jeweiligen Blocks auf dem Hintergrund
600 konfigurieren, optional (und in den meisten Fäl-
len) wird jeder Block 604a–604g nach der Konfigura-
tion der Eigenschaften des Blocks ausgeführt.

[0318] Der Benutzer könnte jeden Block 604a–604G
jeweils einzeln konfigurieren (unabhängig davon, ob
die Blöcke 604a–604g vor der Konfiguration der Ei-
genschaften platziert und verdrahtet werden, oder ob
sie jeweils einzeln platziert und die Eigenschaften
konfiguriert werden, bevor der nächste Block platziert
wird), indem er auf den Block klickt und in einem
Blockeigenschaftsfenster 612 die dem Block zuge-
wiesenen Eigenschaften angibt. In der Fig. 5D wird
der Block 604a – ein Abfrageblock – ausgewählt und
das Blockeigenschaftsfenster 612 für den Abfrage-
block 604a wird angezeigt. Im Beispielhintergrund
600, der in Fig. 5D abgebildet ist, beinhaltet das
Blockeigenschaftsfenster 612 für den Abfrageblock
604a einen Abfrageeigenschaftseingabebereich 614,
in den der Benutzer eine Abfrage eingeben kann.
Während eine detaillierte Beschreibung der Abfrage-
sprache in einem späteren Abschnitt der Spezifikati-
on erfolgt, ist es für den aktuellen Zweck ausreichend,
wenn angenommen wird, dass die in den Abfrageei-
genschaftseingabebereich 614 eingegebene Abfrage
bei Ausführung des Abfrageblocks 604a einen Spei-
cherort der abzufragenden Daten angeben kann. Die
Blockeigenschaften werden als Parameter in einer
Konfigurationsdatei gespeichert, die dem Block zu-
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geordnet ist. Die Konfigurationsdatei kann sich auf
dem Web-Client, der den Web-Client-Prozess 502
ausführt, oder auf dem Web-Server, der den Web-
Server-Prozess 504 ausführt, befinden.

[0319] Nachdem er die Eigenschaften des Abfra-
geblocks 604a konfiguriert hat, würde der Benutzer
im Normalfall den Block 604a ausführen, bevor er
den nächstem, nachfolgenden Block platziert und/
oder mit der Konfiguration der Eigenschaften des
nächsten, nachfolgenden Blocks beginnt (in diesem
Fall Block 604b). Um den Block 604a auszuführen,
würde der Benutzer die Evaluierungsbenutzersteue-
rung 248i aktivieren. Dadurch würde die dem Block
604a zugeordnete Konfigurationsdatei über die Da-
tendiensteinheit 520 des Web-Server-Prozesses 504
an den Ausführungsserverprozess 506 übertragen
werden. Die Konfigurationsdatei würde beispielswei-
se als JSON-Datei durch die Ausführung des Ser-
verprozesses 506 empfangen werden und die Auf-
gaben-Listener-Einheit 522 würde eine Aufgaben-
verwaltungseinheit 524 erstellen, mit der die Aus-
führungsanfrage behandelt würde. Die Aufgabenver-
waltungseinheit 524 würde die entsprechende Dia-
grammkompilierungseinheit 526 aktivieren, um die
Konfigurationsdatei in ausführbare Anweisungen (d.
h. kompilierten Abfragecode) zu kompilieren, die für
die in den Parametern in der Konfigurationsdatei
angegebene Zielumgebung geeignet sind. Die Dia-
grammkompilierungseinheit 526 würde eine Ausga-
bedatei zurückgeben, die kompilierten Code umfasst
und könnte ferner Metadaten zurückgeben, die die
Zielumgebung festlegen, für die sich der kompilier-
te Code eignet. (Alternativ kann die Aufgabenverwal-
tungseinheit 524 während des Kompilierungsprozes-
ses Kenntnis über die Zielumgebung erlangen.) Die
Aufgabenverwaltungseinheit 524 leitet die Ausgabe-
datei an eine Aufgabenausführungseinheit 528 wei-
ter, die gemäß den Parametern der Konfigurations-
datei für die Zielumgebung bestimmt, ob der Code
lokal oder in der Ferne ausgeführt werden soll, ob
der Code in einem verteilten System ausgeführt wer-
den soll usw., und Prozessor und Speicherressour-
cen auswählt und sichert, an denen die in der Aus-
gabedatei enthaltenen Anweisungen ausgeführt wer-
den sollen. Die Aufgabenausführungseinheit 528 er-
stellt dann den Aufgabenprozess bzw. die Aufgaben-
prozesse 508, mit denen die Ausgabedatei ausge-
führt wird.

[0320] Wenn die Ausführung der Ausgabedatei ab-
geschlossen ist (im Fall von Offline-Blocks oder -Mo-
dulen), oder sobald Ergebnisse vorliegen (für Online-
Module), werden die Ergebnisse an die Aufgaben-
ausführungseinheit 528 zurückgegeben. Da in die-
sem Fall keine weitere Ausführung schwebend war
(da das Diagramm ein Offline-Diagramm ist und der
soeben ausgeführte Block – der Abfrageblock 604a
– der einzige konfigurierte Block ist), werden die Er-
gebnisse über die Serverkommunikationseinheit 508

an den Web-Server-Prozess 504 und schlussend-
lich an die Anwendungseinheit 514 auf dem Web-Cli-
ent -Prozess 502 zurückgegeben. Die Ausgabedaten
können alle von der Abfrage zurückgegebenen Da-
ten beinhalten, können jedoch auch verschiedenen
statistische Daten (Metadaten) über die Abfrageda-
ten enthalten, etwa (ohne Einschränkung) Mittelwer-
te, Standardabweichungen und Medianwerte für je-
de Datenspalte, die von der Abfrage zurückgegeben
wird. Die Metadaten und die Ergebnisdaten werden,
in Ausführungsformen, getrennt voneinander gespei-
chert. Dies erlaubt dem Benutzer günstigerweise, die
Informationen über die Ergebnisdaten zu überprüfen,
ohne dazu notwendigerweise die gesamten Ergeb-
nisdaten laden zu müssen, was zeit- und/oder res-
sourcenintensiv (d. h. Computerspeicher) sein könn-
te. Der Benutzer kann sich die zurückgegebenen
Daten und/oder Metadaten über die zurückgegebe-
nen Daten ansehen, indem er auf das Anzeigeblock-
ergebnissteuerelement 212a (siehe Fig. 4A) auf dem
Block klickt. Die Standardansicht kann Metadaten für
die Ergebnisse der jeweiligen in den Ergebnissen in-
kludierten Variablen beinhalten und kann dem Benut-
zer erlauben, einen oder mehrere ausgewählte Be-
reiche der Ergebnisdaten zum Laden und, falls ge-
wünscht, Anzeigen (z. B. in Kurven, Diagrammen, Ta-
bellen usw.) auszuwählen, ohne dazu alle Daten la-
den zu müssen. Darüber hinaus ermöglicht die Rück-
gabe der Ergebnisse an die Anwendungseinheit 514
die Konfiguration der Eigenschaften des nächsten,
nachfolgenden Blocks (in diesem Fall Block 604b),
für den die Daten und/oder Metadaten mithilfe des
Drahtes 606a verfügbar gemacht werden.

[0321] Es sollte beachtet werden, dass die Ausfüh-
rung eines Blocks (z. B. von Block 604a) nicht in al-
len Fällen erforderlich ist, um den nächsten, nach-
folgenden Block (z. B. Block 604b) zu konfigurieren.
Ob ein Block konfiguriert und/oder ausgeführt wer-
den muss, bevor ein nachfolgender Block konfiguriert
und/oder ausgeführt werden kann, hängt gemäß dem
Verständnis der Gesamtheit der vorliegenden Offen-
barung von den Datenabhängigkeiten ab.

[0322] Es sollte auch beachtet werden, dass die Auf-
gabenprozesse 508 während der Ausführung mit den
verschiedenen verteilten Daten-Engines 150 kommu-
nizieren können, um im Big Data-Speicher 155 ge-
speicherte Daten zu empfangen oder darauf zuzu-
greifen. In Fällen, in denen ein Aufgabenprozess 508
in einem integrierten Big Data-Analysator 170 aus-
geführt wird, kann der Big Data-Analysator 170 kom-
munikativ – direkt oder über einen oder mehrere Da-
tenanforderungsdienste 165 – an den Big Data-Spei-
cher 155 gekoppelt sein. Alternativ kann der Aufga-
benprozess 508 in Fällen, in denen ein Aufgaben-
prozess 508 in einem Prozessor ausgeführt wird, der
nicht Teil eines integrierten Big Data-Analysators 170
ist, über ein Netzwerkt kommunikativ an die DDEs
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gekoppelt sein und Daten über die Big Data-Anforde-
rungsdienste 165 anfordern.

[0323] Die Konfiguration der Eigenschaften und die
Ausführung der jeweiligen Blöcke 604b–604g im Off-
line-Diagramm 602 wird auf gleiche Weise fortgesetzt
und muss daher nicht im Detail besprochen werden.

A. Verwenden von Offline-Diagrammen
zum Erkunden und Modellieren

[0324] Ein Benutzer der Anwendung der DDE-Be-
nutzeroberfläche, der mit einem Offline-Diagramm
arbeitet, versucht im Allgemeinen ein oder beide der
folgenden Dinge zu tun: (1) verschiedene Datensätze
erkunden, um nach Beziehungen Ausschau zu hal-
ten und diese zwischen verschiedenen Datensätzen
und/oder Ereignissen zu entdecken; und (2) Model-
le dieser Beziehungen zu erstellen, um eine bestän-
dig Vorhersagemöglichkeit in Echtzeit zu implemen-
tieren. Für das Erreichen des letzteren ist in der Regel
einiger Zeitaufwand für das erstere erforderlich. Das
heißt, dass ein Benutzer in vielen (wenn auch nicht
in allen) Fällen Datensätze erkunden wird, um mithil-
fe verschiedener Analysewerkzeuge (Hauptkompo-
nentenanalyse, Fourier-Analyse, Regressionsanaly-
se usw.) Beziehungen zwischen den Daten zu finden,
und wenn eine Beziehung gefunden wird, die einen
Vorhersagewert zu haben scheint, der Benutzer die-
se Analyse als Modell implementieren und in Echtzeit
für eine fortlaufend Analyse des Prozesses einsetzen
wird.

[0325] In Ausführungsformen kann der Analyse-
dienst 500 Werkzeuge beinhalten, die eine automati-
sche Analyse von Daten durchführen, sei es in Echt-
zeit oder mit historisierten Daten oder beides, um
Anomalien, abnormale Bedingungen in der Prozes-
sumgebung, Beziehungen zwischen Daten und/oder
Funktionen von bestimmten Datensätzen zu finden.
In einer Ausführungsform beinhaltet die Blockdefini-
tionsbibliothek 252 einen Block 255, der Daten un-
tersucht und Anomalien wie Spitzen oder Dellen in
Daten, die im Kontext des untersuchten Datensat-
zes atypisch sind, entdeckt und/oder kennzeichnet.
Ein solcher Block zur Identifizierung von Anomalien
in einem Offline-Diagramm könnte als Eingang his-
torisierte Daten erhalten, um in diesen historisierten
Daten nach Funktionen zu suchen, die für die Erfor-
schung einer weiteren Verwendung interessant sein
könnten, beispielsweise einige der oben beschriebe-
nen Technologien inklusive PLS, PCA und andere
Arten der Analyse. Alternativ oder zusätzlich könn-
te ein Block zur Identifizierung von Anomalien in ei-
nem Online-Diagramm sowohl historisierte als auch
Echtzeitdaten erhalten und die historisierten Daten
mit den Echtzeitdaten vergleichen, um nach Anomali-
en in den Echtzeitdaten in Bezug auf die historisierten
Daten zu suchen. In beiden Fällen könnte die Ausga-
be des Blocks zur Identifizierung von Anomalien eine

oder mehrere Zeiten, in denen das abnormale Ereig-
nis aufgetreten ist, die Quelle bzw. Quellen der ab-
normalen Daten (d. h. welche Messgröße und/oder
welches Gerät ist mit der Anomalie verbunden) usw.,
beinhalten.

[0326] In einer Ausführungsform beinhaltet die
Blockdefinitionsbibliothek 252 einen Block 255, der
autonom Beziehungen zwischen verschiedenen Da-
ten erkennt. Ein Beziehungserkennungsblock kann
zufällig oder halbzufällig Datensätze auswählen (zeit-
lich gereiht) und mehrere verschiedene Analysen der
Datensätze durchführen, um nach Beziehungen zu
suchen, die für einen Benutzer von Interesse sein
könnten, insbesondere kausale Beziehungen oder
prädiktive Beziehungen. Natürlich wäre es bei rein
zufälliger Auswahl von Datensätzen unwahrschein-
lich, viele verwendbare Ergebnisse zu erhalten. Die
Auswahl der Datensätze könnte jedoch beispielswei-
se über den physikalischen Ort, die Anlagenhierar-
chie oder andere Kennzeichen gesteuert werden, die
auf eine bestehende Beziehung zwischen Daten hin-
weisen könnten.

[0327]  In einigen Ausführungsformen kann der Be-
ziehungserkennungsblock mit dem Block zur Identi-
fizierung von Anomalien zusammenarbeiten, um Be-
ziehungen zwischen Daten zu finden. Beispielsweise
könnte der Block zur Identifizierung von Anomalien
die Zeiten ausgeben, zu denen verschiedene Anoma-
lien in verschiedenen Datensätzen aufgetreten sind.
In einer Ausführungsform speichert der Block zur
Identifizierung von Anomalien die Zeiten der abnor-
malen Ereignisse, und wenn abnormale Ereignisse
in verschiedenen Datensätzen zur gleichen Zeit oder
nur kurz hintereinander auftreten, kann eine Ausgabe
des Blocks zur Identifizierung von Anomalien aus ei-
ner Liste von Datenquellen bestehen, die den Daten-
sätzen entsprechen, in denen abnormale Ereignisse
in kurzem zeitlichem Abstand voneinander aufgetre-
ten sind, und eine andere Ausgabe des Blocks zur
Identifizierung von Anomalien könnte aus einer Lis-
te von Zeiten bestehen, zu denen die Anomalien auf-
getreten sind. Der Beziehungserkennungsblock kann
die Ausgaben des Blocks zur Identifizierung von Ano-
malien als Eingabe erhalten und die entsprechenden
Datensätze für die in Frage kommenden Zeitspannen
laden, möglicherweise gemeinsam mit anderen Da-
tensätzen und/oder größeren Zeitspannen (z. B. Aus-
weitung auf eine Zeit weiter vor und nach der Zeit,
zu der die Anomalie aufgetreten ist), um verschie-
dene Arten der Analyse auf die Daten anzuwenden
und kausale oder zumindest prädikative Beziehun-
gen zwischen den Daten zu suchen.

[0328] Alternativ können eine oder mehrere Eigen-
schaften eines Beziehungserkennungsblocks auf ei-
nen bestimmen Datensatz hinweisen (z. B. Wer-
te für eine bestimmte Prozessvariable), für den der
Benutzer Beziehungen in den Daten finden möch-
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te. Der Beziehungserkennungsblock kann autonom
nach Beziehungen zwischen anderen Daten – in Be-
zug auf den physikalischen Ort, die Anlagenhierar-
chie, lokale Beziehung usw. – und dem angegebenen
Datensatz suchen, indem er unterschiedliche Analy-
sen der Daten durchführt, bis eine oder mehrere kau-
sale oder prädikative Beziehungen gefunden werden,
die den Kriterien entsprechen (z. B. 95 % prädikative
Sicherheit, 0,75 % Korrelationswert usw.).

[0329] Natürlich wird jeder automatische Block wie
etwa der Beziehungserkennungsblock oder der Block
zur Identifizierung von Anomalien als in einem Off-
line-Diagramm oder einem Online-Diagramm aus-
führbar betrachtet.

[0330] In jedem Fall würde ein Benutzer auf dem
Hintergrund 245 im Normalfall ein Offline-Diagramm
wie das Diagramm 602 auf dem Hintergrund 600 er-
stellen. Das Erstellen des Diagramms würde im All-
gemeinen wie oben beschrieben vor sich gehen, wo-
bei ein oder mehrere Blöcke 604 auf dem Hintergrund
600 platziert werden, und die Eigenschaften eines je-
den Blocks 604 jeweils einzeln nacheinander konfi-
guriert werden und jeder Block 604 ausgeführt wird,
bevor die Eigenschaften des nächsten konfiguriert
werden. Der Benutzer kann sich die Daten an jedem
Punkt des Diagramms kritisch ansehen, indem er auf
das Benutzersteuerelement einer Datenzusammen-
fassung für den Block 604 klickt, um verschiedenen
Statistiken (z. B. Mittelwerte, Mediane, Standardab-
weichungen usw.) über die Daten im Block anzuzei-
gen, oder er kann sich mit dem Ausgang 608 des
Blocks 604 (über den Draht 606) verbinden, um die
Daten zu untersuchen (z. B. Block 604e in Fig. 5D).
Angenommen, der Benutzer hat die Blöcke im Off-
line-Diagramm bis inklusive dem Block, mit dem der
Untersuchungsblock verbunden ist, ausgeführt, dann
hat er die Möglichkeit, den Untersuchungsblock zum
Anzeigen der Daten in verschiedenen Kurven anzu-
zeigen, Metadaten mit Bezug zu den Daten und ähn-
liches anzuzeigen. Beispielsweise erlaubt im Offline-
Diagramm 602 der Untersuchungsblock 604e dem
Benutzer, die Daten anzuzeigen, nachdem die Da-
ten vom Block 604b verarbeitet wurden. Auf ähnli-
che Weise erhält Block 604g die Daten vom PLS-
Block 604f und vom Spaltenblock 604d. Im letzteren
Fall kann der Untersuchungsblock 604g dem Benut-
zer erlauben, die Ausgabe des PLS-Modells zu visua-
lisieren (dazu kann auch ein vorhergesagter Wert ei-
ner Variablen gehören) und die Ausgabe mit den tat-
sächlichen Werten dieser Variable (aus dem Block
604d) zu vergleichen, die verwendet wurden, um das
PLS-Modell zu erstellen. Der Benutzer kann die Mög-
lichkeit haben, durch Ansehen der Kurven der Daten
zu bestimmen, ob das PLS-Modell den Prozess exakt
abbildet, so dass es im Prozess einen prädikativen
Wert hat.

[0331] In Ausführungsformen ist das Benutzersteu-
erelement für die Datenzusammenfassung mit einem
Block 255 verknüpft und spezifisch für Typ und Funk-
tion des Blocks. Ein Block, der Daten ladet (z. B. ein
Abfrageblock oder ein Ladeblock) kann beispielswei-
se so programmiert werden, dass das Benutzersteu-
erelement Datenzusammenfassung bei Aktivierung
die Anzeige verschiedener statistischer Daten veran-
lasst, durch die die geladenen oder von der Abfrage
zurückgegebenen Daten charakterisiert sind. Die Da-
ten können in Ausführungsformen einen Mittelwert,
einen Medianwert, eine Standardabweichung, einen
Maximalwert und einen Minimalwert für jede in den
Daten inkludierte Datenquelle haben. Im Gegensatz
dazu kann ein Block, der eine Analyse von Daten
durchführt (z. B. eine PLS- oder PCA-Analyse), ande-
re Daten anzeigen, wenn das Benutzersteuerelement
Datenzusammenfassung aktiviert wird. Der Analyse-
block kann ein oder mehrere Bestimmtheitsmaße,
Koeffizienten für PLS- und/oder PCA-Analyse, Va-
rianzwerte, Beobachtungszählwerte (z. B. wie viele
Zeitreihenwerte für einen bestimmte Datenquelle in-
kludiert waren) und anpassbare Kurven anzeigen, mit
denen der Benutzer auswählen kann, welche Daten
(d. h. aus welchen Datenquellen) er anzeigen möch-
te Der Untersuchungsblock zeigt ferner abhängig von
den Datenausgängen, mit denen die Dateneingän-
ge verbunden sind, in Ausführungsformen ein unter-
schiedliches Verhalten. Das heißt, dass die Formate
und Typen der angezeigten und/oder für die Anzeige
verfügbaren Daten in einem Untersuchungsblock von
den Typen der Blöcke abhängig sein können, in de-
nen die Eingangswerte für den Untersuchungsblock
generiert werden.

[0332] Mit Bezug auf Fig. 5D wird nun die Funkti-
on des Offline-Diagramms 602 allgemein beschrie-
ben, das im Wesentlichen eine Diagrammkonfigura-
tion aus vielen Möglichkeiten darstellt. Das Offline-
Diagramm 602 beginnt mit dem Abfrageblock 604a,
dessen Zweck es ist, einen bestimmten Datensatz zu
finden und für die Analyse zu laden. Der spezifische
Datensatz kann, um nur ein Beispiel zu nennen, aus
historisierten Prozesssteuerungsdaten bestehen, die
mit einer bestimmten Prozessvariable verknüpft sind,
die zu drei bestimmten Zeiten eine abnormale Abwei-
chung gezeigt hat. Im Allgemeinen kann der Abfrage-
block 604a jedoch beliebige gespeicherte Daten ab-
fragen, darunter, ohne Einschränkung, beliebige Da-
ten im Big Data-Speicher 155, beliebige in einer oder
mehreren der Datenquellen 168 gespeicherte oder im
Cache zwischengespeicherte Daten, in externen Da-
tenquellen wie etwa Wetterdatenquellen, Datenquel-
len für Lieferketten, Lieferungsnachverfolgung usw.
gespeicherte Daten. In Ausführungsformen speichert
eine Datenbank oder ein Dokumentenspeicher (nicht
abgebildet) Dokumente (z. B. JSON-Dokumente), die
mit dem Analysedienst verbundene Online- und/oder
Offline-Diagramme beschreiben; in diesem Fall kann
der Abfrageblock 604a so konfiguriert werden, dass
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diese Datenbank oder dieser Dokumentenspeicher in
Bezug auf die Arten der durchgeführten Berechnun-
gen, die Quelle bzw. Quellen der in den Berechnun-
gen verwendeten Daten, die Qualität der Ergebnis-
se usw. abgefragt wird. Eine Abfrage des letzteren
Typs kann günstigerweise einen Verlauf oder eine
Wissensdatenbank der zu erstellenden Diagramme
ermöglichen. Der Abfrageblock 604a kann so konfi-
guriert werden, dass Werte dieser Prozessvariablen
und eine Anzahl anderer Prozessvariablen ausge-
wählt werden, und kann sogar so konfiguriert werden,
dass die Abtastrate und/oder die Werte der spezifi-
schen Prozessvariablen und der anderen Prozessva-
riablen beispielsweise nur innerhalb einer Zeitspan-
ne ausgewählt werden, die jeweils einer Stunde vor
bis eine Stunde nach den drei Ereignissen entspricht.
Das heißt, die Abfrage kann Zeitspannen auswählen,
die disjunkt sind, und Daten finden, die während die-
ser Zeitspannen für eine beliebige Anzahl von Varia-
blen erzeugt werden, von denen zumindest eine die
ist, die der Benutzer vorherzusagen wünscht.

[0333] Nach der Ausführung können die vom Abfra-
geblock 604a abgerufenen Daten vom Füllblock 604b
verwendet werden. Im Beispieldiagramm 602 kann
der Füllblock 604b Daten für eine Variable ausfüllen,
die den Zeiten entspricht, zu denen die Variable kei-
nen Wert aufgewiesen hat, eine der anderen Varia-
blen jedoch schon. Das heißt, wenn einer der abge-
fragten Werte mit einer häufigeren Rate abgetastet
wird als ein anderer, kann der Füllblock 604b Wer-
te für die weniger häufig abgetastete Variable ein-
setzen, um die Häufigkeit der öfter abgetasteten Va-
riable zu erreichen. In Ausführungsformen kann der
Füllblock 604b den Wert der weniger häufig abge-
tasteten Variablen extrapolieren. Wenn beispielswei-
se vier Werte der häufiger abgetasteten Variable zwi-
schen den Werten der seltener abgetasteten Varia-
ble auftreten, kann der Block 604b die Differenz zwi-
schen den beiden aufeinanderfolgenden Werten der
seltener abgetasteten Variable berechnen (z. B. 1,
0 und 6,0), durch vier dividieren und die „fehlenden“
vier Werte mit aufeinanderfolgenden höheren oder
niedrigeren Werten einsetzen (z. B. 2,0; 3,0; 4,0 und
5,0), so dass für jeden Wert der häufiger abgetas-
teten Variable ein entsprechender Wert der seltener
abgetasteten Variable zur Verfügung steht. (Selbst-
verständlich wäre das in einer Echtzeitanalyse kei-
ne plausible Methode zur Datenbefüllung, da die spä-
teren Werte noch nicht bekannt wären.) In anderen
Ausführungsformen kann der Füllblock 604b die „feh-
lenden“ Werte einfach mit den aktuellsten Abtast-
werten für den seltener abgetasteten Wert befüllen.
Im oben verwendeten Beispiel würden die fehlenden
Werte jeweils durch den Wert 1,0 ersetzt werden.

[0334] Nachdem die Daten gefunden und die Werte
eingefügt wurden, um einen Datensatz ohne fehlende
Werte zu erhalten, wird der Ausgang des Füllblocks
604b drei Blöcken zur Verfügung gestellt: dem Prüf-

block 604e, einem ersten Spaltenblock 604c und ei-
nem zweiten Spaltenblock 604d. Der Prüfblock 604e
wird vorstehend beschrieben. Der erste und der zwei-
te Spaltenblock 604c und 604d funktionieren jeweils
dahingehend, dass sie Variablen (Spalten) aus den
Daten ziehen. Die Daten werden in Tabellen gespei-
chert, bei denen jede Spalte für eine Variable steht;
und die Zeilen in jeder Spalte stehen für Werte der
jeweiligen Variable zu unterschiedlichen Zeitpunkten
(d.h. Zeitreihendaten). Der erste Spaltenblock 604c
kann beispielsweise alle Spalten auswählen (d.h. al-
le Variablen), in denen die Daten für die Variablen
enthalten sind, bei denen es sich nicht um die Pro-
zessvariable handelt, die eine abnormale Variation
aufwies, wohingegen der zweite Spaltenblock 604d
beispielsweise die Spalte auswählen kann, in der die
Daten für die Prozessvariable enthalten sind, die die
abnormale Variation aufwies.

[0335] Der Ausgang jedes Spaltenblocks 604c und
604d wird an den PLS-Block 604f gesendet. Der Ein-
gang 610f2 des Blocks 604f kann bei einer Ausfüh-
rungsform so konfiguriert werden, dass er die Werte
von unabhängigen, erklärenden oder Eingangsvaria-
blen aufnimmt, wohingegen der Eingang 610f1 des
Blocks 604f so konfiguriert werden kann, dass er die
Werte von abhängigen, erklärten oder Ausgangsva-
riablen aufnimmt. Während eine konkrete Anordnung
und/oder Funktion der Eingänge zum Modellblock (z.
B. der PLS-Block 604f, im Offline-Diagramm 602) in
Diagramm 602 veranschaulicht wird, können die An-
ordnung und die Funktion der Eingänge in Abhängig-
keit von der Funktion des Blocks, der Eingangstypen,
der Anzahl an Eingängen usw. unterschiedlich sein.

[0336] Der Ausgang 608f1 des Blocks 604f ist mit
dem Prüfblock 604g verbunden. Der Prüfblock 604f
empfängt dementsprechend den vom PLS-Block
604f ausgegebenen Wert und die Werte der Varia-
ble, die die abnormale Variation zeigte. Der Benutzer,
welcher den Prüfblock 604g verwendet, ist in der La-
ge, zu sehen, wie sich der Ausgang des Blocks 604f
im Vergleich mit der abhängigen Variable zu einem
beliebigen Zeitpunkt darstellt, und den Vorhersage-
wert zu bestimmen. Der Ausgang 608f2 des Blocks
604f, wenngleich dieser in Fig. 5D nicht mit einem an-
deren Block verbunden ist, veranschaulicht eine Ei-
genschaft einiger der Blöcke und Leitungen. Insbe-
sondere handelt es sich bei Ausgang 608f2 um einen
Objektausgang. Der Objektausgang ist zur Ausgabe
von Code steuerbar; in diesem Fall gibt der Objekt-
ausgang beispielsweise das Sensibilitätsmodell ent-
sprechend der Programmierung aus, einschließlich
des Modells, der Daten und des Ausgangs. Natür-
lich bedeutet dies, dass eine mit dem Ausgang 608f2
verbundene Leitung zwangsläufig in der Lage wäre,
das Modell durch die Leitung zu transportieren. Der
Anschluss der Leitung an den Eingang eines neu-
en Blocks könnte beispielsweise den Block mit dem
gesamten davor geschalteten Diagramm zum Erstel-
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len eines Blocks programmieren, der den gesamten
Funktionsumfang und alle Daten enthält.

[0337] Dementsprechend, wie jetzt augenscheinlich
sein sollte, kann der Benutzer das Offline-Diagramm
602 iterativ überarbeiten und die Ergebnisse prü-
fen, um ein Diagramm zu erstellen, welches den ge-
wünschten Vorhersagewert für eine bestimmte Varia-
ble enthält. Dabei kann der Benutzer unterschiedliche
Datensätze, unterschiedliche Teilmengen desselben
Datensatzes, unterschiedliche Modellierungs-/Ana-
lysetechniken und dergleichen verwenden. Anders
ausgedrückt, kann der Benutzer unterschiedliche Da-
tensätze abfragen oder laden (z. B. durch Austau-
schen oder Modifizieren von Block 604a des Offline-
Diagramms oder durch Hinzufügen zum Block 604a
des Offline-Diagramms 602), die Daten unterschied-
lich segmentieren, indem er versucht, unterschied-
liche Variablen vorherzusagen (z. B. durch Ändern
der in jedem der Blöcke 604c und 604d ausgewähl-
ten Spalten), unterschiedliche Arten der Auswertung
(PCA, PLS usw.) und/oder unterschiedliche Eigen-
schaften für eine konkrete Analyse ausprobieren (z.
B. durch Austauschen oder Modifizieren des Blocks
604f) usw.

[0338]  In Anbetracht des vorstehenden Beispiels
ist klar, dass die DDE-Benutzerschnittstellenanwen-
dung und die dazugehörigen Analysedienste bei vie-
len Systemen einen vorteilhaften Nutzen aufweisen,
bei denen große Mengen an Daten erfasst werden.
Im Hinblick auf Prozesssteuerungssysteme haben
Prozesssteuerungsumgebungen relativ unlängst die
gesammelte und gespeicherte Menge an Daten aus-
geweitet, die in einigen Fällen alle in der Umgebung
generierten Daten umfasst. Wenngleich ältere Sys-
tem signifikante Daten generierten, verwendeten die-
se Systeme lediglich einen geringen Teil der Daten
zur Prozesssteuerung, wobei die Daten in Prozess-
steuerungsalgorithmen eingegeben und einige der
Daten beispielsweise an Bedienerarbeitsplätzen an-
gezeigt wurden, wurde eine relativ geringe Menge der
Daten für eine spätere Auswertung und/oder Verwen-
dung gespeichert. Der Wert einer Variable, die einmal
pro Sekunde abgefragt wurde, konnte beispielswei-
se lediglich einmal pro Minute gespeichert werden,
um den Bedarf an einer nachträglichen Auswertung
mit den Grenzen hinsichtlich der Speicher- und Netz-
werkkapazitäten im Gleichgewicht zu halten. Ferner
wurden gespeicherte Daten oftmals komprimiert, was
sich negativ auf die Belastbarkeit der Daten auswirk-
te.

[0339] Im Gegensatz dazu speichern aktuelle Sys-
teme einen wesentlich größeren Teil der in der Anla-
ge generierten Daten. Bei Ausführungsformen spei-
chern solche Systeme mittlerweile jeden Wert einer
Variablen jedes Mal, wenn eine Probe aufgezeich-
net wird, und können ferner Daten speichern, die
vorher noch nie erfasst wurden, wie beispielswei-

se Eingaben durch den Bediener, Nachrichten zwi-
schen zwei Bedienern, Videos usw. Die hierin be-
schriebenen DDE-Benutzerschnittstellenanwendung
und Analysedienste arbeiten zusammen, um die Prü-
fung aller vorstehend genannten Daten, zusätzlich zu
den anderen Daten (z. B. von anderen Anlagen, Wet-
terdaten usw.), und ein Erkennen von Beziehungen
zu ermöglichen, die vorher unter Umständen nicht er-
kannt wurden oder nicht erkennbar waren. Durch das
Erkennen der Beziehungen zwischen unterschiedli-
chen Prozesswerten und der Interaktionen von und
zwischen Prozesswerten können Anlagentechniker,
Bediener und das Wartungspersonal das Design ver-
bessern und die Prozessanlagen bauen, bedienen
und instandhalten, was wiederum zu Prozessanlagen
führt, die kostengünstiger, effizienter, bedienungs-
und wartungsfreundlicher sind, ein besseres Produkt
herstellen, weniger umweltschädlich und für das Per-
sonal und die umgebenden Gemeinden sicherer sind.

B. Erstellen eines Online-Diagramms

[0340] Natürlich liegt ein Weg der Nutzung der er-
kannten Beziehungen hinsichtlich des verbesserten
Ablaufs des Prozesses darin, die erkannten Bezie-
hungen zu verwenden, um eine kontinuierliche Echt-
zeitvorhersage vorzunehmen. Insbesondere wenn in
historischen Daten des Prozesses eine oder mehre-
re Beziehungen zwischen Prozesswerten oder ande-
ren Daten erkannt wurden, wie beispielsweise, dass
ein Satz Werte verwendet werden kann, um einen an-
deren Wert oder andere Werte vorherzusagen (oder
das Auftreten einiger Ereignisse), können die erkann-
ten Beziehungen verwendet werden, um Echtzeitda-
ten aus dem Prozess zum Vorhersagen desselben
Wertes oder derselben Werte heranzuziehen (oder
das Auftreten derselben Ereignisse). Die DDE-Benut-
zerschnittstellenanwendung und Analysedienste er-
leichtern die Verwendung der erkannten Beziehun-
gen im Hinblick auf die Durchführung einer vorhersa-
genden Analyse, siehe Beschreibung unten.

[0341] Die DDE-Benutzerschnittstellenanwendung
umfasst Funktionen, die eine Umwandlung eines Off-
line-Diagramms (wie beispielsweise das Offline-Dia-
gramm 602) in ein Online-Diagramm ermöglichen
(d.h. ein Diagramm, bei dem mindestens ein Echt-
zeitwert verwendet wird, um einen Aspekt des An-
lagenbetriebs vorherzusagen). Wie vorstehend be-
schrieben, unterscheidet sich ein Online-Diagramm
dahingehend von den Offline-Diagrammen, dass es
an mindestens eine Quelle für Echtzeitdaten gebun-
den ist (anstelle von rein historischen Daten) und
eine kontinuierliche Echtzeitausgabe bereitstellt, die
aufgerufen, gespeichert und/oder in einem Steueral-
gorithmus verwendet werden kann, um einen Alarm
und/oder Warnungen auszulösen und/oder Verände-
rungen im Betrieb der Prozessanlage hervorzurufen.
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[0342] Solange ein Offline-Diagramm mindestens
einen modellgenerierenden Block umfasst, kann
der Benutzer der DDE-Benutzerschnittstellenanwen-
dung die Online-Umschaltbenutzersteuerung 248f
aktivieren, wodurch das Offline-Diagramm automa-
tisch in ein Online-Diagramm umgewandelt und auf
der Arbeitsfläche 245 angezeigt wird. Unter erneuter
Bezugnahme auf Fig. 5A wird die Umwandlung des
Offline-Diagramms in ein Online-Diagramm bei Aus-
führungsformen durch eine Diagrammumwandlungs-
einheit 530 im Webserverprozess 504 erreicht.

[0343] In ihrer einfachsten Ausführungsform sucht
die Diagrammumwandlungseinheit 530 den modell-
generierenden Block (z. B. den PLS-Block 604f im
Offline-Diagramm 602), entfernt sie jedwede Aus-
gabeleitungen (z. B. die Leitung 606h), fügt sie ei-
nen Schreibblock hinzu und verbindet sie eine Lei-
tung zwischen dem Ausgang des modellgenerieren-
den Blocks und dem Eingang des Schreibblocks. Der
Schreibblock schreibt im Allgemeinen die Werte, die
durch das Modell ausgegeben werden, in einen Da-
tenspeicherort, einen Prozesssteuerungsalgorithmus
(z. B. ausführend einen Steuerungsalgorithmus in ei-
ner Steuerung oder in einem Funktionsblock in einer
Prozessleitvorrichtung), und/oder in die Übersichts-
seite. Die Diagrammumwandlungseinheit 530 ersetzt
ferner den Offline-Datenladeblock durch einen ent-
sprechenden Online-Datenladeblock, der, anstatt ei-
ne Reihe historischer Daten zu laden, an mindes-
tens eine Echtzeitdatenquelle aus der Prozesssteue-
rungsumgebung gebunden ist.

[0344] Bei verschiedenen anderen Ausführungsfor-
men führt die Diagrammumwandlungseinheit 530 je-
doch mehr aus als den einfachen Austausch von
zwei Blöcken im Offline-Diagramm durch. Bei einigen
Ausführungsformen entfernt die Diagrammumwand-
lungseinheit 530 aktiv Blöcke aus dem Offline-Dia-
gramm, um das Online-Diagramm zu erstellen. Be-
nötigt ein Modellblock beispielsweise zwei Eingän-
ge, um ein Modell zu erstellen (z. B. eine Reihe von
X-Variablen und eine Y-Variable), würden die bei-
den Eingänge an unterschiedlichen Blöcken erstellt.
Weist das Modell bei der Umsetzung des erstellten
Modells jedoch nur einen Eingang auf (d.h. im Online-
Diagramm), ist der Block, der vorher dem anderen
Eingang Daten geliefert hat, nicht mehr erforderlich
und kann entfernt werden. In einem weiteren Beispiel
kann die Diagrammumwandlungseinheit 530 Prüfblö-
cke entfernen (z. B. den Prüfblock 604e in Fig. 5D),
wenn sie das Online-Diagramm erstellt.

[0345] Bei einigen Ausführungsformen kann sich der
Diagrammwandler 530 auf eine Schemabibliothek
beziehen (nicht abgebildet), die sowohl Offline- als
auch Online-Schemata für jeden Blocktyp liefert, wo-
bei die Schemata festlegen, welche Eingänge und
welche Ausgänge mit der Online- und Offline-Versi-
on des Blocks assoziiert sind, auf welche Datenquel-

le(n) zugegriffen wird und dergleichen. Bei alternati-
ven Ausführungsformen legt jede Blockdefinition 255
in der Blockdefinitionsbibliothek 252 sowohl die On-
line- als auch die Offline-Schemata für den Block fest.

[0346] Bei einigen Ausführungsformen kann die Dia-
grammumwandlungseinheit 530 so konfiguriert sein,
dass sie während der Umwandlung eines Offline-
Diagramms in ein Online-Diagramm optionale Abläu-
fe durchführt oder nicht. Beispielsweise können eini-
ge der optionalen Abläufe unter anderem Folgendes
umfassen: Markieren des vorhergesagten Wertes,
so dass dieser als Eingang für einen Prozesssteue-
rungsalgorithmus verwendet werden kann, Ausge-
ben einer kontinuierlichen Kurve des vorhergesagten
Wertes auf dem Übersichtsbildschirm und Schreiben
des vorhergesagten Wertes in die verteilte Datenen-
gine. In einigen Fällen kann die mindestens kleine
Menge aus Ergebnissen, die durch die Diagramm-
umwandlungseinheit 530 erzeugt wurden, zu Analy-
sezwecken und/oder zur Visualisierung des Steue-
rungssystems verwendet werden (wie beispielsweise
Faceplates, Trendicons, usw.).

[0347]  Die Echtzeitquellen, an die die Datenladeblö-
cke (Laden, Abfragen usw.) gebunden sind, der Ort/
die Orte, an den/die der Ausgang des Modellblocks
berichtet, und/oder die virtuellen Markierungen, die
mit den ausgegebenen Daten assoziiert sind, sind
bei Ausführungsformen jeweils ebenfalls in dem Ma-
ße konfigurierbar, dass eine bestimmte Ausführungs-
form jede Option umsetzt. Bei Ausführungsformen ist
jede in der Umgebung der Anwendungseinheit 514
konfiguriert, die sich im Webclientprozess 502 bei-
spielsweise als Moduleigenschaft und/oder als Block-
eigenschaft befindet. Beispielsweise können die Mo-
duleigenschaften für ein Modul einen Ort, an dem Da-
ten eingetragen werden, und einen Ort umfassen, an
dem Echtzeitdaten gebunden werden, wie im Allge-
meinen in Fig. 5F veranschaulicht. In Fig. 5F ist ein
Moduleigenschaftendialog 630 für das Modul veran-
schaulicht, wenn ein Benutzer eine Moduleigenschaf-
tensteuerung 632 aktiviert. Der Moduleigenschaften-
dialog 630 umfasst ein Modulbezeichnungsfeld 634,
in das der Benutzer einen Namen für das Modul ein-
gegeben kann. Der Moduleigenschaftendialog 630
umfasst ferner ein Post-Feld 636, durch das ein Be-
nutzer vorgeben kann, wo die Daten, die während
der Ausführung durch das Online-Diagramm ausge-
geben werden, hingeschrieben werden sollen (d.h.
eingetragen). Bei dem Ort, an dem die Daten ein-
getragen werden, kann es sich um einen Speicher-
ort, an dem die Daten historisch geordnet werden,
ein Steuerungsmodul in der Prozesssteuerungsum-
gebung, welches die eingetragenen Werte als Ein-
gaben für einen Steuerungsalgorithmus verwendet,
um den Betrieb der Prozessanlage zu steuern, oder
beides handeln. Eine Benutzersteuerung 636a kann
ein Explorer-Fenster öffnen, in dem der Benutzer den
Ort auswählen kann, an dem die Daten eingetragen
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werden, indem der Benutzer mögliche Orte in einem
grafischen Format angezeigt bekommt (z. B. in ei-
nem Baumformat, in einer Verzeichnisstruktur, in ei-
ner Liste optionaler Orte usw.). Gleichermaßen kann
der Benutzer während der Ausführung des Online-
Diagramms durch ein Feld 638 einen Datenpfad, an
den eine Bindung erfolgen soll, als eine Quelle für On-
line-Daten vorgeben. Eine Benutzersteuerung 638a
öffnet gleichermaßen ein Explorer-Fenster, über das
der Benutzer den Ort auswählen kann, von dem die
Daten empfangen werden.

[0348] Alternativ kann der Offline-Block eine Eigen-
schaft in Verbindung mit der Offline-Version des
Blocks enthalten und kann die Online-Version des
Blocks eine ähnliche Eigenschaft für die Online-Ver-
sion des Blocks enthalten. Beispielsweise kann ein
Ladeblock eine „Quellpfad“-Eigenschaft (z. B. \DDE_
path\device_tag) in der Offline-Version des Blocks
aufweisen, in der Online-Version des Blocks je-
doch eine „Vorrichtungsmarkierung“-Eigenschaft (z.
B. \unit1\device_tag) aufweisen, wodurch der Lade-
block Echtzeitdaten aus der Quelle auslesen kann,
die den im Quellpfad des Online-Blocks gespeicher-
ten Daten entsprechen. Gleichermaßen kann ein
Schreibblock im Online-Diagramm eine Eigenschaft
aufweisen, die den Ort vorgibt, in dem die ausgege-
benen Daten geschrieben werden sollten.

[0349] Bei noch einer anderen Alternative, diesmal
unter Bezugnahme auf Fig. 5G, können Blöcke in ei-
nem Offline-Diagramm 640 jeweils für den Offline-
und Online-Betrieb konfiguriert sein. Beispielsweise
kann ein Ladeblock 642 ausgewählt werden und ei-
nen assoziierten Blockeigenschaftendialog 644 auf-
weisen. Der Blockeigenschaftendialog 644 umfasst
ein Blockbezeichnungsfeld 646, in das der Benut-
zer einen Namen für den Block eingeben kann. Der
Blockeigenschaftendialog 644 umfasst ferner ein Off-
line-Quellenfeld 648, in dem ein Benutzer vorgeben
kann, wo die Daten, die in das Offline-Diagramm ge-
laden werden sollen, zu finden sind. Bei dem Ort, an
dem die zu ladenden Daten gespeichert sind, kann
es sich beispielsweise um einen Speicherort handeln,
an dem die Daten historisch geordnet werden. Ei-
ne Benutzersteuerung 648a kann ein Explorer-Fens-
ter öffnen, in dem der Benutzer den Ort auswählen
kann, von dem die Daten geladen werden, indem er
die verfügbaren Orte im grafischen Format angezeigt
bekommt (z. B. in einem Baumformat, in einer Ver-
zeichnisstruktur, in einer Liste mit optionalen Orten
usw.). Gleichermaßen kann der Benutzer durch ein
Feld 649 einen Datenpfad, an den die Bindung er-
folgen soll, während der Ausführung des Online-Dia-
gramms als Quelle für Online-Daten festlegen. Ei-
ne Benutzersteuerung 649a öffnet gleichermaßen ein
Explorer-Fenster, in dem der Benutzer den Ort aus-
wählen kann, von dem die Daten empfangen wer-
den. Natürlich kann es sich bei den Steuerungen 648,
648a, 649, 649a um beliebige Steuerungen handeln,

die in der Blockdefinition vorgegeben sind und die
Ausführung entsprechender Plugins hervorrufen kön-
nen, siehe vorstehende Beschreibung.

[0350] Bei Ausführungsformen werden die Bezie-
hungen zwischen den Pfaden zu gespeicherten, his-
torisch geordneten Daten, von denen ein Offline-
Block Daten abfragen würde, auf der einen Seite,
und einer entsprechenden Quelle für Echtzeitdaten,
an die ein Online-Block gebunden werden könnte,
auf der anderen Seite, durch ein Datenquellenver-
waltungsmodul 532 verwaltet. Das Datenquellenver-
waltungsmodul 532 kann als ein Teil des Webser-
verprozesses 502 integriert sein, als ein Teil der
Diagrammumwandlungseinheit 530 enthalten sein
oder einfach eine Nachschlagetabelle sein, auf die
sich die Diagrammumwandlungseinheit 530 bezieht,
wenn diese ein Offline-Diagramm in ein Online-Dia-
gramm umwandelt. Bei mindestens einigen Ausfüh-
rungsformen arbeitet das Datenquellenverwaltungs-
modul 532 mit der Großdatenanfrageverwaltungs-
einheit 165 zusammen, um einen Echtzeitdaten-
strom entsprechend der Anforderungen eines Online-
Blocks einzurichten.

[0351]  Fig. 5E veranschaulicht ein Online-Dia-
gramm 622, welches dem Offline-Diagramm 602 in
Fig. 5D entspricht. Das Online-Diagramm 622 um-
fasst die Blöcke 624a, 624b, 624c, 624f und 624h
und die Leitungen 626a, 626b, 626e und 626j. Wenn
die Blöcke und/oder Leitungen denen im Offline-Dia-
gramm 602 entsprechen, sind die mit den Blöcken
assoziierten Buchstaben gleich.

[0352] Betrieb und Ausführung des Online-Dia-
gramms 622 erfolgen im Allgemeinen identisch mit
dem Offline-Diagramm 602, siehe Beschreibung
oben. Das Online-Diagramm 622 kann, sobald alle
Eigenschaften konfiguriert sind (und die assoziierten
Parameter in der Konfigurationsdatei/in den Konfi-
gurationsdateien gespeichert sind), „eingesetzt“ wer-
den, indem die Einsatzbenutzerschnittstellensteue-
rung 248j aktiviert wird. Durch die Aktivierung der
Steuerung 248j wird die Konfigurationsdatei an den
Ausführungsdienstprozess 506 gesendet, wo sie ent-
sprechend der Parameter in der Konfigurationsdatei
übersetzt wird. Bei Ausführung als ein oder mehrere
Arbeitsprozesse 508 empfangen die Arbeitsprozesse
508 jedoch, anstatt Daten aus dem Großdatenspei-
cher 155 über die Analysenetzwerkschnittstelle 175
herunterzuladen oder abzurufen, Echtzeitdaten bei-
spielsweise von Großdatenempfängern oder direkt
durch einen Strom, der durch eine der Großdatenan-
frageverwaltungseinheiten 165 eingerichtet wird. An-
statt Ausgabedaten zurück zu den Auftragsausfüh-
rungseinheiten 528 zu senden, um lediglich an die
Anwendungseinheit 514 über die Serverkommunika-
tionseinheit 518 des Webserverprozesses 504 zur
Anzeige auf dem Übersichtsbildschirm zu senden,
können die Arbeitsprozesse 508 Ausgabedaten an
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den Großdatenspeicher 155 und/oder an eine oder
mehrere der Datenquellen (z. B. Steuerungen, ande-
re DDE usw.) zurückschicken.

ABFRAGESPRACHE FÜR INDUSTRIELLE
LEISTUNGSÜBERWACHUNG/-ANALYSE

[0353]  Die mit einem Prozesssteuerungssystem
oder einer Prozesssteuerungsumgebung, auf dem/
der das industrielle Leistungsüberwachungs-/-ana-
lysesystem 100 arbeitet, assoziierten Datenquellen
bieten in der Regel Zeitreihendaten, wenngleich an-
dere Datentypen verwendet werden können (z. B.
Querschnittsdaten von einer Vielzahl an Chargen, die
in einer oder mehreren Prozessanlagen 5 separat
ausgeführt wurden). Zeitreihendaten umfassen un-
terschiedliche Typen an Datenmessungen unter Ver-
wendung unterschiedlicher Arten an Messgeräten in
der Prozessanlage 5, einschließlich der Feldgeräte
15–22 und 40–46. Die Datenquellen können hinsicht-
lich ihres Formats innerhalb einer breiten Palette von
allgemein bekannten bis hin zu firmeneigenen For-
maten variieren, z. B. OSISoft PI, DeltaV Historian,
SEEQ, FF3 und/oder manuell erfasste Formate in Ex-
cel-Tabellen. Einige Datenquellen können relationa-
le Datenbanken enthalten, während andere Daten-
quellen nicht-relationale (NoSQL) Datenbanken ent-
halten können. Bei noch anderen Datenquellen han-
delt es sich eventuell nicht um Datenbanken, sondern
es werden anstelle dessen Dateiverzeichnisse oder
Text in einem Dokument verwendet (z. B. ein XML-
Dokument), um Daten abzuspeichern. Zusätzlich zu
den Unterschieden hinsichtlich der Abfragesyntax
kann die Vielzahl an Datenquellen aufgrund der Un-
terschiede hinsichtlich der Art und Weise, wie Daten
gespeichert werden, grundlegend unterschiedliche
Abfragestrukturen erforderlich machen. Beispielswei-
se speichern dokumentenorientierte nicht-relationale
Datenbanken, wie beispielsweise Mongo, die Daten
auf der Grundlage von Dokumenten, anstatt in Ta-
bellen, die über SQL-Abfragen in relationalen Daten-
banken verfügbar sind, wie beispielsweise MySQL.
Dementsprechend setzen Abfragen nach Daten, die
in unterschiedlichen Typen von Datenquellen abge-
speichert sind, unterschiedliche Strukturen und Re-
geln ein, zusätzlich zu den Unterschieden hinsichtlich
Formatierung und Syntax. Anstelle der Verwendung
jedes natürlichen Abfragemechanismus der unter-
schiedlichen Datenquellen, um auf die darin gespei-
cherten Daten zuzugreifen, verwenden die hierin be-
schriebenen industriellen Leistungsüberwachungs-/
-analysesysteme und -techniken (und insbesonde-
re die DDE-Benutzerschnittstellenanwendung) eine
standardisierte Abfrage zum Herstellen einer Schnitt-
stelle mit jeder der Datenquellen 702a–702f, wie in
Fig. 6A veranschaulicht.

[0354] Fig. 6A veranschaulicht ein Blockdiagramm
mit verschiedenen Datenquellen 702a–702f und Da-
tenbereitstellungseinheiten 704a–704d, die kommu-

nikativ mit einem Abfrageblock 708 der DDE-Benut-
zerschnittstellenanwendung verbunden sind, über ei-
nen Abfrageausführungsdienst 706. Bei jeder der
Datenquellen 702a–702f handelt es sich um ei-
ne elektronische Datenquelle, die Daten in ei-
nem elektronisch lesbaren Format speichert. Eini-
ge Datenquellen 702e und 702f bilden ohne ei-
ne dazwischengeschaltete Datenbereitstellungsein-
heit 704 eine Schnittstelle mit dem Abfrageausfüh-
rungsdienst 706, wie beispielsweise durch eine in-
terne oder Netzwerkdatenverbindung. Andere Daten-
quellen 702a–702d bilden über eine oder mehrere
Datenquellenbereitstellungseinheiten 704a–704d ei-
ne Schnittstelle mit dem Abfrageausführungsdienst
706. Die Datenbereitstellungseinheiten 704a–704d
können so konfiguriert sein, dass sie auf Daten zu-
greifen, Daten suchen, Daten sortieren, Daten lesen
und/oder Daten schreiben, jeweils in die oder von den
entsprechenden Datenquellen 702a–702d. Bei eini-
gen Ausführungsformen können die Datenbereitstel-
lungseinheiten 704a–704d datenquellenspezifische
Abfragen empfangen, in deren Rahmen die jewei-
ligen datenquellenspezifischen Abfrageformate der
Datenquellen 702a–702d verwendet werden. Bei an-
deren Ausführungsformen können die Datenquellen-
bereitstellungseinheiten 704a–704d so konfiguriert
sein, dass sie eine standardisierte Abfrage 709, die
eine individuell angepasste Abfragesprache verwen-
det, vom Abfrageblock 708 empfangen und die stan-
dardisierte Abfrage in ein entsprechendes datenquel-
lenspezifisches Abfrageformat umwandeln und da-
zu die konkreten Abfragemechanismen der Zielda-
tenquellen 702a–702d verwenden. Die Datenbereit-
stellungseinheiten 704a–704d oder die Datenquellen
702e–702f können eine Ausführungsengine (nicht
abgebildet) enthalten, die datenquellenspezifischen
Abfragen für eine spezifische Datenquelle 702 ver-
arbeitet und ausführt. Die Ausführungsengine kann
ein Bestandteil der Datenquelle 702 selbst oder ein
Bestandteil der mit der Datenquelle 702 assoziierten
Datenbereitstellungseinheit 704 sein (z. B. die Daten-
bereitstellungseinheit 704b, die mit der Datenquelle
702b assoziiert ist). Bei jeder Datenquelle 702 kann
es sich um eine Datenbank oder einen Dokumenten-
speicher handeln, wie beispielsweise ein Dokumen-
tenspeicher, der eine Vielzahl von JavaScript-Object-
Notation-Dateien (JSON) enthält, die wiederum Da-
ten enthalten. Bei einigen Ausführungsformen kön-
nen die Datenquellen 702a–702f sogar Live-Daten-
quellen umfassen, wie beispielsweise Datenströme,
die durch Feldgeräte 15–22 und 40–46 der Prozess-
anlage 5 erzeugt wurden. Solche Live-Datenquellen
können dadurch abgefragt werden, dass abgerufe-
ne Daten analysiert werden und lediglich ein Teil der
konkret angefragten Daten zurückbehalten oder ex-
trahiert wird.

[0355]  Die Datenquellen 702a–702f können so kon-
figuriert sein, dass sie Daten in einem beliebigen
bekannten oder hiernach entwickelten Format spei-
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chern. Die Datenquellen 702a, 702b und 702e sind
als Datenbanken veranschaulicht, um die Daten dar-
zustellen, die in relationalen Datenbanken gespei-
chert sind. Beispiele für solche relationalen Daten-
banken sind unter anderem MySQL oder andere Da-
tenbanken, bei denen die Daten in Tabellen abgelegt
werden und eine SQL-formatierte Abfrage der Da-
ten zur Anwendung kommt. Die Datenquellen 702c,
702d und 702f sind als Sammlungen von Dateien
oder Dateneinträgen veranschaulicht, um nicht-rela-
tionale Datenspeicher darzustellen, wie beispielswei-
se NoSQL-Datenbanken oder Datenquellen, bei de-
nen es sich nicht um eine Datenbank handelt. Bei-
spiele für nicht-relationale Datenbanken sind unter
anderem dokumentenorientierte Datenbanken, wie
beispielsweise MongoDB oder CouchDB, bei denen
die Daten auf der Grundlage von Dokumenten und
nicht auf der Grundlage von Tabellen gespeichert
werden. Da das Speichern oder Suchen von extrem
umfangreichen Daten oder komplexen Datensätzen
unter Verwendung nicht-relationaler Datenbanken ef-
fizienter sein kann, werden solche Datenbanken häu-
fig zur Auswertung großer Datenmengen herange-
zogen. Die Abfrage solcher nicht-relationalen Daten-
banken erfordert jedoch unterschiedliche Techniken
und eine unterschiedliche Syntax, da die Daten in
solchen nicht-relationalen Datenbanken nicht allge-
mein in tabellarischer Form angeordnet sind (welches
die Grundlage der SQL-Datenbanken bildet). Da die
SQL-Abfrage weit verbreitet verwendet wird und hin-
länglich bekannt ist, wird sie auch häufig zum Spei-
chern und Auswerten von Daten verwendet. Durch
die Verwendung eines standardisierten Abfragefor-
mates für die standardisierte Abfrage 709, welche in
eine datenquellenspezifische Abfrage umgewandelt
wird, die ein datenquellenspezifisches Format ver-
wendet, kann ein Benutzer durch die hierin offen-
gelegte Erfindung auf Daten in SQL- oder NoSQL-
Datenbanken zugreifen und dabei dasselbe Abfrage-
format verwenden. Das standardisierte Abfragefor-
mat ermöglicht ferner die Kombination von Daten aus
mehreren unterschiedlichen Typen von Datenquellen
702 in einem Datensatz mit einer konsistenten Daten-
struktur und einem konsistenten Datenformat. Dem-
entsprechend kann der Abfrageblock 708 als ein Su-
perverbinder fungieren, der Datenquellen 702 mit un-
terschiedlichen Datenstrukturen, Datenformaten und
Abfragemechanismen unter Verwendung standardi-
sierter Abfragen 709 miteinander verbindet.

[0356] Bei Abfrageblock 708 kann es sich um einen
Block handeln, der innerhalb des Datenanalysestudi-
os umgesetzt ist, wie vorstehend erörtert, um Daten
vorzugeben, die aus den Datenquellen 702a–702f
entnommen werden sollen. Beispielsweise kann es
sich beim Abfrageblock 708 um eine Konfigurati-
onsdatei mit einer oder mehreren Blockeigenschaf-
ten handeln, einschließlich einer Eigenschaft, die die
standardisierte Abfrage 709 vorgibt. Bei der standar-
disierten Abfrage 709 kann es sich um eine sepa-

rate Datei handeln (wie beispielsweise eine JavaS-
cript-Object-Notation-Datei), auf die sich der Abfra-
geblock 708 bezieht. Bei Abfrageblock 708 kann es
sich alternativ um ein beliebiges Objekt handeln, wel-
ches die standardisierte Abfrage 709 enthält oder an-
zeigt, wie beispielsweise ein Prozess oder eine Rou-
tine, der/die innerhalb einer beliebigen der verteil-
ten Datenengines 150 arbeitet. Der Abfrageblock 708
empfängt die standardisierte Abfrage 709 (wie bei-
spielsweise durch eine Auswahl oder Eingabe des
Benutzers), und die standardisierte Abfrage 709 ver-
wendet ein standardisiertes Abfrageformat. Durch die
Verwendung eines standardisierten Abfrageformates
können die Datenquellen 702a–702f abgefragt wer-
den, ohne dass der Benutzer, Techniker oder die da-
tenabfragende Einheit Kenntnis von den besonderen
Typen oder Strukturen der Daten in den Datenquel-
len 702a–702f haben muss. Das standardisierte Ab-
frageformat kann entweder ein vorhandenes Abfra-
geformat sein, welches durch eine Datenquelle ver-
wendet wird, oder ein anderes Abfrageformat, wel-
ches nicht direkt durch irgendwelche Datenquellen
verwendet wird. Im letzteren Fall sind standardisier-
te Abfragen, in deren Rahmen die Syntax des stan-
dardisierten Abfrageformates verwendet wird, nicht
direkt dahingehend ausführbar oder umsetzbar, um
Daten von den Datenquellen 702a–702f abzurufen.
Die standardisierte Abfrage kann eine oder mehre-
re der Datenquellen 702a–702f vorgeben (oder ei-
ne oder mehrere der Datenbereitstellungseinheiten
704a–704d), von denen die Daten abgerufen werden
sollen. Alternativ kann der Abfrageblock 708 eine Ei-
genschaft aufweisen, die eine oder mehrere der Da-
tenquellen 702a–702f vorgibt.

[0357] Der Abfrageausführungsdienst 706 empfängt
eine standardisierte Abfrage 709 vom Abfrageblock
708 und veranlasst die Abfrage einer oder mehre-
rer der Datenquellen 702a–702f. Der Empfang der
standardisierten Abfrage 709 vom Abfrageblock 708
kann den Empfang einer Datei umfassen, die Abfra-
geparameter enthält, aus denen die Daten hervorge-
hen, die von den Datenquellen 702a–702f abgeru-
fen werden sollen. Die Veranlassung der Abfrage der
Datenquellen 702a–702f kann die Extraktion der Ab-
frageparameter und die Erstellung einer oder mehre-
rer datenquellenspezifischer Abfragen auf der Grund-
lage der Abfrageparameter umfassen. Jede daten-
quellenspezifische Abfrage kann durch den Ausfüh-
rungsdienst 706 ausgeführt oder zur Ausführung an
die Datenquellen 702e–702f oder die Datenbereit-
stellungseinheiten 704a–704d gesendet werden, um
die in den Abfrageparametern geforderten Daten ab-
zurufen. Solche Abfrageparameter können spezifi-
sche Daten vorgeben, die von einer oder mehreren
Datenquellen 702 abgerufen werden sollen, bei de-
nen es sich um Messdaten (wie beispielsweise Mes-
sungen von Feldgeräten 15–22 und 40–46), rech-
nerisch ermittelte Maße oder Maße, die anderweitig
von Messdaten abgeleitet wurden, und/oder Metada-
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ten hinsichtlich der Datenquellen 702 oder der darin
gespeicherten Daten handeln kann. Beispielsweise
können solche Metadaten Hinweise auf Typen, Quel-
len oder die Qualität von Daten enthalten, die in einer
Datenquelle 702 gespeichert sind, einschließlich der
Arten der an den Daten durchgeführten Berechnun-
gen. Solche Metadaten können bei der Erstellung von
Prozessmodellen oder einer Wissensbasis aus den
Datenquellen 702 des Systems nützlich sein.

[0358] Bei dem Abfrageausführungsdienst 706 kann
es sich um den vorstehend erörterten Ausfüh-
rungsdienstprozess 506 handeln. Der Abfrageaus-
führungsdienst 706 kann beliebige der Bestandtei-
le des Analysedienstes 500 enthalten, einschließlich
der Datendienste 520, der Aufgabenempfangseinheit
522, der Auftragsverwaltungseinheiten 524, die Auf-
tragsausführungseinheiten 528, oder die Datenquel-
lenverwaltungseinheit 532. Beispielsweise kann der
Abfrageblock 708 durch die Anwendung 514 mit ei-
ner Eingabe von einem Benutzer erstellt werden, ein-
schließlich der standardisierten Abfrage 709, die in
einer JSON-Datei gespeichert ist. Nach dem Emp-
fang einer Benutzerabfrage oder einem auslösen-
den Ereignis kann die Anwendung 514 die Kommu-
nikation der standardisierten Abfrage 709 von dem
oder durch den Webserverprozess 504 zur Aufga-
benempfangseinheit 522 des Ausführungsdienstpro-
zesses 506 veranlassen (wobei der Ausführungs-
dienstprozess 506 als Ausführungsdienst 706 dienen
kann). Die Aufgabenempfangseinheit 522 kann den
Empfang der standardisierten Abfrage 709 durch ei-
ne oder mehrere Auftragsverwaltungseinheiten 524
veranlassen, die ferner eine oder mehrere Auftrags-
ausführungseinheiten 528 dazu veranlassen können,
die standardisierte Abfrage 709 in eine oder mehre-
re datenquellenspezifische Abfragen umzuwandeln,
die mit einem oder mehreren Arbeitsprozessen 508
assoziiert sind. Die Arbeitsprozesse 508 können an-
schließend die eine oder mehreren Datenquellen 702
(d.h. die Datenquellen 168 oder den Großdaten-
speicher 155) dazu veranlassen, unter Verwendung
der datenquellenspezifischen Abfragen abgefragt zu
werden. Die durch das Abfragen der einen oder meh-
reren Datenquellen 702 abgerufenen Daten können
anschließend von den Arbeitsprozessen 508, dem
Ausführungsdienstprozess 506, den Datendiensten
520 und/oder der Anwendung 514 empfangen wer-
den.

[0359] Bei einigen Ausführungsformen wandelt der
Abfrageausführungsdienst 706 die standardisierte
Abfrage 709 in datenquellenspezifische Abfragen
um, welche datenquellenspezifische Formate ver-
wenden, die den Datenquellen 702e oder 702f hei-
misch sind. Bei alternativen Ausführungsformen kann
der Abfrageausführungsdienst 706 eine oder meh-
rere Datenquellen 702a–702f zur Abfrage bestim-
men und einer oder mehreren Datenbereitstellungs-
einheiten 704a–704d die standardisierte Abfrage

709 bereitstellen, damit diese in datenquellenspe-
zifische Abfragen umgewandelt wird. Die Datenbe-
reitstellungseinheiten 704 können separat von den
Datenquellen 702 oder mit den Datenquellen 702
kombiniert sein. Die Datenbereitstellungseinheiten
704a und 704d werden dahingehend veranschau-
licht, dass sie kommunikativ mit den Datenquellen
702a bzw. 702d verbunden sind, aber dennoch sepa-
rat sind. Im Gegensatz dazu sind die Datenbereitstel-
lungseinheiten 704b und 704c dahingehend veran-
schaulicht, dass sie die Datenquellen 702b und 702c
enthalten bzw. mit diesen kombiniert sind. Beispiels-
weise kann es sich bei der Datenbereitstellungsein-
heit 704b um einen Server (wie beispielsweise ei-
nen Datenhistoriker) oder ein Datenbankschnittstel-
lenprogramm handeln, in dem die Datenquelle 720b
als Datenbank gespeichert ist. In einem weiteren Bei-
spiel kann es sich bei der Datenbereitstellungsein-
heit 704a gleichermaßen um einen Server oder ein
Datenbankschnittstellenprogramm handeln, welcher/
s mit einer externen Datenquelle 702a verbunden ist,
wie beispielsweise eine Datenbank, die in einer exter-
nen Speichervorrichtung kommunikativ mit dem Ser-
ver verbunden ist. In noch einem weiteren Beispiel
kann es sich bei den Datenbereitstellungseinheiten
704a–704d um Arbeitsprozesse 508 handeln, die Al-
gorithmen enthalten, um die standardisierte Abfrage
709 in datenquellenspezifische Abfragen umzuwan-
deln, wenn sie die standardisierte Abfrage 709 oder
die Abfrageparameter von der standardisierten Ab-
frage 709 vom Abfrageausführungsdienst 706 emp-
fangen.

[0360] Um die Verwendung der standardisierten Ab-
fragen im Rahmen der Prozesssteuerung und Pro-
zessanalyse zu veranschaulichen, veranschaulicht
Fig. 6B ein Blockdiagramm des Abfrageblocks 708
im Datenanalysestudio. Der Abfrageblock 708 ist mit
der standardisierten Abfrage 709 assoziiert, die Pro-
zessdaten von einer oder mehreren Datenquellen
702a–702f abruft. Beispielsweise kann ein Benutzer
die standardisierte Abfrage 709 im standardisierten
Abfrageformat in einem Feld des Abfrageblocks 708
definieren. Die standardisierte Abfrage 709 kann zu-
sammen mit dem Abfrageblock 708 oder in einer
separaten Datei gespeichert werden. Beispielsweise
kann es sich bei dem Abfrageblock 708 um eine Kon-
figurationsdatei handeln, die eine Abfrageeigenschaft
enthält, die eine Kennung einer JSON-formatierten
Datei speichert, die die standardisierte Abfrage 709
enthält. Nach dem Auftreten eines Ereignisses (wie
beispielsweise das Auftreten einer Zeit, eines Pro-
zesssteuerungszustandes oder einer Auswahl durch
den Benutzer), kann die standardisierte Abfrage 709
durch den Abfrageblock 708 erkannt und an den Ab-
frageausführungsdienst 706 gesendet werden, um
die angeforderten Daten von einer oder mehreren der
Datenquellen 702a–702f abzurufen. Die im Rahmen
der standardisierten Abfrage 709 geforderten Daten
oder Informationen im Zusammenhang mit solchen
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Daten (z. B. Zusammenfassungsinformationen, Me-
tadaten zur Validierung usw.) können an den Abfra-
geblock 708 oder eine andere Datenempfangseinheit
zurückgeschickt werden. Eine solche andere Daten-
empfangseinheit kann einen anderen Block im Da-
tenanalysestudio, einen Arbeitsprozess 508, den Ab-
frageausführungsdienst 706, Datendienste 520, die
Anwendung 514, einen Programmspeicher oder ei-
nen beliebigen anderen Dienst, eine beliebige ande-
re Routine, einen beliebigen anderen Prozess oder
eine beliebige andere Vorrichtung umfassen, der/die
Daten in Verbindung mit der Prozessanlage 5 weiter
auswerten, darstellen oder speichern kann. Wie vor-
stehend erörtert, können die Prozessdaten bei eini-
gen Ausführungsformen über eine oder mehrere Da-
tenbereitstellungseinheiten 704 abgerufen werden.
Die abgerufenen Daten können am Abfrageblock
708, am Abfrageausführungsdienst 706 oder an einer
anderen Datenempfangseinheit im gewünschten For-
mat empfangen oder durch den Abfrageblock 708,
den Abfrageausführungsdienst 706 oder eine ande-
re Datenverarbeitungseinheit formatiert werden. Bei-
spielsweise kann der Abfrageausführungsdienst 706
einen Datenrahmen erstellen, indem er die Umwand-
lung der standardisierten Abfrage 709 in eine oder
mehrere datenquellenspezifische Abfragen und die
Formatierung der Ergebnisse solcher quellenspezifi-
schen Abfragen in der gewünschten Art und Weise
veranlasst. Solche formatierten Datenrahmen kön-
nen bei einigen Ausführungsformen an den Abfrage-
block 708 zurückgegeben werden. Die von der ei-
nen oder den mehreren Datenquellen 702 abgeru-
fenen Daten können eine Vielzahl an Datenpunkten
umfassen, die unter Verwendung der datenquellen-
spezifischen Abfrage abgerufen wurden, wobei die
Datenpunkte Prozessvariablen entsprechen können,
wie beispielsweise Messungen in der Prozessanlage
5 oder Werte, die von solchen Messungen abgeleitet
wurden. Solche Datenpunkte können Punkte in einer
Zeitreihe darstellen, wobei jedem Punkt ein Zeitstem-
pel zugeordnet ist. Alternativ können solche Daten
Querschnittsdaten darstellen, die mit einem Ort, einer
Prozesscharge oder anderen Erkennungsmerkmalen
assoziiert sein können. Die durch die Ausführung der
standardisierten Abfrage abgerufenen Daten können
als Datenrahmen bezeichnet werden, um deren va-
riable Struktur zu kennzeichnen, bei der ein tabellari-
sches Format verwendet werden kann oder nicht.

[0361] Der Abfrageblock 708 kann den unter Ver-
wendung der standardisierten Abfrage erhaltenen
Datenrahmen dem Füllblock 710 zur Verfügung stel-
len, der leere oder nicht numerische (NaN) Einträ-
ge im Datensatz entsprechend der mit dem Füllblock
710 assoziierten Regeln befüllt. Dies kann erfolgen,
um die Daten zu bereinigen oder eine Überprüfung
auf fehlerhafte Daten oder Hinweise auf Fehler im
Datenrahmen durchzuführen, sowie um Datenpunk-
te hinzuzufügen, die benötigt werden, um die ge-
wünschte Abtastrate zu erreichen, wie andernorts

hierin beschrieben. Der Datenrahmen kann anschlie-
ßend für eine weitere Auswertung und/oder Prozess-
steuerung verwendet werden. Wie veranschaulicht,
können ein oder mehrere Datensätze aus dem Da-
tenrahmen durch den unabhängigen Variablenblock
712 und den abhängigen Variablenblock 714 aus-
gewählt werden. Beispielsweise kann der abhängige
Variablenblock 712 einen oder mehrere Datentypen
aus dem Datenrahmen auswählen, den er vom Füll-
block 710 erhalten hat, die Daten entsprechen, die
mit vorgegebenen Parametern oder Eigenschaften
übereinstimmen (z. B. Druck- oder Temperaturmes-
sungen), oder Datenspalten (wenn der Datenrahmen
einer Datentabelle entspricht). Der abhängige Varia-
blenblock 714 kann gleichermaßen verwendet wer-
den, um einen oder mehrere Datentypen aus dem
Datenrahmen auszuwählen, den er vom Füllblock
710 erhalten hat. Wenngleich zwei Blöcke 712 und
714 veranschaulicht sind, kann eine beliebige An-
zahl von ähnlichen Blöcken Anwendung finden. Der
Analyseblock 716 kann anschließend die Daten emp-
fangen, die durch den unabhängigen Variablenblock
712 und den abhängigen Variablenblock 714 ausge-
wählt wurden, wie durch die Verbinder zwischen den
Blöcken veranschaulicht. Der Analyseblock 716 kann
eine beliebige Analyse durchführen, für die er kon-
figuriert ist. Beispielsweise kann der Analyseblock
716 eine Analyse nach der Methode der partiellen
kleinsten Quadrate (PLS) durchführen, um die Aus-
wirkungen der Daten des unabhängigen Variablen-
blocks 712 auf die Daten des abhängigen Variablen-
blocks 714 zu bestimmen. Ein Prüfblock 718 kann
mit dem Analyseblock 716 und dem abhängigen Va-
riablenblock 714 verbunden sein, um die ordnungs-
gemäße Konfiguration des Abfrageblocks 708 und
der anderen Blöcke und Verbindungen zu überprü-
fen. Dieser Prüfblock 718 kann grafische, tabellen-
förmige oder Textausgaben generieren, die der Be-
nutzer speichern oder aufrufen kann. Wenngleich die
vorstehende Beschreibung die Blöcke 708–718 da-
hingehend erörtert, dass diese bestimmte Handlun-
gen vornehmen, wird vorausgesetzt, dass diese Blö-
cke anstelle dessen den Webserverprozess 504, den
Ausführungsdienstprozess 506 und/oder die Arbeits-
prozesse 508 des Analysedienstes 500 zur Durch-
führung dieser Handlungen veranlassen können, wie
anderswo hierin erörtert.

[0362] Um die Verwendung standardisierter Abfra-
gen 709 weiter zu veranschaulichen, veranschau-
licht Fig. 6C eine beispielhafte Abfrage, die ein bei-
spielhaftes standardisiertes Abfrageformat verwen-
det. Die beispielhafte Abfrage wird dahingehend dar-
gestellt, dass sie ein JSON-konformes Format ver-
wendet, um die betriebssystemübergreifende Kom-
patibilität zu maximieren, wobei jedoch ein beliebi-
ges anderes Format verwendet werden kann (z. B.
ein XML-basiertes Format, ein CSV-basiertes Format
usw.). Die beispielhafte Abfrage beginnt mit einer Ab-
fragebezeichnung, gefolgt von einem Hinweis auf das
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Format, welches zu verwenden ist, um den Daten-
rahmen (welches als JSON vorgegeben ist) zurück-
zugeben, und von einem Hinweis auf eine Version
des Abfrageformates. Das Datenfeld „timeSelector“
zeigt eine Vielzahl von Zeitrahmen, die Zeitbereiche,
in denen die Daten zurückzugeben sind, durch die
Objekte „startTime“ und „endTime“ angeben. Bei der
beispielhaften Abfrage werden die Start- und Endzei-
ten im Zusammenhang mit Kalenderdaten und Uhr-
zeiten in der koordinierten Weltzeit vorgegeben, ge-
trennt durch den Buchstaben „T“. Wie durch die bei-
spielhafte Abfrage angedeutet, kann jeder der Zeit-
rahmen durch ausgeschlossene Zeiträume getrennt
werden, für die keine Daten abgefragt werden und
die den Zeiträumen zwischen der Endzeit eines des
Zeitrahmens und der Startzeit eines anderen Zeitrah-
mens entsprechen. Im Anschluss an das Datenfeld
„timeSelector“ gibt das Objekt „sampleRateSecs“ ei-
ne Abtastrate in Sekunden vor, wobei vorgegeben
wird, wie viele Datenpunkte pro Zeiteinheit abgeru-
fen werden sollen. Der finale Anteil der beispielhaf-
ten Abfrage besteht aus einem Datenfeld „Spalten“,
aus dem die Parameter der aus der Datenquelle
702 abzurufenden Daten hervorgehen (d.h. die ab-
zurufenden Prozessvariablen). Die beispielhafte Ab-
frage gibt vier Arten oder Spalten von Daten vor,
die zurückzugeben sind. Jede der vier Spalten wird
durch ein „tag“-Objekt kenntlich gemacht, welches ei-
ne Datenquelle und/oder eine Prozessvariable einer
Datenquelle vorgibt (d.h. „FT630B/DENS.CV“, „PT
615/WIRED_PSIA.CV“, „TT6079/INPUT_1.CV“ und
„630.molefrac.c5“). Jede der vier Spalten umfasst ein
„Alias“-Objekt, um die zurückgegebenen Daten inner-
halb des Datenrahmens zu kennzeichnen, ein „da-
taType“-Objekt, um den Datentyp der Daten vorzu-
geben (z. B. Fließkommawert, langer ganzzahliger
Wert, Textfolge usw.), ein „renderType“-Objekt (z.
B. Werte, Zählwerte usw.), und ein „Format“-Objekt,
welches das Format der zurückzugebenden Daten
vorgibt (d.h. „0.###“ deutet auf ein Format hin, wel-
ches aus einem Fließkommawert mit drei Nachkom-
mastellen besteht).

[0363] Die mit den Spalten assoziierten „tag“-Objek-
te können eine Datenquelle 702 kennzeichnen, von
der die Daten abgerufen werden sollen. Alternativ,
wenn die beispielhafte Abfrage nicht ausdrücklich die
Datenquelle 702 vorgibt, kann eine solche Daten-
quelle oder können solche Datenquellen 702a–702f
durch andere Eigenschaften des Blocks 708 vorge-
geben werden. Bei ähnlichen Abfragen, bei denen
das standardisierte Abfrageformat verwendet wird,
kann die Datenquelle oder können die Datenquellen
702 ausdrücklich durch ein Objekt in der Abfrage vor-
gegeben werden. Eine solche Vorgabe kann einen
Pfad zum Quellenobjekt oder einen Wert umfassen,
der den Typ der Datenquelle (z. B. MongoDB, Couch-
DB, SQL usw.) angibt. Die Vorgabe der Datenquelle
702 kann ferner ggf. eine assoziierte Datenbereitstel-
lungseinheit 704 vorgeben. Alternativ kann die Da-

tenquellenverwaltungseinheit 532 einen Hinweis auf
die Datenbereitstellungseinheit 704 oder die Struktur
oder das Format geben, die/das durch die Datenquel-
le 702 verwendet wird. Bei einigen Ausführungsfor-
men kann die Vorgabe der Quelle ferner eine separa-
te Vorgabe der Datenquelle 702 für jeden Parameter
oder für jede Spalte der abzurufenden Daten umfas-
sen. Dadurch können Abfragen, welche das standar-
disierte Abfrageformat verwenden, Daten von meh-
reren unterschiedlichen Datenquellen 702 abrufen.

[0364] Wie vorstehend erwähnt, werden standardi-
sierte Abfragen 709 in datenquellenspezifische Ab-
fragen umgewandelt, die für jede Zieldatenquelle
702 ausgeführt werden können. Eine solche Um-
wandlung kann durch den Abfrageausführungsdienst
706 oder durch jede Zieldatenbereitstellungseinheit
704a–704d ausgeführt werden. Fig. 6D veranschau-
licht ein beispielhaftes Abfrageverfahren 740, bei
dem der Abfrageausführungsdienst 706 die standar-
disierte Abfrage 709 in eine oder mehrere daten-
quellenspezifische Abfragen umwandelt; und Fig. 6E
veranschaulicht ein beispielhaftes Abfrageverfahren
760, bei dem die Datenbereitstellungseinheit 704 die
standardisierte Abfrage 709 in eine quellenspezifi-
sche Abfrage umwandelt.

[0365] Das Verfahren 740 kann mit dem Emp-
fang einer standardisierten Abfrage unter Verwen-
dung eines standardisierten Abfrageformates (Block
742) beginnen. Die standardisierte Abfrage kann
durch den Abfrageblock 708, den Abfrageausfüh-
rungsdienst 706 oder eine Datenbereitstellungsein-
heit 704a–704d empfangen werden. Die Abfrage
kann ein beliebiges der vorstehend beschriebenen
Merkmale oder Elemente umfassen. Die Abfrage
kann von einem Benutzer über eine direkte Einga-
be oder von einem Programmblock oder eine Pro-
grammroutine empfangen werden, der/die standar-
disierte Abfragen auf der Grundlage von Eingaben
des Benutzers generieren und/oder speichern kann.
Die standardisierte Abfrage kann in einer Datei oder
in einem Format erstellt werden, die/das mit JavaS-
cript-Object-Notation (JSON) konform ist, oder unter
Verwendung irgendeiner anderen geeigneten Spra-
che oder Syntax. Die standardisierte Abfrage kann
eine Syntax verwenden, die von einigen Datenquel-
len 702a–702f ausgeführt werden kann, um Daten
abzurufen (wie beispielsweise SQL), oder die stan-
dardisierte Abfrage kann eine Syntax verwenden,
die nicht direkt durch die Datenquellen 702a–702f
ausgeführt werden kann, um Daten abzurufen (wie
beispielsweise die in Fig. 6C veranschaulichte bei-
spielhafte Abfrage). Die standardisierte Abfrage kann
die abzurufenden Daten (z. B. Zeitrahmen und Pa-
rameter der Daten), die Datenquellen 702, von de-
nen die Daten abgerufen werden sollen (z. B. Da-
tenquellen 702a–702f oder Datenbereitstellungsein-
heiten 704a–704d), und/oder das Format vorgeben,
in dem die Daten bereitzustellen sind. Wird die stan-
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dardisierte Abfrage 709 am Abfrageblock 708 emp-
fangen, kann sie anschließend nach dem Auftreten
eines auslösenden Ereignisses an den Abfrageaus-
führungsdienst 706 gesendet werden, wie beispiels-
weise die Auswahl des Benutzers einer Option zum
Ausführen der Abfrage oder eine Anfrage nach den
Abfragedaten durch ein anderes Objekt, eine ande-
re Routine, einen anderen Block, einen anderen Pro-
zess, einen anderen Dienst oder eine andere Funkti-
on innerhalb des Analysedienstes 500.

[0366] Im Anschluss an den Empfang der standar-
disierten Abfrage 709 kann der Abfrageausführungs-
dienst 706 (oder die Datenbereitstellungseinheit 704)
eine oder mehrere Datenquellen 702 bestimmen, von
denen die Daten abgerufen werden sollen (Block
744). Bei einigen Ausführungsformen kann die Be-
stimmung das Empfangen oder Erkennen einer Vor-
gabe hinsichtlich einer oder mehrerer Datenquellen
702 umfassen. Die Vorgabe kann für jede Datenei-
genschaft spezifisch sein (z. B. Prozessvariable oder
Spalte) oder kann für die gesamte Abfrage allge-
mein gehalten sein. Eine solche Vorgabe oder sol-
che Vorgaben können als Objekte oder Markierun-
gen in der standardisierten Abfrage 709 enthalten
oder durch eine zusätzliche Eigenschaft des Abfra-
geblocks 708 vorgegeben sein. Beispielsweise kann
eine Vorgabe hinsichtlich der Datenquelle 702 für
eine Datenspalte oder einen Datentyp dem Objekt
oder der Markierung vorangestellt werden, welches/
welche die Datenspalte oder den Datentyp vorgibt.
Alternativ kann der Abfrageblock 708 oder die Da-
tenbereitstellungseinheit 704 anderweitig mit einer
oder mehreren Datenquellen 702 assoziiert sein. Die-
se Assoziierung kann dadurch herbeigeführt werden,
dass eine Vorgabe hinsichtlich einer oder mehrerer
Datenquellen 702 getrennt von der standardisierten
Abfrage 709 empfangen wird. Beispielsweise kann
der Abfrageblock 708 über eine Datenquelleneigen-
schaft mit einer oder mehreren Datenquellen 702
(oder mit einer oder mehreren Datenbereitstellungs-
einheiten 704) assoziiert sein, wenn der Abfrageblock
708 durch das Empfangen einer Auswahl der Da-
tenquellen 702 (oder Datenbereitstellungseinheiten
704) erstellt wird. Gleichermaßen kann eine Daten-
bereitstellungseinheit 704a–704d mit einer oder meh-
reren Datenquellen 702a–702d assoziiert sein, wenn
die Datenbereitstellungseinheit 704a–704d konfigu-
riert ist, entweder inhärent oder durch Assoziierun-
gen, die während der Konfiguration erstellt wurden.

[0367] Unter Anwendung der Informationen hinsicht-
lich der einen oder mehreren Datenquellen und der
standardisierten Abfrage 709 werden datenquellen-
spezifische Abfragen erzeugt, um Daten von der ei-
nen oder den mehreren Datenquellen 702 (Block
746) abzurufen. Die datenquellenspezifischen Ab-
fragen können durch den Abfrageausführungsdienst
706 erstellt und an jede Datenquelle 702a–702f
gesendet werden, die abgefragt werden soll (di-

rekt oder über eine Datenquellenbereitstellungsein-
heit 704a–704d), basierend auf den Datenquellen,
welche bei Block 744 vorgegeben wurden. Alterna-
tiv kann der Abfrageausführungsdienst 706 die stan-
dardisierte Abfrage 709, die von jeder der einen oder
mehreren Datenbereitstellungseinheiten 704a–704d,
welche mit den Datenquellen 702a–702d assoziiert
sind, von denen die Daten abgerufen werden sollen,
in eine datenquellenspezifische Abfrage umgewan-
delt werden soll, auf der Grundlage der bei Block
744 vorgegebenen Datenquellen erstellen. Beispiels-
weise kann der Abfrageausführungsdienst 706 einen
oder mehrere Arbeitsprozesse 508 dazu veranlas-
sen, die standardisierte Abfrage 709 als Datenbe-
reitstellungseinheiten 704 umzuwandeln. Ungeach-
tet ob der Abfrageausführungsdienst 706 oder die
Datenbereitstellungseinheiten 704 die datenquellen-
spezifische Abfrage aus der standardisierten Abfrage
709 erzeugt, muss die datenquellenspezifische Ab-
frage ein datenquellenspezifisches Format verwen-
den, welches durch eine Datenbereitstellungseinheit
704 oder eine Datenquelle 702 ausgeführt werden
kann, um die in der Datenquelle 702 gespeicherten
Daten abzurufen. Bei dem datenquellenspezifischen
Abfrageformat kann es sich um ein beliebiges be-
kanntes oder hiernach entwickeltes Format oder eine
beliebige bekannte oder hiernach entwickelte Syntax
zum Abrufen oder anderweitigen Zugreifen auf Daten
handeln, die in einer elektronischen Datenquelle ge-
speichert sind, wie beispielsweise SQL, MongoDB,
CouchDB usw.

[0368]  Das Erzeugen der datenquellenspezifischen
Abfrage kann das Erkennen von Abfrageparame-
tern in der standardisierten Abfrage 709 umfassen.
Die Abfrageparameter können Parameter umfassen,
die mit einem Zeitrahmen oder anderen Eigenschaf-
ten der Daten assoziiert sind, wie beispielsweise
der durch das Datenfeld „timeSelector“ vorgegebene
Zeitrahmen, die durch das Objekt „sampleRateSecs“
vorgegebene Abtastrate und die durch das Daten-
feld „columns“ vorgegebenen Datenparameter (ins-
besondere die „tag“-Objekte) in der vorstehend er-
örterten beispielhaften standardisierten Abfrage. Die-
se Abfrageparameter können Hinweise auf Prozess-
variablen umfassen, die mit Typen von Messungen,
Typen von Messgeräten oder konkreten Messgerä-
ten assoziiert sind (wie beispielsweise die Feldgeräte
15–22 und 40–46). Ein oder mehrere Zeitrahmen kön-
nen für jede abzufragende Datenquelle 702 vorge-
geben sein, und unterschiedliche Datenquellen oder
Daten mit unterschiedlichen Parametern (z. B. unter-
schiedliche Spalten, unterschiedliche Prozessvaria-
blen usw.) innerhalb einer Datenquelle können unter-
schiedliche damit assoziierte Zeitrahmen aufweisen.
Die bestimmten Abfrageparameter können durch den
Abfrageausführungsdienst 706 oder die Datenbereit-
stellungseinheit 704 aus der standardisierten Abfrage
709 extrahiert und in Aspekte der datenquellenspe-
zifischen Abfrage umgewandelt werden. Die erzeug-



DE 10 2016 119 178 A1    2017.04.13

77/135

te datenquellenspezifische Abfrage umfasst dement-
sprechend eine Abfragesprache, welche die wesent-
lichen Parameter darstellt, die in der standardisierten
Abfrage 709 vorgegeben sind, wobei jedoch solche
wesentlichen Parameter in der datenquellenspezifi-
schen Abfrage im datenquellenspezifischen Abfrage-
format enthalten sind.

[0369] sBei Ausführungsformen. bei denen ein oder
mehrere Zeitrahmen und Abtastraten vorgegeben
wurden, kann die datenquellenspezifische Abfrage
erzeugt werden, um zu vorgegebenen Zeitpunkten in-
nerhalb des Zeitraums, der durch jeden Zeitrahmen
vorgegeben ist, Daten bereitzustellen, die mit einer
Vielzahl von Datenpunkten assoziiert sind. Jeder Da-
tenpunkt kann einen Zeitstempel aufweisen, der eine
vorgegebene Zeit anzeigt, die mit dem Datenpunkt
assoziiert ist, wobei es sich um ein ganzzahliges Viel-
faches des Zeitraums der Abtastrate zur oder im An-
schluss an die Startzeit handelt, die mit dem Zeitrah-
men assoziiert ist, und dies zur oder vor der Endzeit
erfolgt, die mit dem Zeitrahmen assoziiert ist. Mehre-
re Zeitrahmen können durch die standardisierte Ab-
frage vorgegeben werden, siehe auch Fig. 6C. In sol-
chen Fällen kann die datenquellenspezifische Abfra-
ge erzeugt werden, um Daten bei Datenpunkten ab-
zurufen, die über einen Zeitstempel verfügen, wel-
cher der Abtastrate oder den Abtastraten innerhalb
jedes der mehreren Zeitrahmen entspricht. In eini-
gen solchen Fällen können separate datenquellen-
spezifische Abfragen für einige oder alle der mehre-
ren Zeitrahmen erzeugt werden. Wenn ein oder meh-
rere Zeitrahmen ohne eine Abtastrate vorgegeben ist/
sind, kann die Vielzahl an Datenpunkten mit Zeits-
tempel abgerufen werden, wobei die Zeitstempel je-
den beliebigen Wert innerhalb des Zeitrahmens an-
nehmen können. Dementsprechend zeigt der Zeits-
tempel Zeitpunkte an, an denen jeder Datenpunkt ge-
messen wurde (oder an denen die zugrundeliegen-
den Prozesswerte gemessen wurden).

[0370] Der Abfrageausführungsdienst 706 oder die
Datenbereitstellungseinheit 704 können anschlie-
ßend die Ausführung der einen oder mehreren da-
tenquellenspezifischen Abfragen veranlassen, um
die bestimmten Datenquellen 702 abzufragen (Block
748). Dies kann die Übertragung der datenquellen-
spezifischen Abfrage vom Abfrageausführungsdienst
706 an eine oder mehrere Datenbereitstellungsein-
heiten 707a–704d und/oder an eine oder mehre-
re Datenquellen 702a–702f umfassen. Gleicherma-
ßen können die Datenbereitstellungseinheiten 704
bei einigen Ausführungsformen die datenquellenspe-
zifische Abfrage an die Datenquellen übertragen,
um die angeforderten Daten abzurufen. Bei weite-
ren Ausführungsformen kann die datenquellenspe-
zifische Abfrage durch eine Ausführungsengine der
empfangenen Datenquelle 702 ausgeführt werden.
Bei anderen Ausführungsformen können die Daten-
bereitstellungseinheiten 704 eine oder mehrere der

datenquellenspezifischen Abfragen dadurch ausfüh-
ren, dass sie auf die in den Datenquellen 702 gespei-
cherten Daten zugreifen und diese manipulieren. Die
nach der Ausführung der einen oder mehreren da-
tenquellenspezifischen Abfragen von der einen oder
den mehreren Datenquellen zurückgegebenen Da-
ten können anschließend an eine Datenempfangs-
einheit gesendet oder von einer Datenempfangsein-
heit empfangen werden, einschließlich der Daten-
bereitstellungseinheit 704, des Abfrageausführungs-
dienstes 706 oder des Abfrageblocks 708. Dement-
sprechend erhält die Datenempfangseinheit die an-
gefragten Daten von der einen oder den mehreren
Datenquellen 702 (Block 750).

[0371] Bei Ausführungsformen, bei denen eine Ab-
tastrate vorgegeben ist, kann das Abrufen der Daten
die Sicherstellung umfassen, dass die Daten Daten-
punkte mit Zeitstempeln umfassen, die mit jedem der
Abtastpunkte übereinstimmen, die durch den Zeitrah-
men und die Abtastrate vorgegeben sind. Dies kann
für jeden Zeitrahmen und für jede Abtastrate erfolgen.
Wie vorstehend erwähnt, entsprechen diese Abtast-
punkte ganzzahligen Vielfachen des Zeitraumes der
Abtastrate zur oder im Anschluss an die Startzeit des
Zeitrahmens und erfolgen diese zur oder vor der End-
zeit des Zeitrahmens. Wenn die in der Datenquelle
702 gespeicherten Datenpunkte keinen Datenpunkt
für einen oder mehrere der mit den Abtastpunkten
assoziierten Zeitpunkte umfassen, können zusätzli-
che Datenpunkte mit Zeitstempeln hinzugefügt wer-
den, die den Abtastpunkten entsprechen. Den zu-
sätzlichen Datenpunkten können Werte zugeordnet
werden, die mit Werten der Dateneinträge in der Da-
tenquelle 702 assoziiert sind, die zeitlich am nächsten
vor dem Zeitstempel liegen. Beispielsweise kann eine
Datenquelle 702 Datenpunkte für die Zeitpunkte 7:01:
5500 (mit dem Wert V1), 7:02:0500 (mit dem Wert V2)
und 7:02:5500 (mit dem Wert V3) umfassen, aber der
in der standardisierten Abfrage vorgegebene Zeitrah-
men kann 7:02:0000 (Startzeit) bis 7:03:0000 (End-
zeit) lauten, und der Zeitraum der Abtastrate kann
0:00:5000 (entsprechend einer Abtastrate von einer
Probe pro halber Sekunde) sein. In einem solchen
Beispiel weisen die abgerufenen Datenpunkte Zeits-
tempel von 7:02:0000, 7:02:5000 bzw. 7:03:0000 auf,
welche die Werte V1, V2 bzw. V3 aufweisen. Dem-
entsprechend wird der aktuellste vorherige Wert V2
(gemessen bei 7:02:0500) für den Datenpunkt mit
dem Zeitstempel 7:02:5000 verwendet, selbst wenn
ein anderer Wert (V3 zum Zeitpunkt 7:02:5500) zeit-
lich näher dran ist, aber nach dem Zeitstempel liegt.
Zusätzlich können überschüssige Datenpunkte, die
zu Zeitpunkten zwischen den gewünschten Abtast-
zeiten auftreten, aus den abgerufenen Daten entfernt
oder gelöscht werden. Dementsprechend hat jeder
Datenpunkt in den abgerufenen Daten (im Anschluss
an solche Anpassungen oder Harmonisierungen) ei-
nen Zeitstempel, der mit einem ganzzahligen Vielfa-
chen des Zeitraums der Abtastrate zur oder im An-
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schluss an die Startzeit innerhalb jedes Zeitrahmens
assoziiert ist, der durch die standardisierte Abfrage
vorgegeben wird. Andere Mittel zum Harmonisieren
von Datenpunkten innerhalb der abgerufenen Daten
können gleichermaßen Anwendung finden.

[0372] Werden in ein und derselben standardisier-
ten Abfrage mehrere Datenquellen 702 vorgegeben,
kann jede der Datenquellen 702 Datenpunkte mit un-
terschiedlichen Zeitstempeln aufweisen und können
die mit solchen Zeitstempeln assoziierten Messun-
gen bei anderen Abtastraten erfolgt sein. Beispiels-
weise können eine erste Datenquelle 702a und ei-
ne zweite Datenquelle 702d in der standardisierten
Abfrage vorgegeben sein. Bei der Datenquelle 702a
kann es sich um eine erste Datenquelle handeln, die
Datenpunkte mit einer ersten Abtastrate speichert (z.
B. eine Messung pro Sekunde), und bei der Daten-
quelle 702d kann es sich um eine zweite Datenquelle
handeln, die Datenpunkte mit einer zweiten Abtast-
rate speichert (z. B. vier Messungen pro Sekunde).
Die erhaltenen Daten können entsprechend der in
der standardisierten Abfrage vorgegebenen Parame-
ter harmonisiert werden, indem Datenpunkte zu Zeit-
punkten hinzugefügt oder entfernt werden, bei denen
es sich um ganzzahlige Vielfache des Zeitraumes der
Abtastrate handelt, die durch die standardisierte Ab-
frage vorgegeben wurde, siehe vorstehende Erörte-
rung.

[0373] Wenn die Datenempfangseinheit die Daten
von der einen oder den mehreren Datenquellen 702
abruft, kann die Datenempfangseinheit ferner die
Daten entsprechend Formatierungsparametern oder
Vorgaben formatieren, die mit der standardisierten
Abfrage 709 (Block 752) assoziiert sind. Solche For-
matierungsparameter oder Vorgaben können in der
standardisierten Abfrage 709 enthalten sein, mit dem
standardisierten Abfrageformat assoziiert sein oder
können in einer separaten Eigenschaft des Abfra-
geblocks 708 vorgegeben sein. Bei einigen Ausfüh-
rungsformen kann dies ferner das Erzeugen eines
Datenrahmens aus den abgerufenen Daten dadurch
umfassen, dass das Format der abgerufenen Daten
so angepasst wird, dass es dem gewünschten For-
mat entspricht. Wenn eine Vielzahl von Datenquellen
702 abgefragt wurde, kann das Erzeugen des Daten-
rahmens ferner das Kombinieren der von jeder der
Vielzahl von Datenquellen 702 abgerufenen Daten
umfassen, um einen Gesamtdatenrahmen zu erzeu-
gen. Wenn beispielsweise ein erster Datensatz von
einer ersten Datenquelle 702a und ein zweiter Daten-
satz von einer zweiten Datenquelle 702d abgerufen
werden, kann ein Gesamtdatenrahmen erzeugt wer-
den, in dem der erste und der zweite Datensatz mit-
einander kombiniert werden.

[0374] Das Verfahren 760 kann mit dem Empfang ei-
ner standardisierten Abfrage 709 von einer Datenab-
frageeinheit (Block 762) beginnen. Eine Datenabfra-

geeinheit, wie beispielsweise der Abfrageblock 708
oder der Abfrageausführungsdienst 706, kann Daten
von einer oder mehreren Datenquellen 702 dadurch
anfordern, dass eine standardisierte Abfrage 709 an
eine Datenbereitstellungseinheit 704 gesendet wird.
Die Datenbereitstellungseinheit 704 kann mit einer
oder mehreren Datenquellen 702 assoziiert oder so
konfiguriert sein, dass sie Daten von verschiedenen
Datenquellen 702 über eine Netzwerkverbindung ab-
ruft. Alternativ kann die Datenabfrageeinheit die stan-
dardisierte Abfrage 709 von einem anderen Daten-
block, einer anderen Softwareroutine, einem ande-
ren Prozess oder einem anderen Dienst im Daten-
analysesystem 100 empfangen. Zusätzlich kann eine
Datenempfangseinheit (bei der es sich gleicherma-
ßen um den Abfrageblock 708, den Abfrageausfüh-
rungsdienst 706, einen Arbeitsprozess 508, Daten-
dienste 520, die Anwendung 514, einen Programm-
speicher, oder einen beliebigen anderen Dienst, ei-
ne beliebige andere Routine, einen beliebigen an-
deren Prozess oder eine beliebige andere Vorrich-
tung handeln kann, die/der die mit der Prozessan-
lage 5 assoziierten Daten weiter analysieren, dar-
stellen oder speichern kann) durch die standardisier-
te Abfrage 709 oder anderweitig vorgegeben wer-
den. Bei einer solchen Datenempfangseinheit kann
es sich um die selbe Einheit handeln wie die Daten-
abfrageeinheit in einigen Fällen, oder die Datenabfra-
geeinheit kann separat von der Datenempfangsein-
heit vorliegen. Zum Zwecke der Übersichtlichkeit er-
folgt die folgende Erörterung des beispielhaften Ver-
fahrens 760 unter der Annahme, dass die Datenbe-
reitstellungseinheit 704a eine standardisierte Abfrage
709 vom Abfrageausführungsdienst 706 als Daten-
abfrageeinheit und Datenempfangseinheit empfängt,
wobei die standardisierte Abfrage 709 Daten von der
Datenquelle 702a abfragt. Dies erfolgt zur besseren
Veranschaulichung der Hauptmerkmale des Verfah-
rens und soll den Geltungsbereich der Offenlegung
nicht einschränken. Der Fachmann wird verstehen,
dass zahlreiche alternative Konfigurationen mit ledig-
lich geringfügigen und gewöhnlichen Anpassungen
des hierin erörterten Verfahrens einfach hergestellt
werden können.

[0375] Wenn die standardisierte Abfrage an der Da-
tenbereitstellungseinheit 704a empfangen wird, ex-
trahiert die Datenbereitstellungseinheit 704a Abfra-
geparameter aus der standardisierten Abfrage 709
(Block 764). Die Abfrageparameter können mit der
Zeit (z. B. ein Zeitrahmen, in dem die Daten ab-
gerufen werden, eine Abtastrate usw.), mit Daten-
typen oder Dateneigenschaften (z. B. Prozessvaria-
blen, Spalten in einer Tabelle, Messungen, berech-
nete Werte aus Messungen usw.) oder mit der Da-
tenquelle 702a, von der die Daten abgerufen werden
sollen (z. B. eine Vorgabe hinsichtlich einer Daten-
bank, eines Pfades zu dieser oder einer Tabelle in
dieser), assoziierte Parameter umfassen. Das Extra-
hieren der Abfrageparameter kann das Bestimmen
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eines oder mehrerer Parameter auf der Grundlage
von Objekten, Datenfeldern oder Elementen in der
standardisierten Abfrage 709 umfassen. Bei einigen
Ausführungsformen kann die Datenbereitstellungs-
einheit 704a ferner Parameter extrahieren, die vorge-
ben, wie die Daten an den Abfrageausführungsdienst
706 zurückgegeben werden sollen (d.h. Formatie-
rung, Struktur, Timing oder Protokoll, das zu verwen-
den ist, wenn die angefragten Daten der Datenabfra-
geeinheit zur Verfügung gestellt werden). Die Daten-
bereitstellungseinheit 704a kann die extrahierten Ab-
frageparameter in einem flüchtigen oder nichtflüchti-
gen Speicher abspeichern, um diese beim Erzeugen
einer oder mehrerer datenquellenspezifischer Abfra-
gen und/oder dem Formatieren der abgerufenen Da-
ten, die der Datenabfrageeinheit zur Verfügung ge-
stellt werden sollen, zu verwenden.

[0376] Die Datenbereitstellungseinheit 704a kann
anschließend eine datenquellenspezifische Abfrage
auf der Grundlage der extrahierten Abfrageparame-
ter (Block 766) erzeugen, wobei die datenquellenspe-
zifische Abfrage ein datenquellenspezifisches Abfra-
geformat verwendet, welches mit der Datenquelle
702a assoziiert ist. Beispielsweise kann es sich bei
der Datenquelle 702a um eine nicht-relationale Da-
tenbank handeln, die eine MongoDB-Datenstruktur
oder ein MonoDB-Datenformat verwendet, wobei die
Datenbereitstellungseinheit 704a in diesem Fall ei-
ne datenquellenspezifische Abfrage unter Verwen-
dung der Abfragesyntax von MongoDB erzeugt, um
die durch die Abfrageparameter vorgegebenen Da-
ten abzurufen, die aus der standardisierten Abfra-
ge 709 extrahiert wurden. In einem alternativen Bei-
spiel kann es sich bei der Datenquelle 702a um ei-
ne relationale Datenbank handeln, die MySQL ver-
wendet, wobei die Datenbereitstellungseinheit 704a
in diesem Fall eine datenquellenspezifische Abfrage
unter Verwendung einer SQL-Abfragesyntax erzeugt,
um die durch die Abfrageparameter vorgegebenen
Daten abzurufen, die aus der standardisierten Abfra-
ge 709 extrahiert wurden. Zum Erzeugen der daten-
quellenspezifischen Abfrage kann die Datenbereit-
stellungseinheit 704a eine Zuordnung zwischen dem
standardisierten Abfrageformat und dem datenquel-
lenspezifischen Abfrageformat anwenden. Eine sol-
che Zuordnung kann Anpassungen hinsichtlich der
Syntax oder des Formates umfassen, durch die die in
der standardisierten Abfrage 709 ausgedrückten Ab-
frageparameter in im Wesentlichen äquivalente Pa-
rameter im datenquellenspezifischen Abfrageformat
umgewandelt werden. Bei einigen Ausführungsfor-
men können das Extrahieren der Abfrageparameter
und das Erzeugen der datenquellenspezifischen Ab-
frage miteinander kombiniert werden, so dass die
Datenbereitstellungseinheit 704a die durch die stan-
dardisierte Abfrage vorgegebenen Abfrageparame-
ter direkt Parametern oder Elementen der datenquel-
lenspezifischen Abfrage zuordnet. Wie vorstehend
erörtert, kann die datenquellenspezifischen Abfrage

so erzeugt werden, dass sie Datenpunkte mit Zeits-
tempeln zurückgibt, die ganzzahligen Vielfachen des
Zeitraums der Abtastrate zur oder im Anschluss an
die Startzeit innerhalb jedes Zeitrahmens entspre-
chen, der durch die standardisierte Abfrage 709 vor-
gegeben ist.

[0377] Sobald die datenquellenspezifische Abfrage
erzeugt wurde, kann die Datenbereitstellungseinheit
704a die datenquellenspezifische Abfrage ausführen,
um die angefragten Daten von der Datenquelle 702a
abzurufen (Block 768). Bei einigen Ausführungsfor-
men kann die Datenbereitstellungseinheit 704a ei-
ne Anfrage hinsichtlich der Ausführung der daten-
quellenspezifischen Abfrage an die Datenquelle 702a
senden und kann die Datenquelle 702a die daten-
quellenspezifische Abfrage ausführen und die ent-
sprechenden Daten an die Datenbereitstellungsein-
heit 704a zurückgeben. Alternativ kann die Datenbe-
reitstellungseinheit 704a als eine Schnittstelle oder
Ausführungsengine für die Datenquelle 702a fungie-
ren, wobei die Datenbereitstellungseinheit 704a in
diesem Fall die datenquellenspezifische Abfrage ent-
sprechend der Regeln des datenquellenspezifischen
Abfrageformates ausführen kann, um auf die in der
Datenquelle 702a gespeicherten Daten zuzugreifen,
diese zu analysieren und diese auszuwählen. Unab-
hängig davon, ob die datenquellenspezifische Abfra-
ge durch die Datenbereitstellungseinheit 704a oder
die Datenquelle 702a ausgeführt wird, werden die
durch die Ausführung der datenquellenspezifischen
Abfrage erhaltenen Daten durch die Datenbereitstel-
lungseinheit 704a abgerufen.

[0378]  Bei einigen Ausführungsformen kann die Da-
tenbereitstellungseinheit 704a die durch die Ausfüh-
rung der Abfrage abgerufenen Daten auf der Grund-
lage der standardisierten Abfrage 709 formatieren
(Block 770). Die Datenbereitstellungseinheit 704a
kann die abgerufenen Daten dementsprechend so
verarbeiten, dass die abgerufenen Daten so forma-
tiert sind, dass sie den Anforderungen an die Da-
ten entsprechen, die in der standardisierten Abfra-
ge 709 enthalten sind. Dies kann das Erzeugen ei-
nes Datenrahmens für die abgerufenen Daten umfas-
sen, der die abgerufenen Daten in einem Format ent-
hält, welches durch den Abfrageausführungsdienst
706 einfach verwendet werden kann, einschließlich
der Anwendung von Datenformatregeln und alterna-
tiven Datenbezeichnungen auf die abgerufenen Da-
ten. Beispielsweise kann die standardisierte Abfra-
ge 709 vorgeben, dass die Daten unter Verwendung
einer JSON-Datei in einem Dokument bereitgestellt
werden. Gleichermaßen kann die standardisierte Ab-
frage vorgeben, dass die Daten in einem tabellari-
schen Format an die Datenabfrageeinheit zurückge-
geben werden oder dass die Datenwerte als Fließ-
kommaziffern mit drei Nachkommastellen zu forma-
tieren sind. Wenngleich diese Formatierungsanforde-
rungen in der standardisierten Abfrage 709 enthal-
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ten sein können, können einige oder alle der For-
matierungsanforderungen durch das standardisierte
Abfrageformat (oder eine Version davon) vorgege-
ben werden. So werden die standardisierten Abfra-
gen, die das standardisierte Abfrageformat (oder ei-
ne Version davon) verwenden, die Daten immer in
einem konsistenten Format zurückgeben. Wie vor-
stehend erörtert, kann das Formatieren der abgeru-
fenen Daten das Anpassen oder Harmonisieren der
Zeitpunkte der Datenpunkte umfassen, so dass die-
se Zeitstempel aufweisen, die ganzzahligen Vielfa-
chen des Zeitraums der Abtastrate zur oder im An-
schluss an die Startzeit in jedem Zeitrahmen entspre-
chen, der durch die standardisierte Abfrage 709 vor-
gegeben ist. Dies kann ferner das Hinzufügen von
Datenpunkten mit entsprechenden Zeitstempeln oder
das Entfernen überschüssiger Datenpunkte umfas-
sen, die an Zeitpunkten auftreten, die zwischen den
gewünschten Abtastzeiten liegen.

[0379] Sobald die abgerufenen Daten formatiert
wurden, liefert die Datenbereitstellungseinheit 704a
die formatierten Daten an die Datenempfangseinheit
(Block 772). Die Datenbereitstellungseinheit 704a
kann zur weiteren Analyse einen Datenrahmen im ge-
forderten Format oder in einem beliebigen bekannten
Format an den Abfrageausführungsdienst 706 über-
tragen. Bei weiteren Ausführungsformen kann die ge-
samte oder ein Teil der Formatierung der abgerufe-
nen Daten anstelle dessen durch den Abfrageausfüh-
rungsdienst 706 durchgeführt werden, nachdem die
Datenbereitstellungseinheit 704a die unformatierten
oder teilweise formatierten Daten, die durch die Aus-
führung der datenquellenspezifischen Abfrage erhal-
ten wurden, an den Abfrageausführungsdienst 706
gesendet hat. Wenn die Daten von der Datenabfra-
geeinheit empfangen und formatiert wurden, können
die formatierten Daten im Rahmen der Prozessanla-
gensteuerung oder Analyse verwendet werden, wie
anderswo hierin erörtert. Bei einigen Ausführungs-
formen kann der Abfrageausführungsdienst 706 den
Datenrahmen ferner einer anderen Datenempfangs-
einheit zur Verfügung stellen, wie beispielsweise dem
Abfrageblock 708 oder einem Arbeitsprozess 508.

[0380] Im Allgemeinen können alle Teile der Daten-
quellen 702a–f, der Datenquellenbereitstellungsein-
heiten 704a–d und des Abfrageblocks 708, sowie
die Abfragesprache, die verwendet wird, um die Da-
ten von den unterschiedlich formatierten Datenquel-
len 702a–f zu erhalten, in Verbindung mit allen Tei-
len der Fig. 1, Fig. 2, Fig. 3, Fig. 4A–Fig. 4Q und/
oder Fig. 5A–Fig. 5G und/oder mit einer beliebigen
Anzahl an Merkmalen und/oder Techniken arbeiten,
die in den Abschnitten der vorliegenden Offenlegung
beschrieben werden, die den Fig. 1, Fig. 2, Fig. 3,
Fig. 4A –Fig. 4Q und/oder Fig. 5A–Fig. 5G  entspre-
chen.

FREQUENZANALYSETECHNIK FÜR EINE
FRÜHZEITIGE FEHLERERKENNUNG

[0381]  Eine neue Datenanalysetechnik oder -funkti-
on (z. B. die, die vom verteilen Industrieprozessleis-
tungsüberwachungs-/-analysesystem oder DAS 100
bereitgestellt werden kann) ist eine Frequenzanaly-
setechnik oder -funktion zur frühzeitigen Fehlerer-
kennung in Prozesssteuerungssystemen oder Pro-
zessanlagen, wie beispielsweise die Prozessanlage
5. Die neue Frequenzanalysetechnik oder -funktion
wird hierin als eine „rollende schnelle Fourier-Trans-
formation“ oder „rollende FFT“ bezeichnet und kann
in Verbindung mit jedem der Systeme, jeder der Ar-
chitekturen, jedem der Verfahren und jeder der Tech-
niken verwendet werden, die hierin beschrieben wer-
den. Beispielsweise kann eine Datenblockdefinition
für die rollende FFT in der Datenblockdefinitionsbi-
bliothek 252 gespeichert und Benutzern zugänglich
gemacht werden, um in Datenmodulen verwendet
zu werden, die Offline und/oder Online ausgeführt
werden. Zusätzlich oder alternativ können eine oder
mehrere verteilte Datenengines 102x eine rollende
FFT an Daten ausführen, die an dem einen oder den
mehreren DDE 102x abgerufen wurden. Eine rollen-
de FFT ist jedoch nicht darauf beschränkt, nur in Ver-
bindung mit den hierin beschriebenen Systemen, Ar-
chitekturen, Verfahren und Techniken verwendet zu
werden, und kann in Verbindung mit einem beliebi-
gen System, einer beliebigen Architektur, einem be-
liebigen Verfahren und/oder einer beliebigen Technik
verwendet werden, das/die Zeitreihendaten erzeugt.
Wie unten veranschaulicht, handelt es sich bei der
Analysetechnik oder -funktion der rollenden FFT um
eine Kombination aus beschreibenden und vorhersa-
genden Analysen.

[0382] Grundsätzlich können Auffälligkeiten, Feh-
ler, Leistungsabfälle und/oder andere unerwünschte
oder ungewollte Zustände in einem Prozessleitsys-
tem oder einer Anlage verhindert werden (oder deren
Auswirkungen minimiert werden), wenn Prozessda-
ten mit Leitindikatoren zum zukünftigen Verhalten der
verfahrenstechnischen Anlage erkannt werden kön-
nen, vorzugsweise in einem Zeitrahmen, der vorbeu-
gende oder abschwächende Maßnahmen zulässt. Zu
diesen Prozessdaten gehören unter anderem Mess-
daten, beispielsweise des Drucks, der Temperaturen
und Fließraten von Stoffen, die durch die Anlage flie-
ßen, sowie vergleichbare Informationen zu Ausrüs-
tungsgegenständen. Zu diesen Prozessdaten kön-
nen des Weiteren die chemische Zusammensetzung
von Massenströmen und der An-/Aus-Zustand von
Geräten gehören. Im Allgemeinen kann eine rollen-
de FFT auf alle Online-und Offline-Zeitreihendaten
angewendet werden, die als Ergebnis der Steuerung
eines Prozesses innerhalb einer verfahrenstechni-
schen Anlage generiert und auf geeignete Weise er-
fasst werden, beispielsweise durch Abtastung, Emp-
fang eines Datenstroms, Auslesen einer Datenbank,
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Datendatei, Datenquelle (z.B. Seeq) oder Historians,
Datenabruf usw.

[0383] Ein Verfahren zur Bestimmung von Leit-
indikatoren in einer verfahrenstechnischen Anlage
beinhaltet die Verhaltensanalyse der Prozessdaten
über einen bestimmten Zeitraum. Das Verhalten kann
sich aus verschiedenen Gründen ändern, in einigen
Fällen kann die Änderung mit Prozessstörungen im
Zusammenhang stehen, die zu Auffälligkeiten, Feh-
lern, Leistungsabfällen und/oder anderen Zuständen
führen können und die als solche als Leitindikatoren
für den entsprechenden Zustand betrachtet werden
können. Das in diesem Dokument beschriebene rol-
lende FFT-Verfahren wandelt einen ersten Satz von
Zeitreihendaten entsprechend den Leitindikatoren in
einen Frequenzbereich um und generiert in der Fol-
ge einen zweiten Satz an Zeitreihendaten basierend
auf den Frequenzbereichsdaten, die dann überwacht
und dazu genutzt werden können, das Auftreten der
Auffälligkeit, des Fehlers, des Leistungsabfalls und/
oder den Zuständen der verfahrenstechnischen An-
lage zu prognostizieren.

[0384] Üblicherweise können Prozessdaten von ei-
ner verfahrenstechnischen Anlage erhoben, erhalten
oder anderweitig erfasst werden, um sie als Einga-
be in einem Frequenzanalyseverfahren zu verwen-
den. Dazu können alle Daten im Zusammenhang
mit den vorhandenen Prozesssignalen in der ver-
fahrenstechnischen Anlage verwendet werden, bei-
spielsweise Temperatur, Ströme, Druck, Zusammen-
setzungen und/oder andere kontinuierliche Signale,
die als Ergebnis des Betriebs der verfahrenstechni-
schen Anlage zur Steuerung eines Prozesses gene-
riert werden. Üblicherweise wird eine FFT an den er-
fassten Prozessdaten durchgeführt, um Amplituden
von wichtigen, darin enthaltenen Frequenzen durch
Verwendung eines festen Fensters (z.B. spezifische
Anzahl von Datenpunkten) zu identifizieren, üblicher-
weise basierend auf einer Zweierpotenz (z.B. 210 =
1024). Moderne Berechnungsverfahren ermöglichen
eine nutzerdefinierte Länge des Datenfensters, die
Länge wird jedoch häufig durch die verfügbare Com-
puterspeicherkapazität begrenzt. Die Anzahl von Ab-
tastungen und die Abtastrate in einer FFT müssen
des Weiteren das Nyquist-Kriterium von mindestens
zwei Abtastungen pro schnellster, relevanter Fre-
quenz erfüllen. Des Weiteren sollte die konventionel-
le FFT an mehreren Zyklen des periodischen Verhal-
tens des gewünschten Datensignals agieren.

[0385] Bei vielen konventionellen Anwendungen der
FFT, die auf Prozessdaten angewendet werden, wird
jedoch davon ausgegangen, dass sich das relevan-
te Signal nicht im Laufe der Zeit ändert. Die rollen-
de FFT wird von dieser Annahme jedoch nicht ein-
geschränkt. Die "rollende" FFT bietet den Vorteil, die
Änderungen des Signals über einen bestimmten Zeit-
raum zu erfassen, um zu bestimmen, wann diese

Änderungen am Signal im entsprechenden Zeitraum
auftreten. Die rollende FFT beinhaltet im Speziellen
die Anwendung einer FFT auf ein Fenster von Daten,
die durch ein relevantes Signal oder eine relevante
Variable (beispielsweise eine Messung, ein erfass-
ter Wert oder ein anderes als Ergebnis der verfah-
renstechnischen Anlage generiertes Signal) generiert
wurden, und zeichnet die Frequenzamplituden (z.B.
Spitzenamplituden) für dieses Fenster auf. Das Fens-
ter wird dann zeitlich um eine Abtastung nach vorn
verschoben, dann wird die FFT erneut durchgeführt
und die Ergebnisse aufgezeichnet oder gespeichert.
Dieser Vorgang wird bis zum Ende der Zeitreihenda-
ten wiederholt. Da die FFT für jede Abtastzeit im Da-
tensatz durchgeführt wird (in einigen Fällen mit Aus-
nahme der ersten n-1 Abtastungen, wobei n für die
Anzahl von Abtastungen im Fenster steht), werden
ein oder mehrere Zeitreihendatensätze, inklusive der
Amplituden (z.B. Spitzenamplituden), von einer oder
mehreren relevanten Frequenzen erstellt oder gene-
riert. Jede relevante Frequenz kann auf eine entspre-
chende neue Prozessvariable der verfahrenstech-
nischen Anlage reagieren, die die entsprechenden
Zeitreihendaten entsprechend der Amplituden (z.B.
Spitzenamplituden) der relevanten Frequenz gene-
rieren. Die von jeder neuen Prozessvariablen ge-
nerierten Zeitreihendaten können gespeichert, über-
wacht und/oder analysiert werden, um mögliche Auf-
fälligkeiten, Fehler oder andere Zustände der verfah-
renstechnischen Anlage zu prognostizieren.

[0386]  Daher kann für ein relevantes Signals oder
eine relevante Variable eine oder mehrere neue
Prozessvariablen entsprechend der prognostizierten,
unerwünschten Zustände der verfahrenstechnischen
Anlage erstellt, generiert und innerhalb der verfah-
renstechnischen Anlage verwendet werden. Für ein
relevantes Signal oder eine relevante Variable kom-
men individuelle Signale oder Messpunkte und die
Kombination (z.B. eine Summe oder andere Kombi-
nation) der Signale oder Messwerte der individuel-
len Signale/Punkte in Frage. Eine relevante Variable
kann von Nutzer definiert werden oder automatisch
von einem Datenblock, Datenmodul und/oder einer
Datenanalysefunktion festgelegt werden.

[0387] Wie oben bereits aufgeführt beinhaltet der
Prozess zur Festlegung eines Satzes neuer Zeitrei-
hendatensätze die Umwandlung des relevanten Si-
gnals oder der relevanten Variablen von einem Zeit-
bereich in einen Frequenzbereich, die Erfassung der
Frequenzbereichsdaten und die Umwandlung der er-
fassten Frequenzbereichsdaten zur Bestimmung der
Zeitreihendaten entsprechend der neuen Prozess-
variablen. Die Umwandlung oder Rückwandlung in
den Zeitbereich spielt dabei eine wichtige Rolle, da
es die Kontrolle der neuen Zeitreihendatensätze ge-
meinsam mit dem ursprünglichen Prozessdatensi-
gnal und/oder anderen Zeitreihenprozessdaten er-
möglicht. Die neuen Zeitreihendaten können dann
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durch Verwendung der gleichen Analyseverfahren
(z.B. statistische Analyse, Hauptkomponentenanaly-
se, Standardabweichungen usw.) ausgewertet wer-
den, die für die Nutzung an den durch die ursprüng-
lichen relevanten Signale oder Variablen und/oder
Prozessdaten zur Verfügung stehen. Darüber hinaus
ist in einigen Fällen die Analyse gemeinsam mit den
ursprünglichen Prozessdaten und/oder anderen Pro-
zessdaten möglich. Sowohl die neuen Zeitreihenda-
ten als auch die ursprünglichen/anderen Prozessda-
ten können beispielsweise als Eingabe einem Tran-
formers-Datenblock 521 zur Verfügung gestellt wer-
den.

[0388] Als Beispiel für ein rollendes FFT-Analyse-
verfahren und seine Vorteile dient ein Beispielsze-
nario, in dem die rollende FFT auf das Problem der
Erkennung einer potentiellen Abfackelung in einer
verfahrenstechnischen Anlage wie einer Raffinerie
oder einem Chemiewerk angewendet wird. Im Allge-
meinen verfügen einige verfahrenstechnische Anla-
gen über eine Fackelanlage, in der die überschüssi-
gen Dämpfe aus den einzelnen Verarbeitungsschrit-
ten gesammelt und die gesammelten, überschüssi-
gen Dämpfe verbrannt werden, um giftige Chemikali-
en vor der Einleitung ins Freie zu entfernen. Das Ver-
brennen der überschüssigen Dämpfe oder Gase wird
allgemeine als "Abfackeln" oder ”Abfackelung" be-
zeichnet. In einigen Fällen wird das Fackelgas nicht
verbrannt, sondern als Rohstoff oder Heizgas kom-
primiert. Ist die Kapazität des Fackelgasverdichters
jedoch überschritten, findet eine Abfackelung statt,
indem das überschüssige Gas durch einen Brenner
geführt wird. Typischerweise wird die Anzahl und/
oder Frequenz der Abfackelungen durch Umwelt-
schutzbestimmungen und/oder andere Vorgaben re-
guliert. Während einige geplante Abfackelungen zu-
lässig und notwendig sind, können die Betreiber ver-
fahrenstechnischer Anlagen oder Unternehmen mit
Strafen belegt werden, wenn ungeplante Abfackelun-
gen zu häufig auftreten. Daher ist es für den Betrei-
ber oder Bediener einer verfahrenstechnischen An-
lage wünschenswert zu prognostizieren, dass eine
ungeplante Abfackelung auftritt oder wahrscheinlich
auftreten wird, basierend auf den aktuellen Betriebs-
bedingungen, wobei die Prognose mit genügten Vor-
laufzeit stattfinden sollte, damit der Bediener Maß-
nahmen ergreifen kann, um die ungeplante Abfacke-
lung zu verhindern.

[0389] Dieses Problem zu lösen ist schwierig, da
moderne Raffinerien und Chemiewerke komplexe
Anlagen mit vielen verknüpften Systemen sind (z.B.
verbundene Systeme im zwei- oder sogar dreistelli-
gen Bereich), wobei jedes System an sich schon als
große verfahrenstechnische Anlage betrachtet wer-
den kann. Die Systeme sind in der Regel an eine nor-
male Fackelanlage angeschlossen. Da jedes dieser
Systeme eine potentielle Quelle für die durch die Ab-
fackelanlage zu behandelnden Dämpfe sein kann, ist

es schwierig zu überwachen, welches System oder
welche Systeme sich dem Zustand des Abfackelns
nähern. Darüber hinaus ist es nach einer Abfackelung
nicht direkt ersichtlich, welches System dafür verant-
wortlich ist.

[0390] Das in diesem Dokument beschriebene, rol-
lende FFT-Verfahren kann genutzt werden, um die-
ser Situation Herr zu werden. Abb. 7A zeigt beispiel-
hafte, durch eine Raffinerie generierte Prozessdaten,
auf die die rollende FFT angewendet wurde. Die bei-
spielhaften Prozessdaten beinhalten eine Prozess-
strömungsmessung oder ein -signal 1100, die von
einem System in der Abfackelanlage der Raffinerie
während eines bestimmten Zeitintervalls erfasst wur-
den. Wie dargestellt ist das Prozessströmungssignal
1100 periodisch, wobei der Zeitabschnitt circa einen
Tag umfasst (z.B. kann die Periodizität dem täglichen
Heiz- und Kühlzyklus entsprechen). Zusätzlich be-
inhalten die beispielhaften Prozessdaten ein weiteres
Signal 1102, welches den Abfackeldruck der Fackel-
anlage im gleichen Zeitrahmen wiedergibt. Beim Ab-
fackeldruck handelt es sich um eine Messung der ge-
samten Dämpfe in der Fackelanlage und diese Mes-
sung kann beispielsweise von einem Sensor eines
Verdichters oder anderen Gefäßes, in dem sich über-
schüssige Gase oder Dämpfe befinden, erfasst wer-
den. Bitte beachten Sie, dass die Signaldaten 1100
und 1102 in Abb. 7A zeitlich abgestimmt und so ein-
geteilt wurden, dass ihr Verhalten und ihre Beziehung
über den Zeitrahmen leicht zu erkennen sind. In ei-
ner Ausführungsform erhalten ein oder mehrere Da-
tenblöcke, Datenmodule und/oder ein oder mehrere
DDE 102x die Signaldaten 1100 und 1102 und füh-
ren die zeitliche Abstimmung der beiden Signale 1100
und 1102 durch, so dass die Signale 1100 und 1102
in der zeitlich angepassten Form wie in Abb. 7A dar-
gestellt werden können.

[0391] Abb. 7B zeigt die gleichen Signale 1100 und
1102 für einen anderen Zeitintervall, während des-
sen eine Abfackelung 1104 in Signal 1102 aufgetre-
ten ist (z.B. ist der Abfackeldruck entsprechend des
Signals 1102 angestiegen, hat den Grenzdruck über-
schritten und so die Abfackelung 1104 ausgelöst).
Aus Abb. 7B ist ersichtlich, dass sich das Verhal-
ten des Prozessströmungssignals 1110 vor der Ab-
fackelung 1104 verändert. Zum Beispiel ändert sich
das periodische Verhalten des Prozessströmungs-
signals 1100 zwei bis drei Tage vor dem Eintreten
der Abfackelung 1104. Die Identifizierung der Ände-
rung des Prozessströmungssignals 1100 als Leitindi-
kator für die Abfackelung 1104 kann beispielsweise
durch Verwendung von Datenanalyseverfahren wie
Hauptkomponentenanalyse, Kreuzkorrelation, PLS-
Pfadanalyse usw. bestimmt werden. Die Änderung/
der Leitindikator kann erfasst, identifiziert oder fest-
gelegt werden, ein neues Signal oder eine neue Pro-
zessvariable entsprechend der identifizierten Ände-
rung/des identifizierten Leitindikators kann generiert,
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festgelegt oder erstellt werden und der Zeitreihenout-
put der neuen Prozessvariablen kann durch Verwen-
dung einer rollenden FFT bestimmt werden. Entspre-
chend kann durch Überwachung der Zeitreihenda-
ten der neuen, durch die rollende FFT bestimmten
Prozessvariablen auf die Präsenz eines Leitindika-
tors eine bevorstehende Abfackelung bestimmt wer-
den und eine entsprechende Warnung kann an den
Nutzer (z.B. Ingenieur, Bediener usw.) ausgegeben
werden, so dass vorbeugende oder abschwächende
Maßnahmen ergriffen werden können. In einer Aus-
führungsform kann die neu festgelegte Prozessvaria-
ble in das Prozessleitsystem der Raffinerie integriert
werden (beispielsweise durch Zuordnung eines Tags
und/oder auf andere Weise, mit der die Prozessleit-
datenbank die neue Prozessvariable erkennt) und
mittels traditioneller Prozessüberwachungssysteme
und -verfahren überwacht werden. Auf diese Wei-
se können der Status und weitere Informationen ent-
sprechend der neuen Prozessleitvariablen wie jede
andere Prozessinformation mit Grenzwerten, Alarm-
meldungen, Trendkurven usw. dem Nutzer zur Ver-
fügung gestellt werden.

[0392] In einer Ausführungsform ist das Prozess-
strömungssignal, das zur Prognose der Abfackelung
eingesetzt wird, eine Kombination (z.B. Summe, ge-
wichtetes Mittel oder andere geeignete Kombinati-
on) aus den einzelnen Prozessströmen oder Mes-
sungen. Abb. 7C zeigt eine Ausführungsform, bei
der ein Prozessströmungssignal, auf das die rollende
FFT-Analyse angewendet werden kann, Änderungen
an der Summe der einzelnen Prozessablaufsignale
1106 entspricht. Das summierte Signal 1106 kann
beispielsweise durch Addition der Messungen der
einzelnen Strömungssignale erstellt werden. Durch
Generieren der Summe 1106 oder einer anderen, ge-
wünschten Kombination der Signale wird die Anzahl
neuer zu erstellender und zu analysierender Signa-
le reduziert, wodurch die Gesamtanalyse vereinfacht
werden kann. Allerdings gibt es keine Beschränkung,
nur ein einzelnes Prozesssignal oder eine Kombina-
tion der Signale zu verwenden. Abb. 7C zeigt zeit-
gleich das Abfackeldrucksignal 1102 inklusive der
Abfackelungen 1108 und 1110 während des darge-
stellten Zeitintervalls. Bitte beachten sie, dass die Si-
gnale 1106 und 1102 zeitlich aufeinander abgestimmt
sind, so dass die Zusammenhänge leicht zu erken-
nen sind. Eine Änderung im Verhalten der Summe
der Prozessströme 1106 genau vor Auftreten der Ab-
fackelung 1108 ist sichtbar, für die Abfackelung 1110
tritt die Änderung in der Summe der Prozessströme
1106 jedoch erst nach der Abfackelung 1110 auf. Zu-
sätzliche Analysen zur Beziehung zwischen den Strö-
men 1102 und 1106 können notwendig sein, um zu
bestimmen, ob (und wenn ja, wie) das Verhalten der
summierten Prozessabläufe 11006 ..., beispielsweise
über einen längeren Zeitintervall durch Durchführung
zusätzlicher Analysefunktionen usw.

[0393] Abb. 7D zeigt die Ergebnisse 1112 der An-
wendung des rollenden FFT-Verfahrens auf das Si-
gnal 1106, wobei die Summe der Signale 1106 vom
ursprünglichen Zeitbereich in den Frequenzbereich
und zurück in den Zeitbereich überführt wurde. Ins-
besondere das Signal 1112 in Abb. 7D entspricht den
Amplituden (z.B. Zeitreihendaten) einer bestimmten
relevanten Frequenz (die vierte Frequenz entspricht
beispielsweise den vier Zyklen pro Tag) des Signals
1106. Die vierte Frequenz entsprechend der vier Zy-
klen pro Tag wurde als neue Prozessvariable fest-
gelegt, deren Zeitreihen-Spitzenamplitudenwerte von
den entsprechenden Frequenzbereichsdaten erfasst
und im Zeitbereich als Signal 1112 in Kombination
mit dem Abfackeldrucksignal 1102 dargestellt wur-
den. Bitte beachten sie, dass die Signale 1112 und
1102 zeitlich aufeinander abgestimmt sind, so dass
die Zusammenhänge leicht zu erkennen sind. Wie in
Abb. 7D ersichtlich, steht die Spitzenamplitude 1113
des Signals 1112 im Zusammenhang mit der Abfa-
ckelung 1108. Die Daten 1112 scheinen verrauscht zu
sein und enthalten so genannte falsch positive Werte
(z.B. Ereignisse 1115a, 1115b). Falsch positive Wer-
te sind jedoch nicht weiter problematisch, da sie be-
ratend verwendet können und/oder für "beinahe" Ab-
fackelungen stehen können, die verhindert wurden.

[0394] Um die Signaldaten 1112 weiter zu verarbei-
ten oder aufzubereiten, können zusätzliche Daten-
analyseverfahren zum Einsatz kommen. In Abb. 7E
wurde beispielsweise eine Hauptkomponentenanaly-
se an den Frequenzbereichsdaten der vierten Fre-
quenz entsprechend der vier Zyklen pro Tag durchge-
führt, um die erste Hauptkomponente zu bestimmen,
wobei die Zeitreihenwerte der ersten Hauptkompo-
nente als Signal 1118 dargestellt sind. Abb. 7E zeigt
eine vergrößerte Ansicht des Verhaltens der ersten
Hauptkomponente 1118 während des Zeitintervalls
um die Abfackelung 1108 des Abfackeldrucksignals
1102. Bitte beachten sie, dass die Signale 1118 und
1102 zeitlich aufeinander abgestimmt sind, so dass
die Zusammenhänge leicht zu erkennen sind. Wie in
Abb. 7E ersichtlich, steigt der Wert der ersten Haupt-
komponente 1118 weit vor der Abfackelung 1108, da-
nach sinkt der Wert der ersten Hauptkomponenten
1118 deutlich. Um den Anstieg zu erfassen, kann ein
abklingeder Filter verwendet werden, um das Signal
1118 über einen gewissen Zeitraum zurückzuhalten.
In einer Ausführungsform kann der abklingende Filter
durch eine Datenblock-Definition und eine entspre-
chende Datenblockeigenschaften definiert werden,
die eine individuelle Einstellung des abklingenden Fil-
ters für jede Einstellung ermöglichen. Die konfigurier-
baren Eigenschaften des abklingenden Filterblocks
können beispielsweise die Anstiegs- und/oder Ab-
stiegsrate des Signals definieren. In einigen Ausfüh-
rungsformen können zusätzliche Hauptkomponenten
bestimmt und zur Steigerung der Sensitivität des Ver-
fahrens verwendet werden.
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[0395] Abb. 7F zeigt die vergrößerte Ansicht eines
anderen Abschnitts von Abb. 7D. Abb. 7F zeigt das
Verhalten der ersten Hauptkomponente 1118 wäh-
rend des Zeitintervalls um die Abfackelung 1110 des
Abfackeldrucksignals 1102 detailliert. In Abb. 7F ist
der Wert der ersten Hauptkomponente 1118 entspre-
chend der Abfackelung 1110 kleiner als für die Abfa-
ckelung 1108, dennoch ist die Differenz der Werte im
Vergleich zu den Ausgangswerten noch immer deut-
lich.

[0396] Das Verfahren der rollenden FFT-Analyse zur
Feststellung von Leitindikatoren in Prozessleitdaten
kann in der Offline-Analyse und für den Aufbau von
Datenmodellen zum Einsatz kommen. Sobald die
neuen Prozessvariablen (z.B. Frequenzen, Haupt-
komponenten und/oder relevante Daten höherer Ord-
nung) identifiziert und festgelegt wurden, kann die
rollende FFT-Analyse an den von der verfahrens-
technischen Anlage online gestreamten Echtzeitda-
ten durchgeführt werden. Die rollende FFT kann
beispielsweise als Datenblock definiert und in der
Blockdefinitionsdatenbank 252 gespeichert werden,
so dass Beispiele des rollenden FFT-Datenblocks in
Online-Datenmodule integriert und mit den Online-
Quellen innerhalb der verfahrenstechnischen Anla-
ge verknüpft werden können. Die live gestreamten
Daten, auf die die rollende FFT-Analyse angewen-
det wird, können dem Nutzer oder Anlagenbedie-
ner Echtzeit-Prognosen/-Warnungen eines drohen-
den Zustandes liefern. In einigen Ausführungsfor-
men kann der Nutzer einen kombinierten Datenblock
definieren, um einen mit anderen Analysefunktions-
blöcken (z.B. Hauptkomponentenanalyse, PLS-Pfad-
analyse und/oder anderen Analysefunktionsblöcke)
verknüpften, rollenden FFT-Datenblock zu integrie-
ren. Zusätzlich kann der Nutzer einen Datenblock
definieren, der verschiedene Prozesssignale zu ei-
nem einzigen Signal kombiniert (z.B. Summe, Be-
rechnung des gewichteten Durchschnitts usw.), um
ihn als Eingabe für den rollenden FFT-Datenblock
und/oder einen Kombinationsblock inklusive des rol-
lenden FFT-Datenblocks zu verwenden.

[0397] Das rollende FFT-Datenanalyseverfahren ist
folglich ein Beispiel für ein deskriptives Analysever-
fahren, das sowohl für Offline-Prozessdaten als auch
für Online-Prozessdaten verwendet werden kann.

[0398] In einigen Ausführungsformen können die
neuen Prozessvariablen entsprechend des rollenden
FFT-Analyseverfahrens in die verfahrenstechnische
Anlage integriert werden. Die neue Prozessvariablen
können beispielsweise in einer Prozessleitdatenbank
der verfahrenstechnischen Anlage definiert, identifi-
ziert (z.B. durch Zuordnung entsprechender Prozess-
leittags) und gespeichert werden. In einer Ausfüh-
rungsform können die von der neuen Prozessvaria-
blen generierten Zeitreihendaten als Eingabe für ei-
ne Steuerfunktion oder einen Steuerblock dienen, die

der Steuerung eines Teiles der Prozesse innerhalb
der verfahrenstechnischen Anlage dienen, oder als
Auslöser für einen Änderung innerhalb der verfah-
renstechnischen Anlage.

[0399] Neben der Feststellung potentieller Abfacke-
lungen gehören zu den weiteren Situationen, in de-
nen die rollende FFT zur Vermeidung unerwünsch-
ter Zustände oder Ereignisse zum Einsatz kommen
kann, die Warnung vor der potentiellen Auslösung ei-
nes Überdruckventils, vor potentiellen Druckanstie-
gen, vor einem bevorstehenden Pumpenausfall, ei-
nem bevorstehenden Ventilausfall, instabilen Strö-
mungszuständen wie einem Überlaufen der Rektifi-
kationskolonnen, vor Ausfällen in den Mahlwerken,
vor produktionsbedingten Instabilitäten in den Öl- und
Gasbohrungen usw. In einigen Fällen kann die rol-
lende FFT auch zum Schutz vor unerwünschten Leis-
tungsmessungen einer oder mehrerer Einheiten in-
nerhalb der verfahrenstechnischen Anlage oder der
verfahrenstechnischen Anlage als Ganzes angewen-
det werden.

[0400] In Abb. 7G ist ein Flussdiagram für ein bei-
spielhaftes Verfahren 1200 für die frühe Fehlerer-
kennung in verfahrenstechnischen Anlagen und Pro-
zessleitsystemen dargestellt. Ein oder mehrere Teile
des Verfahrens 1200 können beispielsweise durch ei-
nen Datenlock in der Blockdefinitionsdatenbank 252
ausgeführt werden. Ein oder mehrere Teile des Ver-
fahrens 1200 können durch einen oder mehrere Tei-
le des industriellen Prozessleistungsüberwachungs-/
-analysesystems 100, beispielsweise durch einen
oder mehrere DDE 102x, durch ein Offline-Datenmo-
dul, ein Online-Datenmodul usw. durchgeführt wer-
den. Natürlich können ein oder mehrere Teile des
Verfahrens 1200 auch durch andere als die in die-
sem Dokument beschriebenen Systeme, Geräte und
Vorrichtungen des Datenanalysesystems 100 durch-
geführt werden. In einigen Ausführungsformen kann
das Verfahren 1200 mehr, weniger oder andere als
die in diesem Dokument beschriebenen Schritte um-
fassen.

[0401] In Block 1202 kann das Verfahren 1200 den
Erhalt oder die Erfassung eines ersten Satzes von
Prozesssignalen oder Daten beinhalten, die als Er-
gebnis der Steuerung eines Prozesses durch die
verfahrenstechnischen Anlage generiert wurden. Der
erste Satz von Prozesssignalen kann Zeitbereichs-
daten enthalten, die von einem oder mehreren Pro-
zessleitgeräten zur Steuerung eines Prozesseses in
der verfahrenstechnischen Anlage generiert werden,
und/oder Zeitbereichsdaten, die von einer oder meh-
reren anderen Komponenten, Geräten oder Einhei-
ten innerhalb der verfahrenstechnischen Anlage als
Ergebnis der Prozessteuerung generiert wurden (z.B.
Prozessdaten der ersten Ordnung, die von verschie-
denen Datenquellen innerhalb der verfahrenstech-
nischen Anlage generiert wurden). Der erste Satz
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an Prozesssignalen kann beispielsweise Werte der
Prozessmessungen über einen bestimmten Zeitraum
enthalten, wie beispielsweise Temperaturen, Ströme,
Druckwerte, Zusammensetzungen, Zustände usw. In
einigen Ausführungsformen kann der erfasste erste
Satz an Prozesssignalen oder Daten Prozessdaten
der zweiten oder einer anderen, höheren Ordnung
über einen gewissen Zeitraum beinhalten, die als Er-
gebnis der Prozesstreuerung durch die verfahrens-
technischen Anlage generiert wurden, wie Diagnose-
ergebnisse, eine Serie von Maßnahmen durch den
Bediener oder Nutzer, eine verfügbare Bandbreite ei-
nes Links des Prozessübertragungsnetzwerkes, ein
Ergebnis einer Datenanalyse usw. Der erfasste erste
Satz an Prozesssignalen kann beispielsweise auch
Offline-Prozessdaten und/oder Online-Prozessdaten
beinhalten.

[0402] In Block 1204 kann das Verfahren 1200 die
Festlegung eines Leitindikators für eine Auffällig-
keit, einen Fehler, einen Leistungsabfall und/oder ei-
nen anderen, unerwünschten/ungewollten Zustand
beinhalten, der innerhalb der verfahrenstechnischen
Anlage auftritt (oder aufgetreten ist), basierend auf
dem erfassten, ersten Satz an Prozesssignalen. Der
Leitindikator kann beispielsweise eine Änderung im
Verhalten eines oder mehrerer Prozessleitsignale
sein, die vor dem Eintreten der Auffälligkeit, des Feh-
lers, des Leistungsabfalls und/oder eines anderen
Zustandes auftritt, wie beispielsweise ein Ausschlag
in der Spitzenamplitude einer bestimmten Frequenz
eines bestimmten Prozessleitsignals (z.B. der Aus-
schlag 1104 in ABB. 7B). In einer Ausführungsform
kann der Leitindikator durch Verwendung eines oder
mehrerer statistischer Analyseverfahren an einem
oder mehreren erfassten, ersten Sätzen an Prozess-
signalen bestimmt werden, z.B. durch Hauptkom-
ponentenanalyse, PLS-Pfadanalyse, Clusteranalyse,
Kreuzkorrelation usw. Ein oder mehrere Offline- und/
oder Online-Datenblöcke und/oder – Datenmodule
des Datenanalysesystems 100 können in einer wei-
teren Ausführungsform ein oder mehrere erfasste
Prozesssignale verwenden, um einen oder mehrere
Leitindikatoren für eine Auffälligkeit, einen Fehler, ei-
ner Leistungsabfall und/oder einen anderen Zustand
festzulegen.

[0403] In Block 1206 kann das Verfahren 1200 die
Erstellung, Definition oder Generierung eines Sat-
zes mit einer oder mehreren neuen Prozessvariablen
entsprechend des Leitindikators beinhalten. In einer
Ausführungsform kann eine neue Prozessvariable
entsprechend einer bestimmten Änderung im Verhal-
ten eines bestimmten Signals erstellt, definiert oder
generiert werden. Eine relevante Frequenz (z.B. Fre-
quenz des Signals 1106 in Abb. 7C), in der der Leit-
indikator auftreten kann, kann beispielsweise iden-
tifiziert und als neue Prozessvariable erstellt/gene-
riert werden. In einigen Ausführungsformen beinhal-
tet das Generieren eines Satzes mit einer oder meh-

reren neuen Prozessvariablen (Block 1206) die De-
finition/Identifizierung/Generierung einer ersten neu-
en Prozessvariable entsprechend des Leitindikators
(z.B. Änderung des Signals 1106 in Abb. 7C) und
die anschließende Anwendung eines oder mehrerer
Analyseverfahren an den durch die erste neue Pro-
zessvariable generierten Zeitreihendaten (entweder
allein oder in Kombination mit anderen, durch an-
dere Prozessvariable generierte Zeitreihendaten) zur
Festlegung einer anderen, neuen, mit dem Leitindika-
tor verknüpften Prozessvariablen. Bezüglich Abb. 7D
wurde eine Hauptkomponentenanalyse an den Fre-
quenzbereichsdaten entsprechend des Signals 1106
aus Abb. 7C zur Bestimmung einer ersten Haupt-
komponente durchgeführt, wobei die erste Haupt-
komponente als eine weitere, neue Prozessvariable
identifiziert/festgelegt wurde, deren Werte über ei-
nen bestimmten Zeitraum durch das Signal 1112 in
Abb. 7C dargestellt sind.

[0404] In einigen Ausführungsformen des Blocks
1206 können ein oder mehrere Offline- und/oder On-
line-Datenblöcke und/oder -Datenmodule des Daten-
analysesystems 100 dazu verwendet werden, eine
oder mehrere neue Prozessvariablen entsprechend
des Leitindikators zu identifizieren und zu erstellen/
festlegen/generieren. Die eine oder mehreren neu-
en Prozessvariablen können in einigen Fällen getagt
und/oder innerhalb der verfahrenstechnischen Anla-
ge oder dem Prozessleitsystem gespeichert werden.

[0405] In Block 1208 kann das Verfahren 1200 die
Erfassung eines nachfolgenden Satzes mit Prozess-
signalen (z.B. in einer mit Block 1202 vergleichba-
ren Weise) und die Anwendung einer rollenden FFT
auf diesen Satz zur Bestimmung von Zeitreihendaten
entsprechend der einen oder mehreren neuen Pro-
zessvariablen beinhalten. Der nachfolgende Satz mit
Prozesssignalen kann beispielsweise Offline- und/
oder Online-Signale beinhalten. Zur Anwendung ei-
ner rollenden FFT auf diesen Satz kann die FFT an
einem ersten Datenfenster des nachfolgenden Sat-
zes mit Prozesssignalen angewendet werden und die
Werte aus den Spitzenamplituden der darin enthalte-
nen Frequenzen können als Zeitreihendaten gespei-
chert werden, eine FFT kann an einem zweiten Da-
tenfenster durchgeführt werden und die Werte des
Spitzenamplituden der darin enthaltenen Frequen-
zen können als Zeitreihendaten gespeichert werden
und so weiter, wobei entsprechende Zeitreihendaten
für eine oder mehrere relevante, im nachfolgenden
Satz mit Prozesssignalen enthaltene Frequenzen ge-
neriert werden. Wenn eine bestimmte relevante Fre-
quenz eines bestimmten Prozesssignals beispiels-
weise einer neuen Prozessvariablen entspricht, kann
eine rollende FFT auf den nachfolgenden Satz mit
Prozesssignalen angewendet werden, um das Ver-
halten einer bestimmten relevanten Frequenz inner-
halb des nachfolgenden Satzes mit Prozesssignalen
über einen bestimmten Zeitraum zu erfassen, z.B. um
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Zeitreihendaten zu erfassen, in denen aus der neuen
Prozessvariablen über einen bestimmten Zeitraum
generierte Spitzenamplitudenwerte beinhaltet sind. In
Situationen, in denen Analyseverfahren zur Identifi-
zierung neuer Prozessvariablen durchgeführt wurden
(z.B. entspricht die neue Prozessvariable der ersten
Hauptkomponente der Frequenzbereichsdaten ent-
sprechend Signal 1106, wie zuvor beschrieben), so
können das eine oder die mehreren Analyseverfah-
ren auch auf den Block 1208 angewendet werden,
um die Zeitreihendaten dieser neuen Prozessvaria-
blen zu bestimmen. In einer Ausführungsform kann
der Block 1208 von einem oder mehreren Teilen des
Datenanalysesystems 100 durchgeführt werden, bei-
spielsweise durch einen oder mehrere Online- und/
oder Offline-Datenblöcke und/oder – Datenmodule.

[0406] In Block 1210 kann das Verfahren 1200 die
Überwachung der durch eine oder mehrere neue Pro-
zessvariablen (z.B. wie in Block 1208 erfasst) ge-
nerierten Zeitreihendaten auf Präsenz des Leitindi-
kators enthalten. Wenn die Spitzenamplitude einer
bestimmten relevanten Frequenz beispielsweise ei-
nen Grenzwert für eine Größe und/oder eine Zeitdau-
er überschreitet, kann die Präsenz des Leitindikators
festgestellt werden. In einer Ausführungsform wird
die neue Prozessvariable durch ein entsprechendes
Tag oder einen anderen Indikator identifiziert und in
die verfahrenstechnische Anlage integriert, wobei die
Überwachung der Zeitreihendatenwerte (Block 1215)
durch die Fehlerkennung, das Alarmsystem und/oder
andere Überwachungseinrichtungen der verfahrens-
technischen Anlage durchgeführt werden kann. Die
Überwachung der Zeitreihendaten (Block 1215) zur
Feststellung der Präsenz des Leitindikators kann zu-
sätzlich oder alternativ durch das Datenanalysesys-
tem 100 ausgeführt werden.

[0407]  In Block 1212 kann das Verfahren 1200 die
Generierung eines Indikators dafür umfassen, dass
das Eintreten eines Fehler, einer Auffälligkeit, ei-
nes Ereignisses, eines Leistungsabfalls, eines uner-
wünschten Zustandes und/oder eines erwünschten
Zustandes usw. basierend auf der während der Über-
wachung des Blocks 1210 erkannten Präsenz des
Leitindikators prognostiziert wurde. In einigen Fällen
enthält der Block 1212 die Generierung eines Indika-
tors für einen Zeitrahmen, während dessen das Auf-
treten des besagten Zustandes prognostiziert wird.
Beispielsweise kann eine Trendkurve, ein Alarm, ei-
ne Warnsignal und/oder ein anderer visueller oder
akustischer Indikator generiert und auf einer Benut-
zeroberfläche ausgegeben werden, um den Nutzer
oder Bediener vor bevorstehenden Auffälligkeiten,
Fehlern, Leistungsabfällen und/oder anderen Zustän-
den in der verfahrenstechnischen Anlage zu warnen,
basierend auf der Präsenz des Leitindikators in den
erfassten Zeitreihendaten.

[0408] In einigen Ausführungsformen (in Abb. 7G
nicht dargestellt) kann das Verfahren 1200 beinhal-
ten, dass ein Signal (beispielsweise ein Steuersi-
gnal oder anderes Signal, das eine Änderung an-
zeigt) generiert und der angeschlossenen verfah-
renstechnischen Anlage bereitgestellt wird, basie-
rend auf der erkannten Präsenz des Leitindikators.
Das Datenanalysesystem 100 kann beispielsweise
ein oder mehrere Steuersignale basierend auf der
erfassten Präsenz des Leitindikators in den über-
wachten Daten (Block 1210) generieren und das ei-
ne oder die mehreren Steuersignale automatisch ei-
ner oder mehreren Steuereinheiten zur Verfügung
stellen, um das Verhaltens mindestens eines Teils
der verfahrenstechnischen Anlage zu ändern. Zu den
weiteren Signalen, die der angeschlossenen verfah-
renstechnischen Anlage zur Auslösung einer Ände-
rung zur Verfügung gestellt werden können, gehören
Steuerimpulse oder Signale, die eine Änderung eines
Parameters, eines Wertes, einer Konfiguration und/
oder eines Zustandes (z.B. eines Ausrüstungsgegen-
standes, eines Gerätes, einer Routine oder Anwen-
dung usw.) oder die Änderung an einer innerhalb der
verfahrenstechnischen Anlage befindlichen oder ge-
meinsam mit dieser betriebenen Anwendung anzei-
gen.

[0409] In einigen Ausführungsformen (in Abb. 7G
nicht dargestellt) kann das Verfahren 1200 beinhal-
ten, dass ein oder mehrere Signale generiert und
dem Datenanalysesystem 100 zur Verfügung gestellt
werden. Das Verfahren 1200 kann beispielsweise be-
inhalten, das dem Datenanalysesystem 100 ein Indi-
kator für die neuen Prozessvariablen und deren ent-
sprechende Identifikatoren, ein Indikator für die fest-
gelegten Leitindikatoren, die Identitäten und Sequen-
zen der verschiedenen, an den Zeitreihendaten (und
höher geordneten, daraus generierten Daten wie den
Ergebnissen der verschiedenen, daran ausgeführten
Analyseverfahren) durchgeführten Analyseverfahren
zur Festlegung zusätzlicher, neuer Prozessvariablen,
durch die neuen Prozessvariablen generierte, über-
wachte Zeitreihendaten sowie die Präsenz der Leitin-
dikatoren usw. zur Verfügung gestellt werden. Im All-
gemeinen kann das Verfahren 1200 umfassen, dass
alle durch Anwendung des Verfahrens 1200 generier-
ten Daten dem Datenanalysesystem 100 zur Verfü-
gung gestellt werden. In einer Ausführungsform kön-
nen das eine oder die mehreren Signale, die dem
Datenanalysesystem 100 zur Verfügung gestellt wer-
den, in Form von gestreamten Daten auftreten.

[0410] Das Verfahren 1200 ist natürlich nicht auf
die Blöcke 1202–1212 beschränkt. In einigen Ausfüh-
rungsformen können zusätzliche Blöcke durch das
Verfahren 1200 ausgeführt werden und/oder einige
der Blöcke 1202–1212 können bei dem Verfahren
1200 ausgelassen werden. Des Weiteren können
Ausführungsformen des Verfahrens 1200 in Verbin-
dung mit einem oder allen Teilen aus den Abb. 1,
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Fig. 2, Fig. 3, Fig. 4A–Fig. 4Q, Fig. 5A–Fig. 5G und
Fig. 6A–Fig. 6E und/oder einer beliebigen Anzahl an
Funktionen und/oder Verfahren verwendet werden,
die in den anderen Abschnitten dieses Dokumentes
beschrieben sind.

[0411] Angesichts des Vorangegangen ist für je-
den, der mit der Entwicklung von Prozessleitsyste-
men von zentralen Prozessleitsystemen, in denen die
Steuerung und andere Verarbeitungsschritte mehr
oder weniger zentral ausgeführt wurden, zu verteil-
ten Steuersystemen (DCS) der nächsten Generati-
on, in denen die Steuerung und andere Verarbei-
tungsschritte zwischen verschiedenen Steuereinhei-
ten innerhalb der Anlage aufgeteilt sind, ersichtlich,
dass das neue verteilte Analysesystem (DAS) 100
und die damit verbundenen, in diesem Dokument be-
schriebenen, industriellen Prozessleistungsüberwa-
chungs- und -analyseverfahren, -geräte, -vorrichtun-
gen, -komponenten und-verfahren einen vergleichba-
ren Sprung hin zu einer neuen Generation an Pro-
zessleistungsüberwachungs- und -Analysesystemen
darstellt. Anstelle einer gezielten, eng begrenzten
Analyse an einem Bedienpult eines Prozessleitsys-
tems, einer Offline-Analyseeinrichtung oder anstel-
le der Verwendung rudimentärer Analysegeräte er-
möglichen das verteilte Analysesystem 100 und die
in diesem Dokument beschriebenen, verbundenen
Verfahren, Geräte, Vorrichtungen, Komponenten und
Verfahren beispielsweise eine umfassende Überwa-
chung und Echtzeitanalyse, die in der gesamten An-
lage und sogar auf Unternehmens- und/oder Kon-
zernebene verteilt sind, vergleichbar mit verteilten
Steuersystemen (siehe z.B. Abb. 2B), so dass Be-
schreibungen, Prognosen und Verordnungen im Zu-
sammenhang mit dem aktuellen Betrieb der verfah-
renstechnischen Anlage in Echtzeit und zu jedem
Zeitpunkt zur Verfügung stehen. Zusätzlich ermög-
licht es die modulare, verteilte Architektur des DAS
100, dass Leistungs- und Analysefunktionen so nah
oder so fern wie möglich zu den Datenquellen der ver-
fahrenstechnischen Anlage und/oder dem Prozess-
leitsystem integriert werden, zusätzlich ist es mög-
lich, das DAS 100 bei Bedarf durch zusätzliche DDE
102x zu ergänzen (z.B. für zusätzliche lokale Verar-
beitungsleistung, zur Bereitstellung von Analysen in
einer bestimmten Region oder einem bestimmten Be-
reich der Anlage 5, bei Expansion der Anlage 5 usw.).
Des Weiteren, wie bereits zuvor beschrieben, ermög-
licht es das DAS 100, dass Design, Definition, Nut-
zung und Überwachung der Datenmodule von den
Bereichen und Plattformen abgeteilt oder getrennt
werden, in denen sie zum Einsatz kommen, wodurch
einem Dateningenieur oder einem Nutzer die Pflicht
abgenommen wird, die Codierung und Zusammen-
stellung von Analyse- und Datenmodulen/-modellen
auszuführen. Des Weiteren ermöglicht diese Tren-
nung einer größere Flexibilität und nahtlose Migration
in verschiedene Zielumfelder.

[0412] Bei Implementierung in eine Software kann
jede der in diesem Dokument beschriebenen Anwen-
dungen, Leistungen und Engines in jedem nichtflüch-
tigen, nichttransistorischen Speichermedium wie ei-
ner Magnetplatte, einer Laserdisk, einer Festplatte,
einem Molekularspeicher oder anderem Speicherme-
dium im RAM oder ROM eines Computers oder Pro-
zessors usw. gespeichert werden. Obwohl die in die-
sem Dokument beschriebenen Systembeispiele sich
inklusive aller auf einer Hardware ausgeführter Soft-
ware und/oder Firmware, neben anderen Komponen-
ten, verstehen, sind die aufgeführten Systeme nur
zur Veranschaulichung und keinesfalls als Beschrän-
kung zu betrachten. Es ist beispielsweise vorgese-
hen, dass jede dieser Hardware-, Software- und Firm-
warekomponenten exklusiv in Hardware, exklusive in
Software oder in jeglicher Kombination aus Hardware
und Software ausgeführt werden kann. Entsprechend
ist es für Personen mit durchschnittlichen Kenntnis-
sen zum Thema offensichtlich, dass die in diesem
Dokument beschriebenen Systembeispiele, obwohl
in einer Software implementiert, die auf dem Prozes-
sor eines oder mehrerer Computergeräte ausgeführt
ist, nicht die einzigen Möglichkeiten darstellen, ein
solches System zu implementieren.

[0413] Obwohl die vorliegende Erfindung mit Be-
zug auf spezifische Beispiele beschrieben wurde, die
ausschließlich zur Veranschaulichung und nicht zur
Beschränkung der Erfindung dienen, ist es für Per-
sonen mit durchschnittlichen Fachkenntnissen offen-
sichtlich, dass Änderungen, Erweiterungen oder Lö-
schungen an den beschriebenen Ausführungsformen
möglich sind, ohne vom Grundgedanken der Erfin-
dung abzuweichen.

[0414] Die spezifischen Merkmale, Strukturen und/
oder Eigenschaften der jeweiligen Ausführungsfor-
men können auf jede geeignete Art und Weise und/
oder durch jede geeignete Kombination mit einer und/
oder mehreren anderen Ausführungsformen kombi-
niert werden, inklusive der Verwendung von ausge-
wählten Merkmalen mit oder ohne entsprechender
Verwendung anderer Merkmale. Zusätzlich können
zahlreiche Änderungen vorgenommen werden, um
eine bestimmte Anwendung, Situation und/oder ein
bestimmtes Material an den Grundgedanken der vor-
liegenden Erfindung anzupassen. Es versteht sich,
dass andere Variationen und/oder Änderungen an
den Ausführungsformen der in diesem Dokument be-
schriebenen und/oder dargestellten Erfindung ange-
sichts der in diesem Dokument aufgeführten Erkennt-
nisse möglich sind und als Teil des Grundgedankens
der vorliegenden Erfindung zu verstehen sind. Be-
stimmte Aspekte der Erfindung sind in diesem Doku-
ment als beispielhafte Aspekte beschrieben.

[0415] Die folgenden Aspekte werden als Beispiel,
nicht aber als Beschränkung angegeben.
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A1. Ein Verfahren zum Abrufen von Zeitreihenda-
ten aus einer elektronischen Datenquelle, umfas-
send:
Empfangen einer Angabe zu der elektronischen
Datenquelle, aus der die Daten abgerufen werden
sollen;
Empfangen einer Angabe über einen Zeitbereich,
in dem die Daten abgerufen werden sollen, wobei
die Angabe in einem standardisierten Abfragefor-
mat ausgedrückt wird, das unabhängig ist von der
elektronischen Datenquelle;
Empfangen einer Angabe über ein Merkmal der
Daten, die abgerufen werden sollen, wobei die An-
gabe in dem standardisierten Abfrageformat aus-
gedrückt wird, das unabhängig ist von der elektro-
nischen Datenquelle;
Bestimmen eines datenquellenspezifischen Ab-
frageformats, das mit der elektronischen Daten-
quelle assoziiert ist;
Generieren einer datenquellenspezifischen Abfra-
ge, die mit dem datenquellenspezifischen Format
kompatibel ist, auf Basis der Angaben zum Zeit-
bereich und dem Merkmal der Daten, die abgeru-
fen werden sollen;
Bewirken, dass die datenquellenspezifische Ab-
frage ausgeführt wird, um Daten aus der elektro-
nischen Datenquelle auszuwählen; und/oder
Empfangen der Daten von der elektronischen Da-
tenquelle.
A2. Das Verfahren nach dem Aspekt A1, wobei
die Datenquelle eine relationale Datenquelle oder
eine nicht-relationale Datenquelle ist.
A3. Das Verfahren nach einem der Aspekte A1
oder A2, wobei die Angabe zum Zeitbereich und/
oder die Angabe zum Merkmal in einer standardi-
sierten Abfrage empfangen werden, die das stan-
dardisierte Abfrageformat nutzt.
A4. Das Verfahren nach dem Aspekt A3, wobei die
Angabe zu der elektronischen Datenquelle auch
in der standardisierten Abfrage empfangen wird.
A5. Das Verfahren nach einem der Aspekte A3
oder A4, wobei die standardisierte Abfrage ferner
ein Format für die Daten angibt.
A6. Das Verfahren nach einem der Aspekte A3–
A5, wobei die standardisierte Abfrage eine JavaS-
cript Object Notation(JSON)-Datei ist.
A7. Das Verfahren nach einem der Aspekte A1–
A6, ferner das Empfangen einer Angabe zu einem
Format umfassend, in dem die Daten aus der elek-
tronischen Datenquelle empfangen werden sol-
len, und/oder wobei die Daten aus der elektroni-
schen Datenquelle in dem angegebenen Format
empfangen werden.
A8. Das computerimplementierte Verfahren nach
einem der Aspekte A1–A6, ferner umfassend:
Empfangen einer Angabe zu einem Format, in
dem die Daten abgerufen werden sollen, und/oder
Umwandeln der aus der elektronischen Daten-
quelle empfangenen Daten in das angegebene
Format.

A9. Das Verfahren nach einem der Aspekte A1–
A8, wobei das standardisierte Abfrageformat eine
Syntax verwendet, die sich von einer nativen Syn-
tax, die von der elektronischen Datenquelle ge-
nutzt wird, unterscheidet.
A10. Das Verfahren nach einem der Aspekte A1–
A9, wobei das standardisierte Abfrageformat eine
Syntax verwendet, die nicht direkt ausführbar ist,
um die Daten aus der elektronischen Datenquelle
abzurufen.
A11. Das Verfahren nach einem der Aspekte A1–
A10, wobei das Generieren der datenquellenspe-
zifischen Abfrage das Abbilden des angegebenen
Zeitbereichs und/oder der angegebenen Merkma-
le der Daten, die abgerufen werden sollen, auf
das bestimmte datenquellenspezifische Abfrage-
format beinhaltet.
A12. Das Verfahren nach einem der Aspekte A1–
A11, wobei das datenquellenspezifische Abfrage-
format auf Basis eines Typs der elektronischen
Datenquelle bestimmt wird.
A13. Das Verfahren nach einem der Aspekte A1–
A12, wobei das Bewirken, dass die datenquel-
lenspezifische Abfrage ausgeführt wird, das Sen-
den der datenquellenspezifischen Abfrage zu ei-
ner Execution Engine der elektronischen Daten-
quelle beinhaltet, wobei die Execution Engine die
elektronische Datenquelle unter Verwendung der
datenquellenspezifischen Abfrage befrägt.
A14. Das Verfahren nach einem der Aspekte A1–
A13, wobei die Angabe des Zeitbereichs mehrere
Startzeiten und/oder mehrere Endzeiten beinhal-
tet.
A15. Das Verfahren nach einem der Aspekte A1–
A14, wobei die Angabe des Zeitbereichs eine
Sampling-Rate für die Daten, die abgerufen wer-
den sollen, beinhaltet.
A16. Das Verfahren nach einem der Aspekte A1–
A15, ferner das Generieren eines Datenrahmens
umfassend, der die von der elektronischen Da-
tenquelle empfangenen Daten beinhaltet, wobei
der Datenrahmen mehrere Datenpunkte beinhal-
tet, wobei jeder Datenpunkt mit einer Zeit inner-
halb des Zeitrahmens assoziiert ist.
A17. Das Verfahren nach dem Aspekt A16, wo-
bei jeder Datenpunkt mit einer Zeit innerhalb des
Zeitbereichs assoziiert ist, die mit einem ganzzah-
ligen Vielfachen einer Sampling-Periode, die auf
eine Startzeit folgt, abgeglichen ist, und/oder die
Startzeit ist.
A18. Das Verfahren nach einem der Aspekte A1–
A17, wobei die Angabe zu den Merkmalen der Da-
ten, die abgerufen werden sollen, eine Angabe zu
einem oder mehreren Messungstypen in Bezug
auf den Betrieb einer Prozessanlage beinhaltet.
A19. Das Verfahren nach dem Aspekt A18, wo-
bei der eine oder die mehreren Messungstypen
Messungen von einer oder mehreren Vorrichtun-
gen vor Ort, die innerhalb der Prozessanlage an-
geordnet sind, beinhaltet bzw. beinhalten.
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A20. Das Verfahren nach einem der Aspekte A18
oder A19, wobei die Angabe zu dem einen oder
den mehreren Messungstypen ein oder mehrere
Tags, Aliases und/oder Datentypen beinhaltet, die
mit den Daten assoziiert sind.
B1. Verfahren zum Bereitstellen von Daten aus ei-
ner elektronischen Datenquelle, umfassend:
Empfangen einer standardisierten Abfrage in ei-
nem standardisierten Abfrageformat von einer Da-
tenabfrageinstanz, wobei das standardisierte Ab-
frageformat von einem datenquellenspezifischen
Abfrageformat, das von der elektronischen Daten-
quelle genutzt wird, verschieden ist;
Extrahieren von Abfrageparametern aus der stan-
dardisierten Abfrage;
Generieren einer datenquellenspezifischen Abfra-
ge in dem datenquellenspezifischen Abfragefor-
mat auf Basis der extrahierten Abfrageparameter;
Ausführen der datenquellenspezifischen Abfrage,
um die Daten aus der elektronischen Datenquelle
abzurufen; und/oder
Bereitstellen der abgerufenen Daten an einer Da-
tenempfangsinstanz.
B2. Das Verfahren nach dem Aspekt B1, wobei
die Datenabfrageinstanz einen Abfrageblock in-
nerhalb eines Analyseprogramms umfasst.
B3. Das Verfahren nach einem der Aspekte B1
oder B2, wobei die elektronische Datenquelle eine
nicht-relationale Datenbank ist.
B4. Das Verfahren nach einem der Aspekte B1–
B3, wobei die standardisierte Abfrage eine Syntax
verwendet, die nicht direkt ausführbar ist, um die
Daten aus der elektronischen Datenquelle abzu-
rufen.
B5. Das Verfahren nach einem der Aspekte B1–
B4, wobei das Extrahieren der Abfrageparameter
beinhaltet: Bestimmen einer Zeitspanne und/oder
eines Datenparameters der Daten, wobei die Zeit-
spanne eine Startzeit und/oder eine Endzeit und/
oder den Datenparameter aufweist, der einen Typ
der Daten angibt, die aus der elektronischen Da-
tenquelle abgerufen werden sollen.
B6. Das Verfahren nach dem Aspekt B5, wobei
das Extrahieren der Abfrageparameter ferner das
Bestimmen einer Sampling-Rate beinhaltet.
B7. Das Verfahren nach dem Aspekt B6, wobei
das Bereitstellen der abgerufenen Daten an der
Abfrageinstanz das Antworten mit einem Satz von
mit der Zeitspanne assoziierten Datenpunkten be-
inhaltet, wobei jeder Datenpunkt einen Zeitstem-
pel beinhaltet, der die Startzeit und/oder ein ganz-
zahliges Vielfaches der Spanne der Sampling-Ra-
te im Anschluss an die Startzeit ist.
B8. Das Verfahren nach dem Aspekt B7, wobei ein
oder mehrere Datenpunkte mit Zeitstempeln, die
ganzzahlige Vielfache der Zeitspanne der Sam-
pling-Rate nach der Startzeit angeben, unter Ver-
wendung von Werten von Dateneinträgen in die
elektronische Datenquelle, die mit Zeiten assozi-
iert sind, die den einzelnen Zeitstempeln des ei-

nen oder der mehreren Datenpunkte mit dem kür-
zesten Abstand vorangehen, zu dem Datensatz
hinzugefügt werden.
B9. Das Verfahren nach einem der Aspekte B5–
B8, wobei der Satz von Datenpunkten auf Basis
eines Formats formatiert wird, das in der standar-
disierten Abfrage angegeben ist.
B10. Das Verfahren nach einem der Aspekte B5–
B9, wobei der Typ, der von dem Datenparameter
angegeben wird, ein Messungstyp und/oder eine
Messung von einem Messvorrichtungstyp ist.
B11. Das Verfahren nach dem Aspekt B10, wo-
bei der Typ ferner eine bestimmte Messvorrich-
tung angibt.
B12. Das Verfahren nach einem der Aspekte B11
oder B12, wobei die Messvorrichtung eine Vor-
richtung vor Ort ist, die innerhalb einer Prozess-
anlage angeordnet ist.
B13. Das Verfahren nach einem der Aspekte B5–
B12, wobei der Datenparameter ferner ein Tag der
Daten, die abgerufen werden sollen, ein Alias für
die Daten, die an der Datenabfrageinstanz bereit-
gestellt werden sollen, und/oder einen Datenfor-
mattyp für die Daten, die an der Datenabfrage-
instanz bereitgestellt werden sollen, angibt.
B14. Das Verfahren nach einem der Aspekte B1–
B13, wobei das Bereitstellen der Daten an der Da-
tenempfangsinstanz das Senden eines Datenrah-
mens, der die abgerufenen Daten enthält, an die
Datenempfangsinstanz umfasst.
B15. Das Verfahren nach einem der Aspekte B1–
B14, wobei die standardisierte Abfrage eine Anga-
be eines Formats für den Datenrahmen beinhal-
tet, und/oder wobei der Datenrahmen gemäß der
Angabe des Formats für den Datenrahmen forma-
tiert wird.
B16. Das Verfahren nach einem der Aspekte B1–
B15, wobei die standardisierte Abfrage angibt,
dass der Datenrahmen als JavaScript Object No-
tation(JSON)-Datei bereitgestellt werden soll.
B17. Das Verfahren nach einem der Aspekte B1–
B15, wobei die Datenempfangsinstanz dieselbe
Instanz ist wie die Datenabfrageinstanz.
C1. Ein Verfahren zum Zugreifen auf Prozess-
anlagendaten aus einer Mehrzahl von elektroni-
schen Datenquellen, umfassend:
Empfangen einer standardisierten Abfrage, die
ein standardisiertes Abfrageformat nutzt;
Generieren einer ersten datenquellenspezifischen
Abfrage auf Basis der standardisierten Abfrage,
wobei die erste datenquellenspezifische Abfrage
ein erstes Abfrageformat nutzt, das mit einer ers-
ten elektronischen Datenquelle assoziiert ist;
Generieren einer zweiten datenquellenspezifi-
schen Abfrage auf Basis der standardisierten Ab-
frage, wobei die zweite datenquellenspezifische
Abfrage ein zweites Abfrageformat nutzt, das mit
einer zweiten elektronischen Datenquelle assozi-
iert ist;
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Bewirken, dass die erste datenquellenspezifische
Abfrage ausgeführt wird, um einen ersten Daten-
satz aus der ersten elektronischen Datenquelle
abzurufen;
Bewirken, dass die zweite datenquellenspezifi-
sche Abfrage ausgeführt wird, um einen zweiten
Datensatz aus der zweiten elektronischen Daten-
quelle abzurufen; und/oder
Generieren eines kombinierten Datenrahmens,
der den ersten und den zweiten Datensatz be-
inhaltet.
C2. Das Verfahren nach dem Aspekt C1, wobei
die standardisierte Abfrage eine erste Angabe zu
der ersten elektronischen Datenquelle und/oder
eine zweite Angabe zu der zweiten elektronischen
Datenquelle beinhaltet.
C3. Das Verfahren nach dem Aspekt C2, wobei
die erste Angabe das erste Abfrageformat be-
nennt und/oder die zweite Angabe das zweite Ab-
frageformat benennt.
C4. Das Verfahren nach einem der Aspekte C2
oder C3, wobei die erste und/oder die zweite An-
gabe Angaben zu Datenspalten vorangestellt wer-
den.
C5. Das Verfahren nach einem der Aspekte C1–
C4, wobei das standardisierte Abfrageformat eine
Abfragesyntax nutzt, die sich von einer Abfrage-
syntax des ersten Abfrageformats und/oder einer
Abfragesyntax des zweiten Abfrageformats unter-
scheidet.
C6. Das Verfahren nach einem der Aspekte C5,
wobei die Abfragesyntax des standardisierten Ab-
frageformats nicht direkt ausführbar ist, um den
ersten Datensatz von der ersten elektronischen
Datenquelle und/oder den zweiten Datensatz von
der zweiten elektronischen Datenquelle abzuru-
fen.
C7. Das Verfahren nach einem der Aspekte C1–
C6, wobei die standardisierte Abfrage in einer Ja-
vaScript Object Notation(JSON)-Datei enthalten
ist.
C8. Das Verfahren nach einem der Aspekte C1–
C7, wobei die standardisierte Abfrage eine An-
gabe eines Zeitbereichs beinhaltet, der eine Zeit-
spanne benennt, die Dateneinträgen im ersten
Datensatz und/oder im zweiten Datensatz ent-
spricht.
C9. Das Verfahren nach dem Aspekt C8, wobei
der Zeitbereich eine Mehrzahl von Zeitspannen
beinhaltet.
C10. Das Verfahren nach dem Aspekt C9, wo-
bei mindestens zwei von den mehreren Zeitspan-
nen durch Ausschlusszeitspannen getrennt sind,
in denen keine Daten abgefragt werden.
C11. Das Verfahren nach einem der Aspekte C9–
C10, wobei der Zeitbereich eine Mehrzahl von
Zeitspannen beinhaltet, und wobei der Zeitbereich
eine erste, mit dem ersten Datensatz assoziierte
Zeitspanne und/oder eine zweite, mit dem zweiten
Datensatz assoziierte Zeitspanne benennt.

C12. Das Verfahren nach einem der Aspekte C1–
C11, wobei die erste elektronische Datenquelle ei-
ne relationale Datenquelle ist und/oder die zwei-
te elektronische Datenquelle eine nicht-relationa-
le Datenquelle ist.
C13. Das Verfahren nach einem der Aspekte C1–
C12, wobei die standardisierte Abfrage eine An-
gabe zu einer Sampling-Rate für den kombinier-
ten Datenrahmen beinhaltet.
C14. Das Verfahren nach einem der Aspekte C1–
C13, wobei:
der erste Datensatz Daten mit einer ersten Abtast-
rate beinhaltet,
der zweite Datensatz Daten mit einer zweiten Ab-
tastrate beinhaltet, und/oder
das Generieren des kombinierten Datenrahmens
das Abgleichen der ersten und der zweiten Abtast-
rate beinhaltet.
C15. Das Verfahren nach dem Aspekt C14, wobei
das Abgleichen der ersten und der zweiten Sam-
pling-Rate das Hinzufügen von Datenpunkten be-
inhaltet, die Zeiten ohne Abtastung entsprechen,
die nötig sind, um eine gewünschte Sampling-Ra-
te zu erreichen. C16. Das Verfahren nach dem As-
pekt C15, wobei die hinzugefügten Datenpunkte
gegebene Werte der abgetasteten Daten sind, die
den hinzugefügten Datenpunkten zeitlich direkt
vorangehen.
C17. Das Verfahren nach dem Aspekt C14, wobei
das Abgleichen der ersten und der zweiten Sam-
pling-Rate das Entfernen von abgetasteten Da-
tenpunkten beinhaltet.
C18. Das Verfahren nach einem der Aspekte C1–
C15, wobei der erste und der zweite Datensatz
jeweils mehrere Datenpunkte beinhalten, die In-
formation enthalten, die von einer oder mehreren
Vorrichtungen vor Ort innerhalb einer Prozessan-
lage gemessen werden.
D1. Ein System zum Abrufen von Zeitreihendaten,
die mit dem Betrieb einer Prozessanlage assozi-
iert sind, umfassend:
eine elektronische Datenquelle, die ein materiel-
les, nichtflüchtiges Speichermedium umfasst, das
die Daten speichert, die mit dem Betrieb der Pro-
zessanlage assoziiert sind;
einen Prozessor, der kommunikationstechnisch
mit der elektronischen Datenquelle gekoppelt ist;
einen Programmspeicher, der kommunikations-
technisch mit dem Prozessor verbunden ist und
der ein materielles, nichtflüchtiges Speicherme-
dium umfasst, das Anweisungen speichert, die,
wenn sie vom Prozessor ausgeführt werden, den
Prozessor zu folgendem veranlassen:
Empfangen einer Angabe zu der elektronischen
Datenquelle, aus der die Daten abgerufen werden
sollen;
Empfangen einer Angabe über einen Zeitbereich,
in dem die Daten abgerufen werden sollen, wobei
die Angabe in einem standardisierten Abfragefor-
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mat ausgedrückt wird, das unabhängig ist von der
elektronischen Datenquelle;
Empfangen einer Angabe über ein Merkmal der
Daten, die abgerufen werden sollen, wobei die An-
gabe in dem standardisierten Abfrageformat aus-
gedrückt wird, das unabhängig ist von der elektro-
nischen Datenquelle;
Bestimmen eines datenquellenspezifischen Ab-
frageformats, das mit der elektronischen Daten-
quelle assoziiert ist;
Generieren einer datenquellenspezifischen Abfra-
ge, die mit dem datenquellenspezifischen Format
kompatibel ist, auf Basis der Angaben zum Zeit-
bereich und dem Merkmal der Daten, die abgeru-
fen werden sollen;
Bewirken, dass die datenquellenspezifische Ab-
frage ausgeführt wird, um Daten aus der elektro-
nischen Datenquelle auszuwählen; und/oder
Empfangen der Daten von der elektronischen Da-
tenquelle.
D2. Das System nach dem Aspekt D1, wobei die
Datenquelle eine relationale Datenquelle oder ei-
ne nicht-relationale Datenquelle ist.
D3. Das System nach einem der Aspekte D1 oder
D2, wobei die Angabe zum Zeitbereich und/oder
die Angabe zum Merkmal in einer standardisier-
ten Abfrage empfangen werden, die das standar-
disierte Abfrageformat nutzt.
D4. Das System nach dem Aspekt D3, wobei die
Angabe zu der elektronischen Datenquelle auch
in der standardisierten Abfrage empfangen wird.
D5. Das System nach einem der Aspekte D3 oder
D4, wobei die standardisierte Abfrage ferner ein
Format für die Daten angibt.
D6. Das System nach einem der Aspekte D3–D5,
wobei die standardisierte Abfrage eine JavaScript
Object Notation(JSON)-Datei ist.
D7. Das System nach einem der Aspekte D1–
D6, wobei der Programmspeicher ferner Anwei-
sungen speichert, die bewirken, dass der Prozes-
sor eine Angabe zu einem Format empfängt, in
dem die Daten aus der elektronischen Datenquel-
le empfangen werden sollen, und/oder wobei die
Daten in dem angegebenen Format aus der elek-
tronischen Datenquelle empfangen werden.
D8. Das System nach einem der Aspekte D1–
D6, wobei der Programmspeicher ferner Anwei-
sungen speichert, die bewirken, dass der Prozes-
sor:
eine Angabe zu einem Format empfängt, in dem
die Daten abgerufen werden sollen, und/oder
die aus der elektronischen Datenquelle abgerufe-
nen Daten in das angegebene Format umwandelt.
D9. Das System nach einem der Aspekte D1–
D8, wobei das standardisierte Abfrageformat eine
Syntax verwendet, die sich von einer nativen Syn-
tax, die von der elektronischen Datenquelle ge-
nutzt wird, unterscheidet.
D10. Das System nach einem der Aspekte D1–
D9, wobei das standardisierte Abfrageformat eine

Syntax verwendet, die nicht direkt ausführbar ist,
um die Daten aus der elektronischen Datenquelle
abzurufen.
D11. Das System nach einem der Aspekte D1–
D10, wobei die Anweisungen, die bewirken, dass
der Prozessor die datenquellenspezifische Abfra-
ge generiert, bewirken, dass der Prozessor den
angegebenen Zeitbereich und/oder die angege-
benen Merkmale der Daten, die abgerufen wer-
den sollen, auf das bestimmte datenquellenspezi-
fische Abfragefomat abbildet.
D12. Das System nach einem der Aspekte D1–
D11, wobei das datenquellenspezifische Abfrage-
format auf Basis eines Typs der elektronischen
Datenquelle bestimmt wird.
D13. Das System nach einem der Aspekte D1–
D12, wobei die Anweisungen, die bewirken, dass
der Prozessor bewirkt, dass die datenquellenspe-
zifische Abfrage ausgeführt wird, bewirken, dass
der Prozessor die datenquellenspezifische Abfra-
ge zu einer Execution Engine der elektronischen
Datenquelle schickt, wobei die Execution Engine
die elektronische Datenquelle unter Verwendung
der datenquellenspezifischen Abfrage befrägt.
D14. Das System nach einem der Aspekte D1–
D13, wobei die Angabe des Zeitbereichs mehrere
Startzeiten und/oder mehrere Endzeiten beinhal-
tet.
D15. Das System nach einem der Aspekte D1–
D14, wobei die Angabe des Zeitbereichs eine
Sampling-Rate für die Daten, die abgerufen wer-
den sollen, beinhaltet.
D16. Das System nach einem der Aspekte D1–
D15, wobei der Programmspeicher ferner Anwei-
sungen speichert, die bewirken, dass der Prozes-
sor einen Datenrahmen generiert, der die Daten
beinhaltet, die aus der elektronischen Datenquel-
le empfangen werden, wobei der Datenrahmen
mehrere Datenpunkte beinhaltet, wobei jeder Da-
tenpunkt mit einer Zeit innerhalb des Zeitrahmens
assoziiert ist.
D17. Das System nach dem Aspekt D16, wobei
jeder Datenpunkt mit einer Zeit innerhalb des Zeit-
bereichs assoziiert ist, die mit einem ganzzahligen
Vielfachen einer Sampling-Periode, die auf einen
Startzeitpunkt folgt, abgeglichen ist, und/oder die
Startzeit ist.
D18. Das System nach einem der Aspekte D1–
D17, wobei die Angabe zu den Merkmalen der Da-
ten, die abgerufen werden sollen, eine Angabe zu
einem oder mehreren Messungstypen in Bezug
auf den Betrieb der Prozessanlage beinhaltet.
D19. Das System nach dem Aspekt D18, ferner
eine oder mehrere Vorrichtungen vor Ort umfas-
send, die innerhalb der Prozessanlage angeord-
net ist bzw. sind, wobei der eine oder die meh-
reren Messungstypen Messungen von der einen
oder von den mehreren Vorrichtung vor Ort be-
inhaltet bzw. beinhalten.
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D20. Das System nach einem der Aspekte D18
oder D19, wobei die Angabe zu dem einen oder
den mehreren Messungstypen ein oder mehrere
Tags, Aliases und/oder Datentypen beinhaltet, die
mit den Daten assoziiert sind.
D21. Das System nach einem der Aspekte D1–
D20, wobei die elektronische Datenquelle ein
Massendatenspeicherknoten ist.
E1. Ein System zum Bereitstellen von Daten, die
mit dem Betrieb einer Prozessanlage assoziiert
sind, umfassend:
eine elektronische Datenquelle, die ein materiel-
les, nichtflüchtiges Speichermedium umfasst, das
die Daten speichert, die mit dem Betrieb der Pro-
zessanlage assoziiert sind;
einen Prozessor, der kommunikationstechnisch
mit der elektronischen Datenquelle gekoppelt ist;
einen Programmspeicher, der kommunikations-
technisch mit dem Prozessor gekoppelt ist und der
ein materielles, nichtflüchtiges Speichermedium
umfasst, das Anweisungen speichert, die, wenn
sie vom Prozessor ausgeführt werden, den Pro-
zessor zu folgendem veranlassen:
Empfangen einer standardisierten Abfrage in ei-
nem standardisierten Abfrageformat von einer Da-
tenabfrageinstanz, wobei das standardisierte Ab-
frageformat von einem datenquellenspezifischen
Abfrageformat, das von der elektronischen Daten-
quelle genutzt wird, verschieden ist;
Extrahieren von Abfrageparametern aus der stan-
dardisierten Abfrage;
Generieren einer datenquellenspezifischen Abfra-
ge in dem datenquellenspezifischen Abfragefor-
mat auf Basis der extrahierten Abfrageparameter;
Ausführen der datenquellenspezifischen Abfrage,
um die Daten aus der elektronischen Datenquelle
abzurufen; und/oder
Bereitstellen der abgerufenen Daten an einer Da-
tenempfangsinstanz.
E2. Das System nach dem Aspekt D1, wobei
die Datenabfrageinstanz einen Abfrageblock in-
nerhalb eines Analyseprogramms umfasst.
E3. Das System nach einem der Aspekte E1
oder E2, wobei die elektronische Datenquelle eine
nicht-relationale Datenquelle ist.
E4. Das System nach einem der Aspekte D1–E3,
wobei die standardisierte Abfrage eine Syntax ver-
wendet, die nicht direkt ausführbar ist, um die Da-
ten aus der elektronischen Datenquelle abzuru-
fen.
E5. Das System nach einem der Aspekte E1–
E4, wobei die Angaben, die bewirken, dass der
Prozessor die Abfrageparameter extrahiert, be-
wirken, dass der Prozessor eine Zeitspanne und/
oder einen Datenparameter der Daten bestimmt,
wobei die Zeitspanne eine Startzeit und/oder eine
Endzeit und/oder den Datenparameter beinhaltet,
der einen Typ von Daten angibt, die aus der elek-
tronischen Datenquelle abgerufen werden sollen.

E6. Das System nach dem Aspekt E5, wobei das
Extrahieren der Abfrageparameter ferner das Be-
stimmen einer Sampling-Rate beinhaltet.
E7. Das System nach dem Aspekt E6, wobei die
Anweisungen, die bewirken, dass der Prozessor
abgerufene Daten an der Abfrageinstanz bereit-
stellt, bewirken, dass der Prozessor mit einem
Satz von Datenpunkten, die mit der Zeitspanne
assoziiert sind, antwortet, wobei jeder Datenpunkt
einen Zeitstempel beinhaltet, der die Startzeit oder
ein ganzzahliges Vielfaches der Spanne der Sam-
pling-Rate im Anschluss an die Startzeit ist.
E8. Das System nach dem Aspekt E7, wobei ein
oder mehrere Datenpunkte mit Zeitstempeln, die
ganzahlige Vielfache der Zeitspanne der Sam-
pling-Rate nach der Startzeit angeben, unter Ver-
wendung von Werten von Dateneinträgen in die
elektronische Datenquelle, die mit Zeiten assozi-
iert sind, die den einzelnen Zeitstempeln des ei-
nen oder der mehreren Datenpunkte mit dem kür-
zesten Abstand vorangehen, zu dem Datensatz
hinzugefügt werden.
E9. Das System nach einem der Aspekte E5–E8,
wobei der Satz von Datenpunkten auf Basis eines
Formats formatiert wird, das in der standardisier-
ten Abfrage angegeben ist.
E10. Das System nach einem der Aspekte E4–
E9, wobei der Typ, der von dem Datenparameter
angegeben wird, ein Messungstyp und/oder eine
Messung von einem Messvorrichtungstyp ist.
E11. Das System nach dem Aspekt E10, wobei
der Typ ferner eine bestimmte Messvorrichtung
angibt.
E12. Das System nach einem der Aspekte E11
oder E12, wobei die Messvorrichtung eine Vor-
richtung vor Ort ist, die innerhalb der Prozessan-
lage angeordnet ist.
E13. Das System nach einem der Aspekte E5–
E12, wobei der Datenparameter ferner ein Tag der
Daten, die abgerufen werden sollen, ein Alias für
die Daten, die an der Datenabfrageinstanz bereit-
gestellt werden sollen, und/oder einen Datenfor-
mattyp für die Daten, die an der Datenabfrage-
instanz bereitgestellt werden sollen, angibt.
E14. Das System nach einem der Aspekte E1–
E13, wobei die Angaben, die bewirken, dass der
Prozessor die Daten an der Datenempfangsin-
stanz bereitstellt, bewirken, dass der Prozessor
einen Datenrahmen, der die abgerufenen Daten
enthält, an die Datenempfangsinstanz schickt.
E15. Das System nach einem der Aspekte E1–
E14, wobei die standardisierte Abfrage eine Anga-
be eines Formats für den Datenrahmen beinhal-
tet, und/oder wobei der Datenrahmen gemäß der
Angabe des Formats für den Datenrahmen forma-
tiert wird.
E16. Das System nach einem der Aspekte E1–
E15, wobei die standardisierte Abfrage angibt,
dass der Datenrahmen als JavaScript Object No-
tation(JSON)-Datei bereitgestellt werden soll.
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E17. Das System nach einem der Aspekte E1–
E15, wobei die Datenempfangsinstanz dieselbe
Instanz ist wie die Datenabfrageinstanz.
F1. System zum Zugreifen auf Prozessanlagen-
daten, die mit dem Betrieb einer Prozessanlage
assoziiert sind, aus einer Mehrzahl elektronischer
Datenquellen, umfassend:
eine erste elektronische Datenquelle und eine
zweite elektronische Datenquelle, die jeweils ein
materielles, nichtflüchtiges Speichermedium um-
fassen, das die Prozessanlagendaten speichert,
die mit dem Betrieb der Prozessanlage assoziiert
sind;
einen Prozessor, der kommunikationstechnisch
mit der ersten und der zweiten elektronischen Da-
tenquelle gekoppelt ist;
einen Programmspeicher, der kommunikations-
technisch mit dem Prozessor gekoppelt ist und der
ein materielles, nichtflüchtiges Speichermedium
umfasst, das Anweisungen speichert, die, wenn
sie vom Prozessor ausgeführt werden, den Pro-
zessor zu folgendem veranlassen:
Empfangen einer standardisierten Abfrage, die
ein standardisiertes Abfrageformat nutzt;
Generieren einer ersten datenquellenspezifischen
Abfrage auf Basis der standardisierten Abfrage,
wobei die erste datenquellenspezifische Abfrage
ein erstes Abfrageformat nutzt, das mit der ersten
elektronischen Datenquelle assoziiert ist;
Generieren einer zweiten datenquellenspezifi-
schen Abfrage auf Basis der standardisierten Ab-
frage, wobei die zweite datenquellenspezifische
Abfrage ein zweites Abfrageformat nutzt, das mit
der zweiten elektronischen Datenquelle assoziiert
ist;
Bewirken, dass die erste datenquellenspezifische
Abfrage ausgeführt wird, um einen ersten Daten-
satz aus der ersten elektronischen Datenquelle
abzurufen;
Bewirken, dass die zweite datenquellenspezifi-
sche Abfrage ausgeführt wird, um einen zweiten
Datensatz aus der zweiten elektronischen Daten-
quelle abzurufen; und/oder
Generieren eines kombinierten Datenrahmens,
der den ersten und den zweiten Datensatz be-
inhaltet.
F2. Das System nach dem Aspekt F1, wobei die
standardisierte Abfrage eine erste Angabe zu der
ersten elektronischen Datenquelle und/oder eine
zweite Angabe zu der zweiten elektronischen Da-
tenquelle beinhaltet.
F3. Das System nach dem Aspekt F2, wobei die
erste Angabe das erste Abfrageformat benennt
und/oder die zweite Angabe das zweite Abfrage-
format benennt.
F4. Das System nach einem der Aspekte F2 oder
F3, wobei die erste und/oder die zweite Angabe
Angaben zu Datenspalten vorangestellt werden.
F5. Das System nach einem der Aspekte F1–F4,
wobei das standardisierte Abfrageformat eine Ab-

fragesyntax nutzt, die sich von einer Abfragesyn-
tax des ersten Abfrageformats und/oder einer Ab-
fragesyntaxs des zweiten Abfrageformats unter-
scheidet.
F6. Das System nach einem der Aspekte F5, wo-
bei die Abfragesyntax des
standardisierten Abfrageformats nicht direkt aus-
führbar ist, um den ersten Datensatz von der
ersten elektronischen Datenquelle und/oder den
zweiten Datensatz von der zweiten elektronischen
Datenquelle abzurufen.
F7. Das System nach einem der Aspekte F1–F6,
wobei die standardisierte Abfrage in einer JavaS-
cript Object Notation(JSON)-Datei enthalten ist.
F8. Das System nach einem der Aspekte F1–F7,
wobei die standardisierte Abfrage eine Angabe ei-
nes Zeitbereichs beinhaltet, der eine Zeitspanne
benennt, die Dateneinträgen im ersten Datensatz
und/oder im zweiten Datensatz entspricht.
F9. Das System nach dem Aspekt F8, wobei der
Zeitbereich eine Mehrzahl von Zeitspannen be-
inhaltet.
F10. Das System nach dem Aspekt F9, wobei
mindestens zwei von den mehreren Zeitspannen
durch Ausschlusszeitspannen getrennt sind, in
denen keine Daten abgefragt werden.
F11. Das System nach einem der Aspekte F9–
F10, wobei der Zeitbereich eine erste, mit dem
ersten Datensatz assoziierte Zeitspanne und/oder
eine zweite, mit dem zweiten Datensatz assoziier-
te Zeitspanne benennt.
F12. Das System nach einem der Aspekte F1–
F11, wobei die erste elektronische Datenquelle ei-
ne relationale Datenquelle ist und/oder die zwei-
te elektronische Datenquelle eine nicht-relationa-
le Datenquelle ist.
F13. Das System nach einem der Aspekte F1–
F12, wobei die standardisierte Abfrage eine Anga-
be zu einer Sampling-Rate für den kombinierten
Datenrahmen beinhaltet.
F14. Das System nach einem der Aspekte F1–
F13, wobei:
der erste Datensatz Daten mit einer ersten Sam-
pling-Rate beinhaltet,
der zweite Datensatz Daten mit einer zweiten
Sampling-Rate beinhaltet, und/oder
das Generieren des kombinierten Datenrahmens
das Abgleichen der ersten und der zweiten Sam-
pling-Rate beinhaltet.
F15. Das System nach dem Aspekt F14, wobei
das Abgleichen der ersten und der zweiten Sam-
pling-Rate das Hinzufügen von Datenpunkten be-
inhaltet, die Zeiten ohne Abtastung entsprechen,
die nötig sind, um eine gewünschte Sampling-Ra-
te zu erreichen.
F16. Das System nach dem Aspekt F15, wobei die
hinzugefügten Datenpunkte gegebene Werte der
abgetasteten Daten sind, die den hinzugefügten
Datenpunkten zeitlich direkt vorangehen.
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F17. Das System nach dem Aspekt F14, wobei
das Abgleichen der ersten und der zweiten Sam-
pling-Rate das Entfernen von abgetasteten Da-
tenpunkten beinhaltet.
F18. Das System nach einem der Aspekte F1–
F15, wobei der erste und der zweite Datensatz
jeweils mehrere Datenpunkte beinhalten, die In-
formation enthalten, die von einer oder mehreren
Vorrichtungen vor Ort innerhalb einer Prozessan-
lage gemessen werden.
G1. Materielles, nichtflüchtiges computerlesbares
Medium, das Anweisungen speichert, um aus ei-
ner elektronischen Datenquelle Zeitreihendaten
abzurufen, die mit dem Betrieb einer Prozess-
anlage assoziiert sind und die, wenn sie von ei-
nem Prozessor eines Computersystems ausge-
führt werden, bewirken, dass das Computersys-
tem:
eine Angabe zu der elektronischen Datenquelle
empfängt, aus der die Daten abgerufen werden
sollen;
eine Angabe über einen Zeitbereich empfängt, in
dem die Daten abgerufen werden sollen, wobei
die Angabe in einem standardisierten Abfragefor-
mat ausgedrückt wird, das unabhängig ist von der
elektronischen Datenquelle;
eine Angabe über ein Merkmal der Daten emp-
fängt, die abgerufen werden sollen, wobei die An-
gabe in dem standardisierten Abfrageformat aus-
gedrückt wird, das unabhängig ist von der elektro-
nischen Datenquelle;
ein datenquellenspezifisches Abfrageformat be-
stimmt, das mit der elektronischen Datenquelle
assoziiert ist;
eine datenquellenspezifische Abfrage, die mit
dem datenquellenspezifischen Format kompatibel
ist, auf Basis der Angaben zum Zeitbereich und
dem Merkmal der Daten, die abgerufen werden
sollen, generiert;
bewirkt, dass die datenquellenspezifische Abfra-
ge ausgeführt wird, um Daten aus der elektroni-
schen Datenquelle auszuwählen; und/oder
die Daten von der elektronischen Datenquelle
empfängt.
G2. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt G1, wobei die Da-
tenquelle eine relationale Datenquelle oder eine
nicht-relationale Datenquelle ist.
G3. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte G1 oder G2,
wobei die Angabe zum Zeitbereich und/oder die
Angabe zum Merkmal in einer standardisierten
Abfrage empfangen werden, die das standardi-
sierte Abfrageformat nutzt.
G4. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt G3, wobei die Anga-
be zu der elektronischen Datenquelle auch in der
standardisierten Abfrage empfangen wird.
G5. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte G3 oder G4,

wobei die standardisierte Abfrage ferner ein For-
mat für die Daten angibt.
G6. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte G3–G5, wobei
die standardisierte Abfrage eine JavaScript Object
Notation(JSON)-Datei ist.
G7. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G6,
das ferner Anweisungen speichert, die bewirken,
dass der Prozessor eine Angabe zu einem For-
mat empfängt, in dem die Daten aus der elektro-
nischen Datenquelle empfangen werden sollen,
und/oder wobei die Daten in dem angegebenen
Format aus der elektronischen Datenquelle emp-
fangen werden.
G8. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte G1–G6, das
ferner Anweisungen speichert, die den Prozessor
dazu veranlassen:
eine Angabe zu einem Format zu empfangen, in
dem die Daten abgerufen werden sollen, und/oder
die aus der elektronischen Datenquelle abgerufe-
nen Daten in das angegebene Format umzuwan-
deln.
G9. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte G1–G8, wo-
bei das standardisierte Abfrageformat eine Syntax
verwendet, die sich von einer nativen Syntax, die
von der elektronischen Datenquelle genutzt wird,
unterscheidet.
G10. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G9,
wobei das standardisierte Abfrageformat eine
Syntax verwendet, die nicht direkt ausführbar ist,
um die Daten aus der elektronischen Datenquelle
abzurufen.
G11. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G10,
wobei die Anweisungen, die bewirken, dass der
Prozessor die datenquellenspezifische Abfrage
generiert, bewirken, dass der Prozessor den an-
gegebenen Zeitbereich und/oder die angegebe-
nen Merkmale der Daten, die abgerufen wer-
den sollen, auf das bestimmte datenquellenspezi-
fische Abfragefomat abbildet.
G12. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G11,
wobei das datenquellenspezifische Abfrageformat
auf Basis eines Typs der elektronischen Daten-
quelle bestimmt wird.
G13. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G12,
wobei die Anweisungen, die bewirken, dass der
Prozessor bewirkt, dass die datenquellenspezi-
fische Abfrage ausgeführt wird, bewirken, dass
der Prozessor die datenquellenspezifische Abfra-
ge zu einer Execution Engine der elektronischen
Datenquelle schickt, wobei die Execution Engine
die elektronische Datenquelle unter Verwendung
der datenquellenspezifischen Abfrage befrägt.
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G14. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G13,
wobei die Angabe des Zeitbereichs mehrere Start-
zeiten und/oder mehrere Endzeiten beinhaltet.
G15. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G14,
wobei die Angabe des Zeitbereichs eine Sam-
pling-Rate für die Daten, die abgerufen werden
sollen, beinhaltet.
G16. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G15,
das ferner Anweisungen speichert, die bewirken,
dass der Prozessor einen Datenrahmen gene-
riert, der die Daten beinhaltet, die von der elektro-
nischen Datenquelle empfangen werden, wobei
der Datenrahmen mehrere Datenpunkte beinhal-
tet, wobei jeder Datenpunkt mit einer Zeit inner-
halb des Zeitrahmens assoziiert ist.
G17. Das materielle, nichtflüchtige computerles-
bare Medium nach dem Aspekt G16, wobei jeder
Datenpunkt mit einer Zeit innerhalb des Zeitbe-
reichs assoziiert ist, die mit einem ganzzahligen
Vielfachen einer Sampling-Periode, die auf einen
Startzeitpunkt folgt, abgeglichen ist, und/oder der
Startzeitpunkt ist.
G18. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G17,
wobei die Angabe zu den Merkmalen der Daten,
die abgerufen werden sollen, eine Angabe zu ei-
nem oder mehreren Messungstypen in Bezug auf
den Betrieb der Prozessanlage beinhaltet.
G19. Das materielle, nichtflüchtige computerles-
bare Medium nach dem Aspekt G18, ferner eine
oder mehrere Vorrichtungen vor Ort umfassend,
die innerhalb der Prozessanlage angeordnet ist
bzw. sind, wobei der eine oder die mehreren Mes-
sungstypen Messungen von der einen oder von
den mehreren Vorrichtung vor Ort beinhalten.
G20. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G18 oder
G19, wobei die Angabe zu dem einen oder den
mehreren Messungstypen ein oder mehrere Tags,
Aliases und/oder Datentypen beinhaltet, die mit
den Daten assoziiert sind.
G21. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte G1–G20,
wobei die elektronische Datenquelle ein Massen-
datenspeicherknoten ist.
H1. Ein materielles, nichtflüchtiges computerles-
bares Medium zur Bereitstellung von Daten, die
mit dem Betrieb einer Prozessanlage assoziiert
sind, aus einer elektronischen Datenquelle, die,
wenn sie von einem Prozessor eines Computer-
systems ausgeführt werden, bewirken, dass das
Computersystem:
eine standardisierte Abfrage in einem standar-
disierten Abfrageformat von einer Datenabfrage-
instanz empfängt, wobei das standardisierte Ab-
frageformat von einem datenquellenspezifischen

Abfrageformat, das von der elektronischen Daten-
quelle genutzt wird, verschieden ist;
Abfrageparameter aus der standardisierten Abfra-
ge extrahiert;
eine datenquellenspezifische Abfrage in dem da-
tenquellenspezifischen Abfrageformat auf Basis
der extrahierten Abfrageparameter generiert;
die datenquellenspezifische Abfrage ausführt, um
die Daten aus der elektronischen Datenquelle ab-
zurufen; und/oder
die abgerufenen Daten an einer Datenempfangs-
instanz bereitstellt.
H2. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt H1, wobei die Daten-
abfrageinstanz einen Abfrageblock innerhalb ei-
nes Analyseprogramms umfasst.
H3. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte H1 oder H2,
wobei die elektronische Datenquelle eine nicht-re-
lationale Datenquelle ist.
H4. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte H1–H3, wobei
die standardisierte Abfrage eine Syntax verwen-
det, die nicht direkt ausführbar ist, um die Daten
aus der elektronischen Datenquelle abzurufen.
H5. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte H1–H4, wobei
die Angaben, die bewirken, dass der Prozessor
die Abfrageparameter extrahiert, bewirken, dass
der Prozessor eine Zeitspanne und/oder einen
Datenparameter der Daten bestimmt, wobei die
Zeitspanne eine Startzeit und/oder eine Endzeit
und/oder den Datenparameter beinhaltet, der ei-
nen Typ von Daten angibt, die aus der elektroni-
schen Datenquelle abgerufen werden sollen.
H6. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt H5, wobei das Extra-
hieren der Abfrageparameter ferner das Bestim-
men einer Sampling-Rate beinhaltet.
H7. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt H6, wobei die An-
weisungen, die bewirken, dass der Prozessor ab-
gerufene Daten an der Abfrageinstanz bereitstellt,
bewirken, dass der Prozessor mit einem Satz
von Datenpunkten, die mit der Zeitspanne assozi-
iert sind, antwortet, wobei jeder Datenpunkt einen
Zeitstempel beinhaltet, der die Startzeit und/oder
ein ganzzahliges Vielfaches der Spanne der Sam-
pling-Rate im Anschluss an die Startzeit ist.
H8. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt H7, wobei ein oder
mehrere Datenpunkte mit Zeitstempeln, die gan-
zahlige Vielfache der Zeitspanne der Sampling-
Rate nach der Startzeit angeben, unter Verwen-
dung von Werten von Dateneinträgen in die elek-
tronische Datenquelle, die mit Zeiten assoziiert
sind, die den einzelnen Zeitstempeln des einen
oder der mehreren Datenpunkte mit dem kürzes-
ten Abstand vorangehen, zu dem Datensatz hin-
zugefügt werden.
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H9. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte H5–H8, wobei
der Satz von Datenpunkten auf Basis eines For-
mats formatiert wird, das in der standardisierten
Abfrage angegeben ist.
H10. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte H5–H9, wo-
bei der Typ, der von dem Datenparameter ange-
geben wird, ein Messungstyp und/oder eine Mes-
sung von einem Messvorrichtungstyp ist.
H11. Das materielle, nichtflüchtige computerles-
bare Medium nach dem Aspekt H10, wobei der
Typ ferner eine bestimmte Messvorrichtung an-
gibt.
H12. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte H11 oder
H12, wobei die Messvorrichtung eine Vorrichtung
vor Ort ist, die innerhalb der Prozessanlage ange-
ordnet ist.
H13. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte H5–H12,
wobei der Datenparameter ferner ein Tag der Da-
ten, die abgerufen werden sollen, ein Alias für die
Daten, die an der Datenabfrageinstanz bereitge-
stellt werden sollen, und/oder einen Datenformat-
typ für die Daten, die an der Datenabfrageinstanz
bereitgestellt werden sollen, angibt.
H14. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte H1–H13,
wobei die Angaben, die bewirken, dass der Pro-
zessor die Daten an der Datenempfangsinstanz
bereitstellt, bewirken, dass der Prozessor einen
Datenrahmen, der die abgerufenen Daten enthält,
an die Datenempfangsinstanz schickt.
H15. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte H1–H14,
wobei die standardisierte Abfrage eine Angabe
eines Formats für den Datenrahmen beinhaltet,
und/oder wobei der Datenrahmen gemäß der An-
gabe des Formats für den Datenrahmen formatiert
wird.
H16. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte H1–H15,
wobei die standardisierte Abfrage angibt, dass
der Datenrahmen als JavaScript Object Notation-
(JSON)-Datei bereitgestellt werden soll.
H17. Das materielle, nichtflüchtige computerles-
bare Medium nach einem der Aspekte H1–H15,
wobei die Datenempfangsinstanz dieselbe In-
stanz ist wie die Datenabfrageinstanz.
I1. Ein materielles, nichtflüchtiges computerlesba-
res Medium zum Zugreifen auf Prozessanlagen-
daten, die mit dem Betrieb einer Prozessanlage
assoziiert sind und die, wenn sie von einem Pro-
zessor eines Computersystems ausgeführt wer-
den, bewirken, dass das Computersystem:
eine standardisierte Abfrage empfängt, die ein
standardisiertes Abfrageformat nutzt;
eine erste datenquellenspezifische Abfrage auf
Basis der standardisierten Abfrage generiert, wo-

bei die erste datenquellenspezifische Abfrage ein
erstes Abfrageformat nutzt, das mit einer ersten
elektronischen Datenquelle assoziiert ist;
eine zweite datenquellenspezifische Abfrage auf
Basis der standardisierten Abfrage generiert, wo-
bei die zweite datenquellenspezifische Abfrage
ein zweites Abfrageformat nutzt, das mit einer
zweiten elektronischen Datenquelle assoziiert ist;
bewirkt, dass die erste datenquellenspezifische
Abfrage ausgeführt wird, um einen ersten Daten-
satz von der ersten elektronischen Datenquelle
abzurufen;
bewirkt, dass die zweite datenquellenspezifische
Abfrage ausgeführt wird, um einen zweiten Daten-
satz von der zweiten elektronischen Datenquelle
abzurufen; und/oder
einen kombinierten Datenrahmen generiert, der
den ersten und den zweiten Datensatz beinhaltet.
I2. Das materielle, nichtflüchtige computerlesbare
Medium nach dem Aspekt I1, wobei die standar-
disierte Abfrage eine erste Angabe zu der ersten
elektronischen Datenquelle und/oder eine zweite
Angabe zu der zweiten elektronischen Datenquel-
le beinhaltet.
I3. Das materielle, nichtflüchtige computerlesbare
Medium nach dem Aspekt I2, wobei die erste An-
gabe das erste Abfrageformat benennt und/oder
die zweite Angabe das zweite Abfrageformat be-
nennt.
I4. Das materielle, nichtflüchtige computerlesbare
Medium nach einem der Aspekte I2 oder I3, wobei
die erste und/oder die zweite Angabe Angaben zu
Datenspalten vorangestellt werden.
I5. Das materielle, nichtflüchtige computerlesbare
Medium nach einem der Aspekte I1–I4, wobei das
standardisierte Abfrageformat eine Abfragesyntax
nutzt, die sich von einer Abfragesyntax des ersten
Abfrageformats und/oder einer Abfragesyntax des
zweiten Abfrageformats unterscheidet.
I6. Das materielle, nichtflüchtige computerlesbare
Medium nach einem der Aspekte I5, wobei die Ab-
fragesyntax des standardisierten Abfrageformats
nicht direkt ausführbar ist, um den ersten Daten-
satz von der ersten elektronischen Datenquelle
und/oder den zweiten Datensatz von der zweiten
elektronischen Datenquelle abzurufen.
I7. Das materielle, nichtflüchtige computerlesbare
Medium nach einem der Aspekte I1–I6, wobei die
standardisierte Abfrage in einer JavaScript Object
Notation(JSON)-Datei enthalten ist.
I8. Das materielle, nichtflüchtige computerlesbare
Medium nach einem der Aspekte I1–I7, wobei die
standardisierte Abfrage eine Angabe eines Zeit-
bereichs beinhaltet, der eine Zeitspanne benennt,
die Dateneinträgen im ersten Datensatz und/oder
im zweiten Datensatz entspricht.
I9. Das materielle, nichtflüchtige computerlesbare
Medium nach dem Aspekt I8, wobei der Zeitbe-
reich eine Mehrzahl von Zeitspannen beinhaltet.
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I10. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt I9, wobei mindestens
zwei von den mehreren Zeitspannen durch Aus-
schlusszeitspannen getrennt sind, in denen keine
Daten abgefragt werden.
I11. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte I9–I10, wobei
der Zeitbereich eine erste, mit dem ersten Daten-
satz assoziierte Zeitspanne und/oder eine zweite,
mit dem zweiten Datensatz assoziierte Zeitspan-
ne benennt.
I12. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte I1–I11, wobei
die erste elektronische Datenquelle eine relatio-
nale Datenquelle ist und/oder die zweite elektro-
nische Datenquelle eine nicht-relationale Daten-
quelle ist.
I13. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte I1–I12, wo-
bei die standardisierte Abfrage eine Angabe zu
einer Sampling-Rate für den kombinierten Daten-
rahmen beinhaltet.
I14. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte I1–I13, wobei:
der erste Datensatz Daten mit einer ersten Sam-
pling-Rate beinhaltet,
der zweite Datensatz Daten mit einer zweiten
Sampling-Rate beinhaltet, und/oder
das Generieren des kombinierten Datenrahmens
das Abgleichen der ersten und der zweiten Sam-
pling-Rate beinhaltet.
I15. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt I14, wobei das Ab-
gleichen der ersten und der zweiten Sampling-Ra-
te das Hinzufügen von Datenpunkten beinhaltet,
die Zeiten ohne Abtastung entsprechen, die nötig
sind, um eine gewünschte Sampling-Rate zu er-
reichen.
I16. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt I15, wobei die hin-
zugefügten Datenpunkte gegebene Werte der ab-
getasteten Daten sind, die den hinzugefügten Da-
tenpunkten zeitlich direkt vorangehen.
I17. Das materielle, nichtflüchtige computerlesba-
re Medium nach dem Aspekt I, wobei das Abglei-
chen der ersten und der zweiten Sampling-Ra-
te das Entfernen von abgetasteten Datenpunkten
beinhaltet.
I18. Das materielle, nichtflüchtige computerlesba-
re Medium nach einem der Aspekte I1–I15, wobei
der erste und der zweite Datensatz jeweils meh-
rere Datenpunkte beinhalten, die Information ent-
halten, die von einer oder mehreren Vorrichtungen
vor Ort innerhalb einer Prozessanlage gemessen
werden.
J1. Irgendeiner der Aspekte A1–A20, B1–B17,
C1–18, D1–D21, E1–E17, F1–F18, G1–G21, H1–
H17 oder I1–I18, wobei ein Teil oder alle von den
Aktionen und/oder Schritte von einer oder von
mehreren verteilten Data Engines (DDEs) durch-

geführt wird bzw. werden, die in einem verteil-
ten Prozessüberwachungs- und Analysesystem
für industrielle Anlagen angeordnet ist bzw. sind,
wobei das verteilte Prozessüberwachungs- und
Analysesystem für industrielle Anlagen umfasst:
eine Mehrzahl von DDEs, die in eine Prozessan-
lage eingebettet sind, die dazu dient, einen Pro-
zess zu steuern, wobei jede von den DDEs mit ei-
ner oder mehreren betreffenden Datenquellen ge-
koppelt ist, die als Ergebnis davon, dass der Pro-
zess von der Prozessanlage gesteuert wird, Daten
generiert, und wobei jede von den DDEs die Da-
ten, die von der einen oder den mehreren betref-
fenden Datenquellen generiert werden, speichert;
und/oder
ein Datenanalysenetz, das ein Streamen von Ana-
lysedaten zwischen der Mehrzahl von Distributed
Data Engines und/oder eine Übertragung von Ab-
fragen von Daten, die an der Mehrzahl von DDEs
gespeichert sind, unterstützt.
J2. Irgendeiner der Aspekte A1–A20, B1–B17,
C1–18, D1–D21, E1–E17, F1–F18, G1–G21, H1–
H17, I1–I18 oder J1, wobei ein Teil oder alle
von den verwendeten Daten, Information und/
oder Signalen aus einer oder aus mehreren ver-
teilten Data Engines (DDEs) abgerufen wird bzw.
werden, die in einem verteilten Prozessüberwa-
chungs- und Analysesystem für industrielle Anla-
gen angeordnet ist bzw. sind, wobei das verteil-
te Prozessüberwachungs- und Analysesystem für
industrielle Anlagen umfasst:
eine Mehrzahl von DDEs, die in eine Prozessan-
lage eingebettet sind, die dazu dient, einen Pro-
zess zu steuern, wobei jede von den DDEs mit ei-
ner oder mehreren betreffenden Datenquellen ge-
koppelt ist, die als Ergebnis davon, dass der Pro-
zess von der Prozessanlage gesteuert wird, Daten
generiert, und wobei jede von den DDEs die Da-
ten, die von der einen oder den mehreren betref-
fenden Datenquellen generiert werden, speichert;
und/oder
ein Datenanalysenetz, das ein Streamen von Ana-
lysedaten zwischen der Mehrzahl von Distributed
Data Engines und/oder eine Übertragung von Ab-
fragen von Daten, die an der Mehrzahl von DDEs
gespeichert sind, unterstützt.
J3. Der Aspekt J1 oder der Aspekt J2, wobei die ei-
ne oder die mehreren DDEs mit Prozesssteuerun-
gen innerhalb der Prozessanlage assoziiert sind,
und/oder wobei die eine oder die mehreren Daten-
quellen mit Vorrichtung vor Ort innerhalb der Pro-
zessanlage assoziiert sind.
J4. Irgendeiner der vorangehenden Aspekte in
Verbindung mit irgendeinem oder irgendwelchen
anderen von den vorangehenden Aspekten.



DE 10 2016 119 178 A1    2017.04.13

98/135

ZITATE ENTHALTEN IN DER BESCHREIBUNG

Diese Liste der vom Anmelder aufgeführten Dokumente wurde automatisiert erzeugt und ist ausschließlich
zur besseren Information des Lesers aufgenommen. Die Liste ist nicht Bestandteil der deutschen Patent- bzw.
Gebrauchsmusteranmeldung. Das DPMA übernimmt keinerlei Haftung für etwaige Fehler oder Auslassungen.

Zitierte Nicht-Patentliteratur

- IEEE 802.11 [0089]
- IEEE 802.11 [0100]



DE 10 2016 119 178 A1    2017.04.13

99/135

Patentansprüche

1.  System zum Zugreifen auf Prozessanlagenda-
ten, die mit dem Betrieb einer Prozessanlage asso-
ziiert sind, aus einer Mehrzahl elektronischer Daten-
quellen, umfassend:
eine erste elektronische Datenquelle und eine zwei-
te elektronische Datenquelle, die jeweils ein materi-
elles, nichtflüchtiges Speichermedium umfassen, das
die Prozessanlagendaten speichert, die mit dem Be-
trieb der Prozessanlage assoziiert sind;
einen Prozessor, der kommunikationstechnisch mit
der ersten und der zweiten elektronischen Datenquel-
le gekoppelt ist;
einen Programmspeicher, der kommunikationstech-
nisch mit dem Prozessor verbunden ist und der
ein materielles, nichtflüchtiges Speichermedium um-
fasst, das Anweisungen speichert, die, wenn sie vom
Prozessor ausgeführt werden, den Prozessor zu fol-
gendem veranlassen:
Empfangen einer standardisierten Abfrage, die ein
standardisiertes Abfrageformat nutzt;
Generieren einer ersten datenquellenspezifischen
Abfrage auf Basis der standardisierten Abfrage, wo-
bei die erste datenquellenspezifische Abfrage ein
erstes Abfrageformat nutzt, das mit der ersten elek-
tronischen Datenquelle assoziiert ist;
Generieren einer zweiten datenquellenspezifischen
Abfrage auf Basis der standardisierten Abfrage, wo-
bei die zweite datenquellenspezifische Abfrage ein
zweites Abfrageformat nutzt, das mit der zweiten
elektronischen Datenquelle assoziiert ist;
Bewirken, dass die erste datenquellenspezifische
Abfrage ausgeführt wird, um einen ersten Datensatz
von der ersten elektronischen Datenquelle abzuru-
fen;
Bewirken, dass die zweite datenquellenspezifische
Abfrage ausgeführt wird, um einen zweiten Datensatz
von der zweiten elektronischen Datenquelle abzuru-
fen; und
Generieren eines kombinierten Datenrahmens, der
den ersten und den zweiten Datensatz beinhaltet.

2.  System nach Anspruch 1, wobei die standardi-
sierte Abfrage eine erste Angabe zu der ersten elek-
tronischen Datenquelle und eine zweite Angabe zu
der zweiten elektronischen Datenquelle beinhaltet,
wobei insbesondere die erste Angabe das erste Ab-
frageformat benennt und die zweite Angabe das
zweite Abfrageformat benennt oder
die erste und die zweite Angabe Angaben zu Daten-
spalten vorangestellt werden.

3.    System nach Anspruch 1, wobei das stan-
dardisierte Abfrageformat eine Abfragesyntax nutzt,
die sich sowohl von einer Abfragesyntax des ersten
Abfrageformats als auch einer Abfragesyntaxs des
zweiten Abfrageformats unterscheidet und insbeson-
dere nicht direkt ausführbar ist, um den ersten Da-
tensatz von der ersten elektronischen Datenquelle

oder den zweiten Datensatz von der zweiten elektro-
nischen Datenquelle abzurufen.

4.    System nach Anspruch 1, wobei die standar-
disierte Abfrage in einer JavaScript Object Notation
(JSON)-Datei enthalten ist.

5.    System nach Anspruch 1, wobei die standar-
disierte Abfrage eine Angabe eines Zeitbereichs be-
inhaltet, der eine Zeitspanne benennt, die Datenein-
trägen im ersten Datensatz und im zweiten Datensatz
entspricht,
wobei der Zeitbereich insbesondere eine Mehrzahl
von Zeitspannen beinhaltet, und wobei mindestens
zwei von den mehreren Zeitspannen durch Aus-
schlusszeitspannen getrennt sind, in denen keine Da-
ten abgefragt werden, und wobei genauer gesagt
der Zeitbereich eine erste, mit dem ersten Daten-
satz assoziierte Zeitspanne und eine zweite, mit dem
zweiten Datensatz assoziierte Zeitspanne benennt.

6.  System nach Anspruch 1, wobei die erste elek-
tronische Datenquelle eine relationale Datenquelle ist
und die zweite elektronische Datenquelle eine nicht-
relationale Datenquelle ist.

7.  System nach Anspruch 1, wobei die standardi-
sierte Abfrage eine Angabe zu einer Abtastrate für
den kombinierten Datenrahmen beinhaltet.

8.  System nach Anspruch 1, wobei:
der erste Datensatz Daten mit einer ersten Abtastrate
beinhaltet,
der zweite Datensatz Daten mit einer zweiten Abtast-
rate beinhaltet, und
das Generieren des kombinierten Datenrahmens das
Abgleichen der ersten und der zweiten Abtastrate be-
inhaltet.

9.  System nach Anspruch 8, wobei das Abgleichen
der ersten und der zweiten Abtastrate das Hinzufü-
gen von Datenpunkten beinhaltet, die Zeiten ohne
Abtastung entsprechen, die nötig sind, um eine ge-
wünschte Abtastrate zu erreichen, und wobei insbe-
sondere
die hinzugefügten Datenpunkte gegebene Werte der
abgetasteten Daten sind, die den hinzugefügten Da-
tenpunkten zeitlich direkt vorangehen und/oder
das Abgleichen der ersten und der zweiten Abtastra-
te das Entfernen von abgetasteten Datenpunkten be-
inhaltet.

10.  System nach Anspruch 1, wobei der erste und
der zweite Datensatz jeweils mehrere Datenpunkte
beinhalten, die Information enthalten, die von einer
oder mehreren Vorrichtungen vor Ort innerhalb einer
Prozessanlage gemessen werden.

11.   Materielles, nichtflüchtiges computerlesbares
Medium, das Anweisungen speichert, um aus einer
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elektronischen Datenquelle Zeitreihendaten abzuru-
fen, die mit dem Betrieb einer Prozessanlage assozi-
iert sind und die, wenn sie von einem Prozessor ei-
nes Computersystems ausgeführt werden, bewirken,
dass das Computersystem:
die Schritte nach einem der Ansprüche 1 bis 10 aus-
führt.

12.  Verfahren zum Bereitstellen von Daten aus ei-
ner elektronischen Datenquelle, umfassend:
Empfangen einer standardisierten Abfrage in einem
standardisierten Abfrageformat von einer Datenab-
frageinstanz, wobei das standardisierte Abfragefor-
mat von einem datenquellenspezifischen Abfragefor-
mat, das von der elektronischen Datenquelle genutzt
wird, verschieden ist;
Extrahieren von Abfrageparametern aus der standar-
disierten Abfrage;
Generieren einer datenquellenspezifischen Abfrage
in dem datenquellenspezifischen Abfrageformat auf
Basis der extrahierten Abfrageparameter;
Ausführen der datenquellenspezifischen Abfrage, um
die Daten aus der elektronischen Datenquelle abzu-
rufen; und
Bereitstellen der abgerufenen Daten an einer Daten-
empfangsinstanz.

13.   Verfahren nach Anspruch 12, wobei die Da-
tenabfrageinstanz einen Abfrageblock innerhalb ei-
nes Analyseprogramms umfasst.

14.  Verfahren nach Anspruch 12, wobei die stan-
dardisierte Abfrage eine Syntax verwendet, die nicht
direkt ausführbar ist, um die Daten aus der elektroni-
schen Datenquelle abzurufen.

15.   Verfahren nach Anspruch 12, wobei das Ex-
trahieren der Abfrageparameter beinhaltet: Bestim-
men (i) einer Zeitspanne und eines Datenparame-
ters der Daten, wobei die Zeitspanne eine Startzeit
und eine Endzeit des Datenparameters aufweist, der
einen Typ von Daten angibt, die aus der elektroni-
schen Datenquelle abgerufen werden sollen, und (ii)
einer Abtastrate, wobei insbesondere der Typ, der
von dem Datenparameter angegeben wird, ein Mes-
sungstyp oder eine Messung von einem Messvor-
richtungstyp ist, wobei die Messvorrichtung eine Vor-
Ort-Vorrichtung ist, die innerhalb einer Prozessanla-
ge angeordnet ist oder der Datenparameter ferner ein
Tag der Daten, die abgerufen werden sollen, ein Ali-
as für die Daten, die an der Datenabfrageinstanz be-
reitgestellt werden sollen, und einen Datenformattyp
für die Daten, die an der Datenabfrageinstanz bereit-
gestellt werden sollen, angibt.

16.  Verfahren nach Anspruch 12, wobei das Bereit-
stellen der abgerufenen Daten an der Abfrageinstanz
das Zurückschicken eines Satzes von Datenpunkten,
die mit der Zeitspanne assoziiert sind, beinhaltet, wo-
bei jeder Datenpunkt einen Zeitstempel beinhaltet,

der die Startzeit oder ein ganzzahliges Vielfaches der
Spanne der Abtastrate im Anschluss an die Start-
zeit ist, wobei insbesondere ein oder mehrere Daten-
punkte mit Zeitstempeln, die ganzzahlige Vielfache
der Zeitspanne der Abtastrate nach der Startzeit an-
geben, unter Verwendung von Werten von Datenein-
trägen in die elektronische Datenquelle, die mit Zeiten
assoziiert sind, die den einzelnen Zeitstempeln des
einen oder der mehreren Datenpunkte mit dem kür-
zesten Abstand vorangehen, zu dem Datensatz hin-
zugefügt werden.

17.   Verfahren nach Anspruch 12, wobei das Be-
reitstellen der Daten an der Datenempfangsinstanz
das Senden eines Datenrahmens, der die abgeru-
fenen Daten enthält, zur Datenempfangsinstanz um-
fasst, und wobei die standardisierte Abfrage eine An-
gabe eines Formats für den Datenrahmen beinhaltet,
und wobei der Datenrahmen gemäß der Angabe des
Formats für den Datenrahmen formatiert wird.

18.  Verfahren nach Anspruch 12, wobei die Daten-
empfangsinstanz dieselbe Instanz ist wie die Daten-
abfrageinstanz.

Es folgen 35 Seiten Zeichnungen
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Anhängende Zeichnungen
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