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HUMAN - TO - HUMAN CONVERSATION generate dialogue that could replace one of the humans in 
ANALYSIS the original conversation . The metrics for many of the 

individual conversations can be combined to generate a 
RELATED APPLICATION representative metric for all or part of the corpus of human 

5 to - human conversations . 
This application claims the benefit of U . S . Provisional This Summary is provided to introduce a selection of 

Application No . 61 / 696 , 040 filed on Aug . 31 , 2012 which is concepts in a simplified form that are further described 
incorporated by reference herein in its entirety . below in the Detailed Description . This Summary is not 

intended to identify key or essential features of the claimed BACKGROUND subject matter , nor is it intended to be used as an aid in 
determining the scope of the claimed subject matter . The 

In the modern world , goods or services may be offered term “ techniques , ” for instance , may refer to apparatus ( es ) , through or supported by a telecommunications - based net system ( s ) , method ( s ) , computer - readable instructions , mod work of customer assistance centers that can receive and ule ( s ) , algorithms , and / or the like as permitted by the context handle communications from various customers . Such cen - 15 
ters have long used telecommunications systems that allow above and throughout the document . 
customer service representatives to speak with customers BRIEF DESCRIPTION OF THE DRAWINGS over the phone . These call centers often employ tens or 
hundreds of human agents to serve and be responsive to the 
needs or desires of the customers . More recently , customer 20 20 The detailed description is set forth with reference to the 
service centers allow agents to interact with customers accompanying figures . In the figures , the left - most digit ( s ) of 
through live - chat have become increasing common . Many a reference number identifies the figure in which the refer 
of these " chat " centers are accessible by the consumers from ence number first appears . The use of the same reference 
within a webpage or other form of electronic content . numbers in different figures indicates similar or identical 

Whether using voice or text chat , the customer service 25 items or features . 
representatives typically engage the consumers in a dialog to FIG . 1 illustrates an example architecture that enables a 
identify the needs of the consumers and provide answers or customer and an agent to generate a conversation which can 
solutions . Many of these conversations are recorded and be stored with other conversations records and analyzed by 
saved for purposes such as maintaining standards of quality a conversation analysis system . 
service and for training new customer service representa - 30 FIG . 2 shows an example dashboard graphical user inter 
tives . The organizations that store records of these customer - face ( GUI ) that presents multiple metrics about an illustra 
service interactions may accumulate thousands of conver - tive set of conversation records . 
sation records . However , these records that could be FIG . 3 shows a visual representation of dialog turns in the 
valuable resources are generally not used other than for conversation of FIG . 1 after personally identifiable data and 
quality and training purposes . Accordingly , additional uses 35 financial data are replaced with placeholders . 
for these conversation records may have significant utility . FIG . 4 shows an abstraction of the conversation of FIG . 

1 into a series of “ 1s ” and “ Os ” and comparison of this series 
SUMMARY to a predetermined series that is associated with a workflow 

sequence of a conversation . 
This document describes , in part , techniques for analyzing 40 FIG . 5 illustrates an example process for scoring indi 

individual conversation records to characterize the conver - vidual conversations in a corpus of conversations to generate 
sations according to multiple metrics . When a large corpus metrics which are representative of part of the corpus of 
of conversations records are each analyzed ( e . g . , all the conversations . 
conversations from a given call center in the month of FIG . 6 illustrates an example process for calculating 
August ) high - level features of the dataset as a whole are 45 duration , a number of placeholders , complexity , workflow 
revealed . Additionally , when the characteristics of conver - scores , and sentiment scores for multiple conversations and 
sations that a particular entity ( e . g . , company , store , call preparing the resulting data for presentation on a GUI . 
center , etc . ) are made apparent , it becomes possible to FIGS . 7A - B collectively illustrate an example process 
estimate the extent and the ease with which some of the that analyses a conversation and calculates a workflow score 
humans working at that entity could be replaced with a 50 to the conversation . 
“ virtual agent . " FIG . 8 illustrates an example process that calculates a 

The virtual agent is a computer - implemented interface complexity score for a conversation . 
between end users and information or services that would FIG . 9 illustrates example components that the conversa 
otherwise be provided by a customer service agent . The tion analysis system of FIG . 1 may utilize when analyzing 
virtual agent may be implemented with software and / or 55 a conversation . 
hardware resources that provide artificial intelligence ( AI ) , 
natural language processing ( NLP ) , voice recognition , and DETAILED DESCRIPTION 
the like . 

The techniques disclosed herein describe automated Example Architecture 
analysis of a corpus of human - to - conversations that includes 60 FIG . 1 illustrates an example architecture 100 that 
multiple conversations between at least two humans such as includes a user 102 operating a computing device 104 or a 
a customer and a customer service agent . The corpus of phone 106 to interact with a customer support representative 
human - to - human conversations is accessed and individual or " agent ” 108 who is interacting with his own computing 
conversations in the corpus are scored according to one or device 110 and / or phone 112 in order to converse with the 
more metrics . All or fewer than all of the conversations in a 65 customer 102 . Although the examples and discussion pro 
given corpus may be scored . The metric or metrics may be vided herein are directed to communications between a 
indicative of the difficulty in creating a virtual agent to customer 102 and an agent 108 , it is to be understood that 
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the principles applied to analyzing the conversations are when the customer 102 provides a credit card number . The 
equally suitable to a conversation between any two , or more , conversation between the customer 102 and agent 108 may 
parties . continue for longer than is shown in this example dialogue 

The agent 108 may work at a customer service center 114 . 
which may receive a plurality of incoming calls or text 5 This dialogue 114 may be stored in the conversation 
communications from a plurality of customers . Furthermore , records 122 that include dialogue from multiple conversa 
the customer service center may be comprised of a network tions . The conversation records 122 may store many thou 
of centers located in different geographic locations . The sands or tens of thousands of conversation records . For 
phone calls to the customer service center may be placed example , the conversation records 122 may store records of 
over a conventional public telephone network ( e . g . , POTS ) 10 all of the conversation conducted by agents at the same 
or over a Voice Over Internet Protocol ( " VOIP ” ) network . customer service center as agent 108 . However , individual 
Text communications to the customer service center may conversation files within the conversation records 122 may 
similarly be placed over the Internet or another network such be separated and grouped into sub - records or multiple 
as a mobile communication provider ' s short message service conversation records 122 ( e . g . , from multiple customer 
( SMS ) network . The customer service center may have a 15 service centers of the same company ) may be aggregated 
plurality of agents 108 interacting with the plurality of into larger corpus of data . The individual records in the 
customers 102 . Thus , while only a single agent 108 and a conversation records 122 may be recorded as text files , word 
single customer 102 are illustrated in FIG . 1 , it should be processing files , audio files , proprietary conversation - record 
understood that a plurality of different customer service formats , or any other suitable file format . At present there is 
representatives may be associated with the customer service 20 no broadly accepted standard for recording real - time chat 
center . As readily understood , the interactions may also be conversation records , and many entities such as customer 
between more than two people such as two different cus service centers use proprietary file formats that are incom 
tomers communicating with a single agent or two different patible with the conversation records from other entities . 
agents working together to address the needs of a single The architecture 100 also includes a conversation analysis 
customer . 25 system 124 which may be implemented as one or more 

A dialog 114 between the customer 102 an agent 108 computing devices to analyze the conversations , both indi 
develops as the customer 102 and the agent 108 exchange vidually and in aggregate , stored in the conversation records 
communication utterances with each other . In this architec - 122 . The conversation analysis system 124 may be owned 
ture 100 the dialog 114 is represented as a series of speech and maintained by the same business or entity that operates 
bubbles containing utterances from the customer 102 and 30 the customer service center that includes the agent 108 . In 
utterances from the agent 108 . Each of the speech bubbles other implementations , a third - party that is not directly 
may represent text input provided by the customer 102 or the associated with either the customer 102 or the agent 108 may 
agent 108 . Alternatively , the speech bubbles shown in archi - operate the conversation analysis system 124 . For example , 
tecture 100 may represent verbal communication such as an airline that has a data store of conversation records 122 
speech communicated using the phones 106 and 112 . The 35 may contract with a third - party service provider who owns 
following analyses of the verbal communication may be and operates the conversation analysis system 124 in order 
performed in a manner similar to that of text input by to obtain an analysis of conversation records that belong to 
converting the speech of the customer 102 and agent 108 the airline . 
into text using voice recognition and speech - to - text process - The conversation analysis system 124 may process the 

40 dialogue 114 by dividing the dialogue into a series of 
In the case a real - time chat , the dialog 114 may be dialogue turns . Each dialogue turn may correspond to an 

presented to the customer 102 and / or the agent 108 as a utterance of one of the participants in the conversation and 
conversation graphical user interface ( GUI ) that shows may also correspond to the visual representation of the 
alternating speech bubbles . The customer speech bubbles speech bubbles 116 and 118 . The files stored in the conver 
116 may be visually distinguished from the agent speech 45 sation records 122 may be formatted with tags or other 
bubbles 118 by inclusion of an icon or graphic that repre - markers that indicate transition between the participants in 
sents the customer / agent as well as by offsetting the speech the conversation . This information may be used by the 
bubbles within a display area . In this example , the customer conversation analysis system 124 to readily distinguish 
speech bubbles 116 are offset to the left while the agent dialogue turns in the dialogue 114 . 
speech bubbles 118 are offset to the right . The conversation 50 Other techniques may be used if utterances in the dialogue 
GUI may also include an interface area 120 that captures 114 are not clearly assigned to a particular party . For 
input from the customer 102 , including via typed input , example , textual analysis such as identifying carriage 
audio or speech input , touch input and gesture input . Gesture returns , tabs , changes in font , changes in text color , etc . may 
or emotive input may be captured if the computing device be used to infer when the speaker changed from the cus 
104 is equipped with a camera or other sensor . All conver - 55 tomer 102 to the agent 108 or vice versa . For spoken 
sations , whether generated by a text chat , by voice , or by conversations that may be stored as audio recordings , 
other form of communication may be converted to a text decomposing the conversation into dialogue turns may be 
format and stored for later retrieval and viewing with a performed before or after speech recognition . For example , 
layout similar to the conversation GUI shown here in FIG . the audio characteristics of the speakers of voices may be 
1 . Thus , the dialogue 114 may represent any type of con - 60 distinguished without fully interpreting the words and each 
versation that is originally text or later converted to text and change in voice may be mapped to a change from one 
shown using a conversation GUI that is similar or different dialogue turn to the next dialogue turn . The audio charac 
to the example GUI shown in FIG . 1 . teristics may include characteristics of the humans ' voices as 

In response to receiving a query from the customer 102 , well as audible features that are introduced by the commu 
in speech bubble 116 ( 1 ) the agent 108 response with the 65 nication technology . For example , if the customer 102 is 
utterance shown in speech bubble 118 ( 1 ) . The dialogue 114 speaking on a phone 106 that is a mobile phone , there may 
is shown continuing here through speech bubble 116 ( 5 ) be features inherent in that audio that readily distinguish 

ing . 
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words spoken by the customer 102 from words spoken by to participate in conversations like those in the conversation 
the agent 108 due to noise , distortion , or other artifacts records 122 . The virtual agents may substitute for a human 
created by the microphone and transmission of the custom - representative of the service provider and may be associated 
er ' s voice from a mobile phone . with a persona or virtual personality . The end user ( e . g . , 

In addition to dividing the dialogue 114 into a series of 5 customer ) may communicate with the virtual agent through 
dialogue turns , each dialogue turn may be assigned to one of a text interface ( e . g . , a text box ) that allows the end user to 
the participants in the dialogue 114 . Here , the dialogue turns input queries , such as “ where are you located ? ” or “ when are 116 represent utterances from the customer 102 and the you open ? " In other implementations the virtual agent may dialogue turns 118 represent utterances from agent 108 . recognize human speech and respond either with synthe Dividing the dialogue 114 into dialogue turns and assigning 10 sized speech or text . a speaker to each dialogue turn may be performed as a single Virtual agents thus act as an effective interface that allows processing step or as sequential steps . end users to seek information they desire while allowing Additionally , the conversation analysis system 124 may 
normalize conversation records by converting different for service providers to realize cost savings associated with 
mat the conversation records into a common format . For 15 providing inform on format For 15 providing information from a machine rather than via a 
example , one possible format or schema for representing human representative . While these virtual agents are helpful 
conversations may include a series of dialogue turns that are to both end users and service providers , the ability of these 
arranged in a sequential order , contain content which is the virtual agents to emulate human representatives is still 
utterance of one of the humans participating in the conver - limited and there are many types of conversations and 
sation , and a timestamp . Normalizing conversation records 20 situations in which a virtual agent cannot replace a human 
122 to a common schema may also allow the conversation agent . However , identifying the effectiveness and cost of 
analysis system 124 to make comparisons and derive metrics designing a virtual agent for a specific setting requires an 
across datasets that exist in otherwise incompatible formats . understanding of the types of conversations that may be 

Pseudocode for creating a converting a dialogue 114 into encountered by the virtual agent . The conversation records 
a conversation having discrete dialogue turns is shown 25 122 of past conversations may be representative of the types 
below . of conversations that a given call center will likely receive 

class Conversation : 
def _ init _ ( self , turnList = None , cid = None ) : 

Create a conversation object from a list of turns . Each turn is expected to be a 
sequence containing three elements where the first two are strings and the last is a timestamp . 

self . attrs = { } # this will store all attributes for the conversation 
if cid is not None : 
self . set ( " id " , cid ) # unique id of this conversation 
if turnList is not None : 
tmpTurns = [ ] 
for turn in turn List : 
tDict = { } 
tDict [ “ user " ] = turn [ “ user " ] • strip ( ) 
tDict [ “ agent " ] = turn?agent " ) . strip 
tDict [ " timestamp " ] = turn [ " timestamp " ] 
tmp Turns . append ( tDict ) 
self . set ( “ turns ” , tmpTurns ) # the actual turns in the conv 

Output from the conversation analysis system may be in the future , and thus , provide a basis for estimating the 
presented on a dashboard GUI 126 rendered from a site of 45 effectiveness of a virtual agent . 
the entity performing the analysis . The site may comprise a The dashboard GUI 126 may present information via the 
website , an intranet site , a downloaded application , or any site that is accessible from any computing device connected 
other platform on which a user may access information from to the same network as the conversation analysis system 124 
the conversation analysis system 124 . The content of the ( e . g . , the Internet ) . The information may be shown in a 
dashboard GUI 126 may include any sort of details or 50 graphical format using charts and illustrations . However , in 
information associated with the analysis of the conversations other implementations the dashboard GUI 126 may be 
provided by the conversation analysis system 124 . In some created by local software that does not render the dashboard 
instances , the dashboard GUI 126 may be used by other GUI 126 over a network . Information contained in the 
people within the same entity that employs the agent 108 in dashboard GUI 126 may also be displayed in other formats 
order to better understand the conversations occurring in the 55 such as text , a table , or another type of interface which is not 
customer service center . The dashboard GUI 126 may pro - graphical . 
vide information that allows identification of the most Example Dashboard GUI 
courteous agents 108 and how their performance affects FIG . 2 shows one view 200 of the dashboard GUI 126 . In 
conversation outcome . Additionally , the agent ' s 108 effec - this example , the dashboard GUI 126 presents metrics 
tiveness in making a sale or closing a transaction may be 60 derived from the analysis of 13 , 872 conversations . The 
recorded in association with the conversations and the 13 , 872 conversations may be stored in the conversation 
dashboard GUI 126 may then present one or more perfor - records 122 . Each of those conversations may be summa 
mance metrics specifically for the agent 108 . rized as a dialogue such as the dialogue 114 shown in FIG . 

Additionally or alternatively , a party designing a virtual 1 . Although any number of metrics may be considered , this 
agent to partially fill the role of the agent 108 may use 65 example includes pie charts identifying duration 202 , sen 
information presented on the dashboard GUI 126 in order to timent 204 , and complexity 206 metrics for the corpus of 
understand how difficult it would be to create a virtual agent 13 , 872 conversations . The pie charts illustrate characteris 
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tics of groups of conversations within the total set of may be the main area of concern . However , the techniques 
conversations . This example dashboard GUI 126 also for measuring sentiment 204 are equally applicable to the 
includes bar charts illustrating workflow scores 208 and agent 108 or any other participant in a conversation . When 
placeholder insertions 210 within the corpus of conversa - applied to the customer 102 , sentiment analysis measures 
tions . The specific techniques for visualizing the data may be 5 how the customer 102 felt towards the end of the conver 
changed without altering the principals of this disclosure . sation with the agent 108 . One goal of good customer For example , data that is rendered as a pie chart may service may be to create interactions that leave the customer 
alternatively be rendered as a bar graph and vice versa . 102 with a positive or happy feeling . Duration 202 is a measure of the length of a conversation . Sentiment 204 may be measured at different times within Duration 202 may be measured in any unit of time such as 10 a single conversation or measured across the span of an seconds or minutes . Generally , the duration 202 for a con entire conversation . Here , the view 200 shows sentiment 204 versation is a length of time from the start until the end of scores for the customers at the end of the conversations . The the conversation . The duration 202 may be measured or sentiment 204 of the customers may be calculated by any calculated based on comparing timestamps associated with 
the first dialogue turn in the conversation and the last 15 k known technique for performing sentiment analysis such as 
dialogue turn in the conversation . The difference between analysis of key words , natural language processing , statis 
these two timestamps may be used as the measure of tical analysis , and the like . Numerical metrics for measuring 
duration 202 for a conversation . In other implementations , sentiment 204 may also be arbitrarily set . Sentiment metrics 
file size may be used as a relative measure of duration such for the end of a conversation may be derived from the final 
as the length of a file in characters , words , kilobytes , etc . 20 dialogue turn of the customer 102 , the last n dialogue turns 

In this example view 200 , 30 . 4 % of the conversations are of the customer 102 ( where n is an integer greater than one ) . 
The number to dialogue turns to use for measuring sentiment less than 5 minutes in duration , 28 . 5 % of the conversations 

are between 5 and 10 minutes in duration , 15 . 9 % of the 204 , in other words the “ n " value , may be determined 
experimentally , by trial and error , by judgment of a human conversations are between 10 and 15 minutes in duration , 

9 . 3 % of the conversations are between 15 and 20 minutes in 25 designer , etc . Here , sentiment ranges from extremely nega 
duration , and 15 . 9 % of the conversations are greater than 20 tive opinion or feeling indicated by a score of - 20 to an 
minutes in duration . Presentation of this information in a extremely positive or happy sentiment indicated by a score 
dashboard GUI 126 may be useful to show that , in this of + 20 . 

In this example dataset , 1 % of the customers are very example , less than half of the conversations in this example 
corpus of conversations take more than 10 minutes . Simi - 30 happy with a sentiment score of 20 . The next 6 % of the 

customers are quite happy with a sentiment score between larly , if virtual agents tend to be more effective at dealing 10 and 20 . The largest share of the conversations , 42 . 4 % , with shorter conversations , the pie chart of duration 202 may ended with the customers being happy and having a senti suggest that about a third to a half of the 13 , 872 conversa ment score between 1 and 10 . Customers with neutral tions could be suitable for a virtual agent to function in place 
of a human agent 108 . sentiment scores between - 1 and + 1 represent 26 . 2 % of the 

Pseudocode that includes techniques for calculating the conversations . The customers ended up unhappy with sen 
timent scores between - 1 and - 10 in 22 . 4 % of the conver duration of a conversation is shown below . sations . The next slice of the pie , 1 . 5 % represents the 
significantly unhappy customers with sentiment scores 
between - 10 and - 20 . At the bottom , 0 . 5 % of the conver 

# The start time , end time , and duration of the conv sations in this corpus of 13 , 872 conversations ended with the 
respective customers being very unhappy with sentiment start = turnList [ O ] [ " timestamp " ] scores of - 20 . self . set ( " starttime ” , start ) 

end = turnList [ - 1 ] [ " timestamp " ] Interpretation of this data as representing “ good ” or “ bad ” 
self . set ( " endtime “ , end ) results may depend on expectations and past measures of 
dur = end – start # create a timedelta object sentiment 204 . For entities that are able to track and analyze 
self . set ( " duration ” , dur . total _ seconds ( > > customer service interactions over time , comparing changes 

in this graph of sentiment 204 may provide insight into 
Sentiment 204 represents the degree to which one of the high - level changes in the level of satisfaction or happiness 

humans participating in the conversation is happy or sad . so the agents 108 are able to achieve for the customers 102 . In 
Generally , sentiment analysis aims to determine the attitude terms of designing a virtual agent , the approximately one 
of a speaker or a writer with respect to some topic or with quarter of the conversations in which the customers ended 
respect to the overall conversation . The attitude may be his with a sentiment score below - 1 may suggest that there are 
or her judgment or evaluation ( e . g . , as addressed by certain customers or issues with which a virtual agent could 
appraisal theory ) or affective state ( i . e . , the emotional state 55 not easily handle or at least not handle to the satisfaction of 
of the speaker or writer ) . Sentiment 204 may be measured an upset customer . 
for either party in the conversation . In many customer Pseudocode for calculating the sentiment of a conversa 
service applications , the sentiment 204 of the customer 102 tion is shown below . 

40 

# 

def calcSentiment ( self ) : 
Extract an estimate of the user and agent sentiment during the conversation . Note that 

the sentiment at the end of the conversation may count more towards the overall senti 
ment 
than the sentiment at the beginning . 

turnList . . self . get ( “ turns ” ) 
usentiment = [ ] 
asentiment = [ ] 
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- continued 
for t in turn List : 

u = t [ ' user " ] 
a = t [ " agent " ] 
if len ( u ) > 0 : 
usentiment . append ( myTFE . getSentimentScore ( u ) ) 

if len ( a ) > 0 : 
asentiment . append ( my TFE . getSentimentScore ( a ) ) 

self . set ( " user _ turn _ sentiment ” , usentiment ) 
self . set ( agent _ turn _ sentiment ” , asentiment ) 
overAll = 0 . 0 
if len ( usentiment ) > 0 : 
weight = 1 . 0 / len ( usentiment ) 
for i in range ( len ( usentiment ) ) : 

overAll + = ( i * weight ) * usentiment [ i ] 
self . set ( " user _ sentiment ” , overAll ) 
OverAll = 0 . 0 
if len ( asentiment ) > 0 : 
weight = 1 . 0 / len ( asentiment ) 
for i in range ( len ( asentiment > > : 

overAll + = ( i * weight ) * asentiment [ i ] 
self . set ( " agent _ sentiment ” , overAll ) 

Complexity 206 is a measure of the complexity of a customer 102 , to clarify or obtain additional information , the 
conversation . Complexity 206 may be a relevant conversa more likely it is that the conversation is complex . This 
tion metric for determining how easily a virtual agent could metric may be substantially different than the length of the 
replace a human agent 108 in certain conversations . Gen - 25 conversation in dialogue turns because in some conversa 
erally , virtual agents are better suited for dealing with simple tions many of the dialogue turns of the agent 108 may be 
conversations than complex conversations . Complexity 206 answers provided to the customer that do not include ques 
of a conversation can be measured by multiple different tions . 
techniques and a single complexity score for a conversation A modification , or addition , to this metric may look at 
may be generated by combining , either with varying levels pairs of dialogue turns to see how the agent 102 responds to 
of weighting or without , the results of multiple different a question from the customer 102 . Each pair of dialogue 
complexity 206 measures . turns may be a dialogue turn from the customer 102 ( either 
One measure of complexity 206 in a conversation is the question or not ) followed by either ( 1 ) a dialogue turn of the 

length of the first question posed by the customer 102 . 35 agent 108 that does not include a question ( i . e . , an answer ) 
Longer questions are interpreted as being more complex or ( 2 ) a further question from the agent 108 . The number of 
than shorter questions . For simplicity , the length of the first question question pairs in a dialogue 114 may be compared 
dialogue turn by the customer 102 may be taken as being the to the question - answer pairs to obtain a metric that measures 
first question and the length of that utterance in words , not only the number of agent questions but the density or 
characters , etc . may be used as a relative measure of 40 frequency of agent questions . This complexity 206 metric 
complexity 206 . Alternative the first dialogue turn of the may be obtained by calculating a ratio of the number of 
customer 102 that contains a question may be identified by question - question pairs to the number of answer - answer 
looking for the presence of a question mark “ ? " in the pairs . 
dialogue turn or using natural language processing to under - To obtain number of dialogue turns of the agent 108 that 
stand the meaning of the utterance . In the dialogue 114 45 inc include at least one question , some or all of the dialogue shown in FIG . 1 the first dialogue turn 116 ( 1 ) includes the 
question " Can I book a flight from Detroit to Denver on turns of the agent 108 may be analyzed to determine if the 
August 31 ? ” respective dialogue turns include a question . The recogni 

Once the first dialogue turn of the customer 102 that tion of questions may be achieved by looking for question 
contains a question is identified , the number of questions 50 marks ( or analogous characters , words , phrases in other 
within that dialogue turn may be identified . A multipart languages that indicate a question ) or NLP analysis of the 
question from the customer 102 on the start is interpreted as content of the utterance . In some real - time chat customer 
indicating a more complex conversation . Thus , a single service contexts , the agent 102 may copy and paste pre dialogue turn of the customer 102 can provide two useful 
complexity 206 metrics : length and number of questions . 55 W a s written responses to use as his or her utterance . These 

The length of a conversation , not as measured in duration pre - written response may be well suited for using question 
202 mentioned above , but in number of dialogue turns of all mark detection as the way to recognize questions because 
participants may also be used to infer the level of complexity the pre - written response are likely to be properly punctuated 
206 of the conversation . The dialogue 114 shown in FIG . 1 , and use question marks whenever a question is present . 
for example , includes nine total dialogue turns . The more 60 Hoy However , certain agents 108 may have conversation styles back - and - fourths in a conversation may indicate that there that use questions more frequently than other agents 108 . was greater complexity and so more iterations were needed 
to address the customer ' s issue . A higher number of dialogue This variability between different agents 108 may be con 
turns correlates with higher complexity . sidered as part of the normalizing complexity scores 206 

Additionally , the number of questions from the agent 108 65 across different conversations . 
to the customer can serve as an indicator of complexity . The Pseudocode for identifying dialogue turns that include 
more times the agent 108 needs to ask something of the questions is shown below . 
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def _ isAssistance Question ( self , inString ) : 
Returns True for questions like “ how may I help you ? ” or “ is there anything else I 

can assist you with ? ” , etc . ” 
tmpStr = inString . lower ( ) 
if re . search ( “ ( may ) ? i ( assist | help ) ( you ) ? ” , tmpstr ) 1 = None : 

return True 
if re . search ( “ help assist ) ( you ) ? with ” , tmpstr ) 1 = None : 

return True 
if re . search ( “ help you out with ” , tmpStr ) 1 = None : 

return True 
if re . search ( “ help you ( today | this evening this morning ) ” , tmp Str ) 1 = None : 

return True 
return False 

def getQuestions ( self , inStrinq , include AssistanceQuests = False ) : 
Break the given input string into separate questions . If there are no questions in the 

input string , then a list of just one item will be returned . If include Assistance Quests is 
False , 
then questions such as “ how may I help you ” will not be included . 

outQuests = [ ] 
# Tokenize the input string into sentences 
sents = sent _ tokenizer . tokenize ( inStrinq ) 
for s in sents : 

# Does it end with a " ? 
if len ( s . strip ( ) ) > 0 and s [ - 1 ] = = " ? ? : 

is Assist = self . _ is Assistance Question ( s ) 
if isAssist is False : 

outQuests . append ( s ) 
else : 

if include Assistance Quests : 
ouQuests . append ( s ) 

return outQuests 
def getAgentQuests ( self ) : 

turns = self . get ( “ turns " ) 
aqentQuestsPerTurn = [ ] 
for t in turns : 

a = t [ " agent " ] 
if len ( a > > O : 

quests = self . _ getQuestions ( a ) 
# save the number of questions found in this turn 
agentQuests PerTurn . append ( len ( quests ) ) 

self . set ( “ agentQuestsperTurn ” , agentQuestsPerTurn ) 
naq = sum ( agentQuestsPerTurn ) 
self . set ( " numAgentQuests ” , naq ) 

Each of the four techniques for estimating the complexity customer 102 is asking unrelated questions , can suggest a 
206 of a conversation can be applied to information readily 40 greater complexity 206 for the agent 108 . 
extracted from a dialogue 114 . An “ understanding ” of the In this example dataset , one or more of the complexity 
content is not required , so these techniques may be applied 206 metrics discussed above are used to generate normalized 
without use of NLP or other types of computationally complexity scores that range from 0 , very simple , to 10 , very 
intensive techniques . Accordingly , analysis of 10 , 000 or complex . For the 13 , 872 conversations 18 . 3 % are very 
more conversations can be performed relatively quickly with 45 simple with complexity scores of 1 or 2 . The next 22 . 7 % are 
conventional computing resources . relatively simple with complexity scores of 3 - 4 . The 

Additional techniques that use NLP or linguistic content medium complexity conversations with complexity scores 
analysis may also provide measures of complexity 206 . In of 5 or 6 make up 18 % of the data set . Finally , 14 % of the 
general , poorer language skills may cause more difficulty for conversations are complex with scores of 7 or 8 and 27 % are 
an agent , virtual or human , to understand the customer 102 50 highly complex with scores of 9 or 10 . This analysis may 
leading to a more complex conversation as the agent 108 show that , assuming the 13 , 872 conversations are represen 
deals with both linguistic challenges and underlying cus - tative of future conversations , about 40 % of the conversa 
tomer need . Linguistic content analysis may include gram tions handled by the customer service center ( i . e . , with 
matical correctness and spelling accuracy . Conventional complexity scores from 1 to 4 ) may be readily addressed 
grammar - checking and spell - checking techniques may be using a virtual assistant . However , the most complex con 
used . Lower scores indicate higher complexity . Readability versations account for 27 % of the total conversations so it is 
scores can also be considered ( e . g . , Flesch reading ease test , likely that human agents 108 will continue to be necessary 
Flesch - Kincaid grade level test , and the like ) with higher for at least a portion of the conversations . Interestingly , 
readability correlating with a lower complexity 206 score . 6o measures of complexity 206 are rare or nonexistent in 

Semantic distance between the dialogue turns of the analysis of virtual agent conversations or human - machine 
customer 102 may also be used to measure complexity . conversations . This may be due to the upward bound 
Semantic distance is a concept that assigns a metric to a set imposed on conversational complexity by the inherent limits 
of documents or terms based on the likeness of their mean - of the virtual agent , artificial intelligence algorithm , or the 
ing and / or semantic content . The semantic distance between 65 like . Human - to - human conversations and not so limited , and 
two utterances can be measured using any known technique . thus , measurement of complexity becomes a relevant ques 
Greater semantic distance , possibly suggesting that the tion . 
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Pseudocode for calculating complexity 206 in a conver perform in order to accomplish a single task or a conversa 

sation is shown below . tion that includes a defined set of questions which occur in 
a particular order are workflow - like features . These features 
suggest that a given conversation includes a workflow . 

def calcComplexity ( self ) : Specific techniques for determining a workflow score 208 
Compute an estimate of the complexity of the given conversation . are discussed later , but for the purposes of the dashboard The complexity 

estimate ranges from 0 to 10 , with 10 being the most complex . GUI 126 the workflow scores are normalized to a range of 
maxComplexity = 10 0 - 5 . In this range 5 indicates the conversation with very high 
complexity = 0 workflow characteristics and O indicates a conversation with 
if self . get ( “ numAgentQuests ” ) is None : 10 few or no workflow characteristics . Therefore , it is generally self . _ getAgentQuests ( ) # extract the agent questions 
complexity + = self . get ( " numAgent Quests ” ) easier for a virtual agent to deal with conversations having 
# Test the length of the first user question and to see if there are low workflow scores such as 0 or 1 . Each of the 13 , 872 
# multiple questions in the first user question . conversations may be assigned a workflow score . In this 
fq = self - get ( “ firstUserQ ” ) example dataset almost 8000 of the conversations have very 
# Test the length of the first user question low workflow scores of 0 . About 1000 conversations have 

workflow scores of 1 and there are fewer than 2000 con 
fQlen = len ( fq ) versations each with workflow scores of 2 and 3 . Only a few 
if fOlen < 100 : hundred conversations have a workflow score of 4 and pass # no added complexity 
elif fQlen > = 100 and fQlen < 200 : somewhere between 1000 and 2000 conversations are given 

complexity + - = 1 20 a workflow score of 5 . Thus , based on considering only 
elif fQlen > = 200 and fQlen < 300 : workflow scores 208 it appears that well over half of the complexity + = 2 conversations in this corpus of 13 , 872 conversations could else : 

complexity + = 3 be performed by a virtual agent . 
self . set ( “ fQlen ” , fQlen ) The next bar graph showing placeholder insertions 210 

25 measures the number of particular keywords or categories of 
# First user question contains multiple questions ? information that occur in the conversations . The specific 
nQs = len ( self . _ getQuestions ( fq ) ) topics that are searched for and identified such as , for 
if nQs > 1 : example , money , date range , credit card information , phone 

complexity + = 7 # number , time , date , and e - mail address maybe previously 
self . set ( “ nQuestInFQ ” , nQs ) 30 defined by a human editor or designer of the system . 
# Test the length of the conversation Different entities may define different terms that are impor 

tant for respective businesses or other purposes . For 
nTurns = self . get ( “ length ” ) example , conversation records of a financial institution may 
if n Turns < = 4 : choose to track instances of information related to interest pass # no added complexity 
elif nTurns > 4 and nTurns < = 8 : rates while a travel agency may choose instead to focus on 

complexity + = 1 terms related to time zones . 
elif nTurns > 8 and nTurns > = 12 : In some implementations , the raw data from past conver 

complexity + = 2 sations that may be potentially included in the conversation elif nTurns > 12 and nTurns < = 16 : 
complexity + = 3 records 122 can include personally identifiable or financial 

else : # > 16 turns , probably pretty complicated 40 information . High - level analysis of the conversation dataset 
complexity + = 4 # most does not require access to specific information rather the # Set the final complexity estimate particular values and data can be replaced by some type of self . set ( " complexity ” , min ( complexity , maxComplexity ) ) generic placeholder field that represents the type of infor 

mation and protects the privacy and financial records of the 
Workflow scores 208 for the 13 , 872 conversations are 45 customer 102 or any other participant in the conversation . 

presented in the bar graph at the bottom center of the view The personally identifiable and financial information may be 
200 . A workflow score 208 represents the degree to which scrubbed or removed from the conversation records prior to 
the conversation can be characterized as having workflow - analysis by the conversation analysis system 124 . 
like features . Workflow - like features suggest that the con - Text analysis or NLP may be used to identify and remove 
versation represents a series of logically connected steps that 50 these types of data . Other , simpler techniques such as 
move the customer 102 and agent 108 closer towards recognition of dollar signs “ $ ” as indicating a money value , 
accomplishing a task . A higher workflow score which is at symbols “ @ ” in the middle of a word indicating an e - mail 
correlated with more workflow - like features in the conver - address , 16 digit strings of numerals interpreted as credit 
sation indicates that the conversation likely represents an card numbers , and the like may also be used to replace 
algorithmic process ( i . e . , if the customer 102 provides 55 financial data or personally identifiable information with 
certain information then agent 108 should respond with a placeholder insertions 210 . 
certain question depending on the information from the For each identified category or type of information that 
customer 102 ) . Workflow scores 208 are useful for deter - may be replaced with a placeholder insertion 210 , the 
mining the ability of a virtual agent to replace an actual number of times that particular placeholder was used may be 
human agent 108 because the more that a conversation 60 counted across the conversations in a dataset . Here , there are 
follows a particular workflow with different conversational 13 , 872 conversations and somewhat more than 14 , 000 
paths depending on answers provided by the customer 102 , replacements of information related to money were made . 
the more difficult it is to design a virtual agent that can Thus , on average there is more than one reference to money 
properly accommodate all the possible paths throughout the in every conversation . Similarly , there was a large number , 
workflow . 65 about 12 , 000 , placeholder insertions 210 in which an actual 

Conversational features such as a conversation following date was replaced with a corresponding placeholder . Pre 
an established sequence of steps that the agent 108 must senting the placeholder insertions 210 data in a visual format 
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such as the bar graph shown in view 200 allows for easy the conversation analysis system 124 . For example , corre 
identification of which concepts and terms appear frequently lation between any two metrics may be tested for statistical 
across the conversations in a given corpus of conversations . significance using any known technique such as a t - test or 

The dashboard GUI 126 may be implemented as an analysis of variance ( ANOVA ) . 
interactive interface allows the user to display data ( e . g . , by 5 Example Visual Representations of Conversation Processing 
mouse click or other mechanisms ) and “ drill down " to FIG . 3 shows a visual representation 300 of the dialogue 
receive more detailed information about the corresponding 114 from FIG . 1 . This representation 300 includes the same 
subset of the original data set . For example , the user can customer dialogue turns 116 and agent dialogue turns 118 
select the wedge on the complexity 206 by chart that shown in FIG . 1 . However , this representation 300 of the 
corresponds to 18 % of the conversations which had medium 10 dialogue 114 shows replacement of selected concepts with 
complexity and a score of 5 or 6 . This subset of the original placeholders , identification of key phrases that indicate 
13 , 872 conversations may be interesting to a user who is customer sentiment , and determination that a dialogue turn 
considering the challenges of using a virtual agent to replace includes a question . 
some of the actual agents 108 that participated in these The first dialogue turn 116 ( 1 ) of the customer 102 origi 
conversations because , for example , medium complexity 15 nally indicated specific date on which the customer 102 
conversations may be near the maximum level of complex - wished to travel to Denver . That date is now replaced by a 
ity that can be handled by a particular type of virtual agent . < DATE > placeholder 302 . Thus , the actual date on which 
Upon selecting this portion of the pie chart , the other the customer 102 wanted to travel is scrubbed from the 

metrics displayed on the graphical user interface 126 may be dialogue 114 . However , the type of information that was 
updated to show corresponding values only for this subset of 20 scrubbed is still shown by the corresponding placeholder 
conversations ( i . e . , with a complexity score 206 of 5 or 6 ) . 302 . Additionally , having a standard tag or placeholder 302 
Therefore the complexity 206 pie chart may be regenerated that substitutes for the original date information which , 
to show only two wedges that indicate how many of this when considering the corpus of conversations as a whole , 
original 18 % of the conversations received a complexity may have been provided in multiple different formats ( e . g . , 
score 206 of 5 and how many received a complexity score 25 August 31 , 08 / 31 / 2012 , the 31st , next Friday , etc . ) may 
206 of 6 . make later analysis of the number of times this type of term 

Providing an interactive interface , whether through a appears in the dataset easier because the system is looking 
web - based format or otherwise , allows users to explore for a clearly defined tag rather than having to process and 
aspects of the corpus of conversations that would not interpret the content of the conversation . Other placeholders 
otherwise be readily accessible . As an additional example , a 30 such as < MONEY > , < DATERANGE > , < CCARD > , are also 
user may wish to review the characteristics of the conver - shown in later dialogue turns of this dialogue 114 . 
sations in which the customers 102 were very unhappy and The second dialogue turn 116 ( 2 ) of the customer 102 
had a sentiment 204 of - 20 . Here , this represents about 69 includes a phrase that is used to assess sentiment . Certain 
conversations or 0 . 5 % of the original 13 , 872 conversations . phrases and words may indicate when someone is happy , 
After selecting the corresponding wedge of the sentiment 35 sad , frustrated , angry , etc . and a designer or programmer of 
204 pie chart , all of the other metrics displayed on the the conversation analysis system 124 may manually define 
dashboard graphical user interface 126 may update . This can these specific phrases and words . In this example , the phrase 
allow , for example rapid identification of what types of 304 “ I was told that ” is associated with a negative sentiment 
placeholder insertions 210 are most frequent in this subset of score . This association is based on the recognition that 
unhappy or angry customers . For example a manager of the 40 people usually do not type or speak the words “ I was told 
customer service center may be interested in knowing if the that ” unless there is some type of negative feelings associ 
conversations with the most negative sentiment scores more ated with the utterance . Detection and counting of these 
frequently discussed money or discuss dates . types of phrases 304 throughout the dialogue 114 are one 

With the interactive access provided to the conversation way of assessing the sentiment of the customer 102 or any 
data by displaying high level information about the conver - 45 other type of conversation participant . Although using key 
sations in the dashboard GUI 126 , a user can make com - words or phrases to identify sentiment 204 may be a 
parisons and ask questions about the aggregated conversa - relatively rough metric , the application to a large dataset can 
tion data . The metrics shown in the view 200 are merely provide an accurate high - level view of actual sentiments 204 
illustrative and any other metric that may be obtained from held by participants in the conversations . 
the conversation records 122 may also be represented in the 50 Identification of when a dialogue turn contains a question 
dashboard GUI 126 either graphically or in another format . is important for some of the metrics discussed above . Some 
For example , time of day when the conversation begins , a utterances , such as utterance 306 in the third dialogue turn 
type of device used by the customer 102 to participate in the 116 ( 3 ) of the customer 102 , include questions but do not 
conversation , a gender of the customer service agent , or have a question mark or other equivalent indicator . The lack 
other types of metrics that may be used to understand the 55 of the question mark may be due to the customer 102 
data derived from analyzing a set of conversations . forgetting to type that character while participating in a 

If the agent 108 is operating within a customer service real - time chat or speech - to - text conversion of a verbal 
center environment from which there are many pre - written conversation may result in text that has incorrect punctua 
responses that the agent 108 may be encouraged to use when tion . Analysis of the content of the utterance 306 may be 
conversing with the customer 102 , each utterance of the 60 performed by using content analysis such as NLP to deter 
agent 108 may be compared to see if it is one of the mine that the utterance 306 includes a question . 
pre - written responses . Then , a ratio of the dialogue turns 118 Although the above examples are directed to analysis of 
of the agent 108 that include pre - written responses to those customer dialogue turns 116 , the same techniques may be 
that lack pre - written responses can be calculated in order to applied to the dialogue turns 118 of the agent 108 . Addi 
show how well the agent 108 “ stays on the script . ” More - 65 tionally , the above techniques are equally applicable in 
over , the dashboard GUI 126 may display statistical analysis conversation settings in which the roles are of the parties to 
of the data based on analyses or computations performed by the conversation different than customer and agent . 
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FIG . 4 shows a visual representation 400 of the dialogue 406 used to represent a workflow sequence may be more or 

114 from FIG . 1 being analyzed to determine a workflow less than four . Additionally , the workflow sequences used to 
score for the dialogue 114 . The number and spacing of compare against the series of indicia 408 from actual dia 
questions by the agent 108 to the customer 102 may be used logue 114 may be shorter than the length of the series of 
as one technique for identifying the workflow characteristics 5 indicia 408 . Here , the workflow sequences are four digits 
of a dialogue . As discussed above , the dialogue 114 contains long and the series of indicia 408 is eight digits long . 
alternating dialogue turns between the customer 102 and The comparative alignment of a single workflow 
agent 108 . Some of the dialogue turns of the agent 108 may sequence 412 such as the sequence “ 0111 ” to the series of contain one or more questions . In this example dialogue 114 , indicia 408 may be made at multiple locations along the the second 118 ( 2 ) , third 118 ( 3 ) , and fourth 118 ( 4 ) dialogue 10 series of indicia 408 . The comparison at a first alignment 414 turns of the agent 108 contain questions . One way of shows that three of the four digits from the workflow identifying dialogue turns that include a question may be sequence 412 match the aligned digit from the series of recognition of a question mark 402 as shown in the second 

indicia 408 . However , the fourth digit from the workflow dialogue turn 118 ( 2 ) of the agent 108 . Other techniques such 
as NLP may also be used to identify questions . However , in 15 min 16 sequence 412 does not match , and thus , this alignment 
many customer service implementations the agent 108 may between the workflow sequence 412 and a series of indicia 
respond with pre - written text so the likelihood of the agent 408 is not considered a match . 
dialogue turns 118 being correctly punctuated is high . The workflow sequence 412 may be “ slid across ” or 
Accordingly , use of the presence or absence of question compared against different alignments with the series of 
marks may be a relatively accurate technique for identifying 20 indicia 408 . After the workflow sequence 412 is slid three 
agent dialogue turns 118 that include a question . For this positions to the left relative to the series of indicia 408 it is 
particular technique the presence or absence of questions in possible to make a comparison at a second alignment 416 . 
the dialogue turns 116 of the customer 102 may be ignored . The comparison at the second alignment 416 shows that 

Application of the techniques for identifying the presence each of the digits of the workflow sequence 412 matches the 
or absence of a question allows for a question / no question 25 corresponding digits of the series of indicia 408 . This is 
characterization 404 to be made for each dialogue turn 118 considered a match . Thus , the dialogue 114 is considered to 
of the agent 102 . Here , the first dialogue turn 118 ( 1 ) is have some workflow characteristics because there was at 
characterized as question = no 404 ( 1 ) . The subsequent dia - least one alignment in which the workflow sequence 412 
logue turns 118 ( 2 ) , 118 ( 3 ) , 118 ( 4 ) , are all characterized 404 matched the series of indicia 408 derived from the dialogue 
as question = yes . For ease of representation and processing 30 114 . 
the characterizations 404 may be summarized with indicia The data store of workflow sequences 410 may include 
406 that indicates either question = yes or question = no . In many more than the three workflow sequences illustrated 
this example representation 400 the indicia 406 are 1 for the here . The length of the series of indicia 408 may also be 
dialogue turns 118 characterized as including a question and much longer eight digits for longer conversations . There 
O the dialogue turns 118 that do not include a question . Any 35 fore , a single workflow sequence may align with the series 
other type of indicia 406 besides these specific numerals of indicia 408 at multiple places and multiple different 
may also be used without changing the principals of this workflow sequences may all have at least one position 
technique . relative to the series of indicia 408 that generates a match . 

Using indicia 406 to represent the features of the dialogue For example , the last four indicia 406 of the series of indicia 
114 allows for a compact series of indicia 408 to summarize 40 408 are “ 0110 . ” One of the workflow sequences shown in 
the location of agent questions in the dialogue 114 . In this the data store workflow sequences 410 has the same 
example , the series of indicia 408 for this dialogue 114 is sequence . Therefore , this represents another match between 
“ 0110110 . " This corresponds to eight dialogue turns 118 of a workflow sequence and the series of indicia 408 . 
the agent 108 . Only four dialogue turns 118 ( 1 ) - 118 ( 4 ) are Each instance of a match may be tallied and the total 
shown in the visual representation of the dialogue 114 . The 45 number of matches between the length of the series of 
indicia 406 for the additional four dialogue turns 118 are indicia 408 and the multiple workflow sequences in the 
added for ease of illustrating additional features of this workflow sequence data store 410 may be summed . Each 
technique . determination of a match can be an independent determina 

Subjective human analysis of conversations that have tion and multiple workflow sequences could match the series 
workflow - like characteristics can lead to identification of 50 of indicia 408 in such a way that the workflow sequences 
particular agent - question sequences that tend to be associ overlap in whole or in part . The workflow score for the 
ated with conversations that include workflows . For dialogue 114 can be based on the total number of matches or 
example , the process of booking an airline ticket for a “ hits ” found by comparison to the workflow sequence data 
customer 102 is a workflow that may include the agent 108 store 410 . Workflow scores can also be identified for various 
asking a question in each dialogue turn 118 ( e . g . , What is 55 portions of a dialogue 114 . For example , the start of a 
your departure city ? , What is your destination city ? , What dialogue 114 may have low workflow characteristics but 
day would you like to leave ? , and so forth ) . Thus , a data change midway through to have high workflow character 
store 410 of workflow sequences can be populated based on istics at the end . 
human judgment of which series of questions indicates a Here , the series of indicia 408 has two hits one of the 
workflow . The workflow sequences illustrated the workflow 60 sequence “ 0111 ” and another hit the sequence “ 0110 . ” Thus , 
sequences data store 410 are “ 0101 , " " 0111 , ” and “ 0110 . ” the workflow score for dialogue 114 may be simply the 
Thus , a sequence of agent dialogue turns 118 in the dialogue number of hits or 2 . In other implementations , the raw 
114 that match one of the patterns identified in the workflow number of hits may be normalized across a large number of 
sequence data store 410 suggests that the dialogue 114 has conversations so that the respective workflow scores may be 
some workflow characteristics . 65 different values such as 1 - 5 as shown in FIG . 2 . 

All of the example workflow sequences discussed here are Pseudocode for determining the workflow score of a 
patterns of four indicia 406 . However , the number of indicia conversation is shown below . 
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dialogue . Thus , Fred ' s dialogue is included in a dialogue 
def caldworkFlow ( self ) : turn that is tagged otherwise recognized in the file format as 

Determine how “ workflowish ” this conversation is . being associated with the identity of Fred . The conversion if self . get ( " agentQuestsPerTurn ” ) is None : 
self _ getAgent Quests ( ) # extract the agent questions process may also adapt conversations that were originally in 

aqs = self . get ( " agentQuestsPerTurn ” ) different formats ( e . g . , text , spoken word , etc . ) into a com 
# convert list of num quests to a string of 1 ' s and O ' s mon schema that includes textual representation of utter 
tmp _ aqs = “ . join ( [ str ( min ( 1 , x ) ) for x in aqs ] ) ances broken into discrete dialogue turns . # Now look for question sequences that appear 
# to be a workflow - ish type of interaction At 504 , individual conversations in the corpus of human 
wfpats = [ ( ' 0110 ' , 2 ) , ( ' 01110 ' , 3 ) , ( ' 011110 ' , 4 ) , ( ' 0111110 ' , 5 ) , to - human conversations are scored according to one or more 

( * 0101 ' , 1 ) , ( * 010101° , 2 ) , ( * 01010101 ’ , 3 ) ] 10 metrics that are indicative of difficulty in creating a virtual 
wfscore . . 0 agent to generate dialogue that will replace one of the for wfp , wfs in wfpats : 

if wfp in tmp _ aqs : humans the respective individual conversations . In some 
wfscore + = wfs implementations , each individual conversation in a corpus is 

self . set ( ' workflow ? , wfscore ) analyzed to determine how difficult it would be to use a 
virtual agent to perform part of that conversation . However , 
in other implementations the analysis may be performed on Example Processes 

FIGS . 5 - 8 illustrate example processes 500 , 600 , 700 , and less than all of the conversations within the corpus such as 
a representative or random sample of conversations . One or 800 respectively . These processes are illustrated as logical more of the individual conversations may be a conversation flow graphs , each operation of which represents a sequence 20 in which one of the human participants is a customer who of operations that can be implemented in hardware , soft asks one or more questions and the other human participant ware , or a combination thereof . In the context of software , is an agent who answers the one or more questions . Each of the operations represent computer - executable instructions the conversations within the corpus may have participants 

stored on one or more computer - readable storage media that , with the same roles such as customers and agents or the 
when executed by one or more processing units , perform the 25 corpus may include conversations of multiple different types 
recited operations . Generally , computer - executable instruc - with participants having different roles . In some implemen 
tions include routines , programs , objects , components , data tations , the human who is intended to be replaced by the 
structures , and the like that perform particular functions or virtual agent is the human customer service agent . 
implement particular abstract data types . The order in which At 506 , the metric used to score the individual conversa 
the operations are described is not intended to be construed 30 tions is a complexity score that represents a level of com 
as a limitation , and any number of the described operations p lexity in the one or more individual conversations . The 
can be combined in any order and / or in parallel to implement complexity score may be calculated by any of the techniques 
the process . These example processes may be performed on discussed above . 
the conversation analysis system 124 of FIG . 1 . However , it At 508 , the metric used to score the individual conversa 
is to be appreciated that in other implementations the 35 tions is a workflow score that represents a likelihood that at 
operations may be performed at other location ( s ) and / or least a portion of one or more of the individual conversations 
device ( s ) . includes an algorithmic series of communications between 

FIG . 5 shows a process 500 of identifying the difficulty the two humans to accomplish a task . The workflow score 
with which a virtual agent could substitute for a human agent may be calculated by any of the techniques discussed above . 
in individual conversations within a corpus of human - to - 40 At 510 , the one or more metrics for a plurality of the 
human conversations . At 502 , a corpus of human - to human individual conversations are combined to generate a repre 
conversations is accessed . The corpus of conversations may sentative value of the one or more metrics for at least a 
be the conversation records 122 shown in FIG . 1 . In some portion of the corpus . For example , the representative value 
implementations , the corpus of human - to - human conversa for a group of individual conversations may be the mean , 
tions may include over 1 , 000 , over 10 , 000 , or more separate 45 median , mode , or other measure of the individual values of 
conversations . Thus , techniques for automated analysis with the metric for each of the individual conversations . Alter 
moderate or low processing complexity may be advanta - natively , the representative value may be a label that applies 
geous for rapid analysis of datasets of this scale . The to a range of numerical values . For example , the top third of 
conversation records 122 may be accessed by the conver - numerical range may be labeled " high , ” the middle third 
sation analysis system 124 . 50 may be labeled " medium , " and the bottom third may be 

If the original conversation was conducted as a live chat , labeled “ low . ” The representative value of the one or more 
one or more of the individual conversations that is stored in metrics may be displayed visually in a chart format such as 
the corpus of human to human conversations may be stored any of the charts shown in the dashboard GUI 126 . 
as a record of the live text chat . Alternatively , if the The one or more metrics for may take on a range of values 
conversation was conducted verbally such as over the 55 across the multiple individual conversations included in the 
phone , one or more of the individual conversations may be corpus . This range of scores may be clustered into at least 
stored as a text record generated from speech - to - text analy . two groups by any type of clustering , bucketing , grouping , 
sis of the spoken communication . A given corpus of human or similar technique . For example , if a given metric ranges 
to human conversations may include individual conversa from 0 to 10 , the clustering may create two groups of 
tions that are derived from text chats , verbal communication , 60 conversations : a first group with scores from 0 to 5 . 0 and a 
and any other communication techniques . In some imple second group with scores from 5 . 1 to 10 . The group from 0 
mentations , accessing the corpus of human - to - human con - to 5 . 0 may be labeled the " low " group and the group from 
versations may include converting one or more log files into 5 . 1 to 10 may be labeled the “ high ” group . Each of the at 
a different file format . The file format that the log file the least two groups includes a certain number of the individual 
converted into may divide the human - to - human conversa - 65 conversations and the portion or percentage of total conver 
tions into dialogue turns with the individual ones of the sations that is included in the given group may be associated 
dialogue turns assigned to the human that generated the with the group . For example , the “ low ” group mentioned 
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above may include 60 % of the usual conversations out of the browser window of a client device in response to a request 
corpus of human to human conversations , so that group may for the webpage . Alternatively , the preparation may include 
be associated with the 60 % or 6 / 10 proportion . causing a computing device to render all or part of the GUI 

FIG . 6 shows a process 600 for analyzing a record of a on a local display device . The GUI may be the same or 
human - to - human conversation and preparing data derived 5 similar to the dashboard GUI 126 shown in FIG . 2 . 
from that analysis for display . At 602 , a record of a human FIGS . 7A and 7B show a process 700 for identifying 
to - human conversation between a customer and an agent is workflow characteristics of a human - to - human conversa 
obtained . tion . At 702 , a first participant in the human - to - human At 604 , personally identifiable information and financial conversation that is seeking information or assistance from information is replaced with placeholder data that corre - 10 a second participant in the human - to - human conversation is sponds to the type of information replaced . identified . The first participant that is seeking information or At 606 , dialogue turns that comprise customer dialogue 
turns containing communication from customers and agent assistance may be the customer 102 discussed above . The 
dialogue turns containing communications from agents are second participant may , in some implementations , be the 
identified . Thus , portions of the conversations are identified 15 agent 108 discussed above . 
as dialogue turns and the dialogue turns , once identified as At 704 , a series of dialogue turns are identified in the 
such , are further identified as either a customer dialog turn human - to - human conversation . The dialogue turns represent 
or an agent dialog turn . portions of the conversation generated by either the first 

At 608 , a beginning time and an ending time of the participant or the second participant . Just as a conversation 
conversations are identified . 20 alternates between two people , the dialogue turns alternate 
At 610 , a duration of the conversation based on the between the first participant and the second participant . 

beginning time and the ending time is calculated . The At 706 , dialogue turns that contain communication from 
calculations may include calculating a difference between the first participant and dialogue turns that contain contain 
the ending time and the beginning time of the conversation . ing communications from the second participant are distin 

At 612 , a number instances that one or more multiple 25 guished from one another . 
different types of placeholder data was added to the records At 708 , dialogue turns of the second participant that 
are counted . include at least one question are identified . One technique 
At 614 , a complexity score for the conversation is deter for identifying dialogue turns that include at least one mined . The complexity score may be based at least in part question includes identifying dialogue turns that include one on one or more of a number of separate questions contained 30 or more question marks as dialogue turns including a in the first dialogue turn of the customer , a length of a question . Although the second participant may sometimes communication in the first dialogue turn of the customer , a omit question marks , if at least one of the dialogue turns of number of dialogue turns in the conversation , and / or a 

number of dialogue turns of the agent that contain at least the second participant comprises a pre - written response the 
one question . pre - written response is likely to be properly punctuated and 

At 616 . a workflow score for the conversation is deter - may more reliably include a question mark for those sen 
mined based at least in part on content in dialogue turns of tences that are questions . 
the agents . The workflow score may indicate the probability At 710 , the dialogue turns of the second participant may 
that a series of dialogue turns in the conversation are be represented as a series of indicia . Positions in the series 
communications in which the agent engages in multiple 40 include either a first indicia ( e . g . , “ 1 ” ) indicating that the 
dialogue turns in order to accomplish a task for the customer . corresponding dialogue turn includes at least one question or 
The workflow score may include a score based at least in a second indicia ( e . g . , " O " ) indicating that a corresponding 
part a sequence of dialogue turns of the agent , the sequence dialogue turn does not include a question . 
of dialogue turns characterized by the number and order of At 712 , an ordering of the first indicia and the second 
dialogue turns that contain at least one question and the 45 indicia in the series of indicia is compared to one or more 
number and order of dialogue turns that lack questions . predefined sequences of indicia . In some invitations , the 

At 618 , a sentiment score is calculated for the conversa - predefined sequence of indicia may be shorter than the series 
tion . The sentiment score may represent an inference about of indicia . Additionally , the predefined sequence of indicia 
the degree of positive or negative feelings the customer has may be compared to multiple portions of the series of indicia 
for the conversation . A sentiment score may also be calcu - 50 such as , for example , by sliding the predefined sequence of 
lated for the agent or any other participant in the conversa indicia along the series of indicia to identify locations where 
tion . In some implementations , the sentiment score is cal - there is a match . 
culated for at least two points in the conversation and a At 714 , it is determined if there is a match between a 
change in sentiment between the two points in the conver - given predefined sequence of indicia and any possible 
sation is determined . For example , a sentiment score of the 55 alignment with the sequence of indicia . If there are no 
customer may be calculated at the beginning and at the end matches , process 700 proceeds along the “ no ” path and ends . 
of the conversation to determine if the sentiment of the If there are no matches a workflow score of zero may be 
customer changed . assigned to the conversation . When there is at least one 

At 620 , data representing the duration as calculated at match between the one or more predefined sequences of 
610 , the number of instances that one or more of the multiple 60 indicia and at least a portion of the series of indicia , process 
different types of place holder data was added to the records 700 proceeds along the “ yes ” path to 716 . 
as calculated at 612 , the complexity score as determined at At 716 , the human - to - human conversation is character 
614 , the workflow score as determined at 616 and / or the ized as representing a workflow . A workflow is an algorith 
sentiment score as determined at 618 may be prepared for mic series of communications between the first participant 
display on a graphical user interface ( GUI ) . The preparing 65 and the second participant to accomplish a task . For 
may include formatting or processing the data for display in example , the task may be assisting the customer 102 with 
a webpage so that the GUI is ready to be rendered in a transferring money from a checking account to a savings 
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account . Agent 108 may follow a same or similar series of Example Conversation Analysis System 
steps in any conversation related to this type of account FIG . 9 illustrates example components that the conversa 
transfer . tion analysis system 124 may utilize when analyzing one or 
At 718 , a workflow score based at least in part on a more conversations . As illustrated , the system 124 may be 

number of the one or more predefined sequences of indicia 5 5 hosted on one or more servers that include one or more 
that match at least a portion of the series of indicia is processing units 900 , one or more network interfaces 902 , 

and memory 904 . The processing units 900 may be imple 
calculated . The identification of workflow characteristics at mented as any type of processor with any number of cores . 716 may be a qualitative or binary identification that simply Furthermore , while this description and FIG . 1 illustrate 
labels a given conversation as either being a workflow or not the conversation analysis system 124 as group of server 
being a workflow . However , the workflow score may be a computers , the conversation analysis system 124 may com 
continuously variable number that indicates the strength of prise any sort of computing device , such as a desktop 
a likelihood that a given conversation represents a workflow . computer , a mainframe computer , a laptop computer , a tablet 

FIG . 8 shows a process 800 for calculating a complexity computer , a local and non - networked server , a cloud - based 
score of a human - to - human conversation . At 802 , a first 16 presence not assigned to any defined hardware devices , etc . 15 In each instance , the conversation analysis system 124 may participant in the human - to - human conversation that is include various additional components , such as one or more seeking information or assistance from a second participant output devices ( e . g . , displays , speakers , etc . ) , one or more 
in the human - to - human conversation is identified . For input devices ( e . g . , a keyboard , a touchscreen , etc . ) , an 
example , the first participant may be a customer 102 and the operating system , system busses , and the like . 
second participant may be an agent 108 as described above . 20 The one or more network interfaces 902 may provide 
At 804 , a series of dialogue turns in the human - to - human accesses to a network which may represent any type of 

conversation that represent portions of the conversation communication network , including a local - area network , a 
generated by either the first participant or the second par wide - area network , the Internet , a wireless network , a wire 
ticipant are identified . The dialogue turns may alternate less wide - area network ( WWAN ) , a cable television net 
between the first participant and the second participant . 25 work , a telephone network , a cellular communications net 

At 806 , a length of a first dialogue turn of the first work , combinations of the foregoing , and / or the like . Access 
participant is measured . The length of the first dialogue turn to the network may connect the conversation analysis sys 
of the first participant may be measured by a number of tem 124 with the conversation records 122 . Alternatively , all 
words , a number of characters , a length of time , or some or part of the conversation records 122 may be stored in the 

30 memory 904 . other metric . The memory 904 stores modules and data , and may At 808 , a number of separate questions included in the include volatile and / or nonvolatile memory , removable and / first dialogue turn of the first participant are determined . The or non - removable media , and the like , which may be imple number of separate questions included in the first dialogue mented in any method or technology for storage of infor turn of the first participant may be determined by counting 38 ng 35 mation , such as computer - readable instructions , data a number of question marks , by NLP , by other techniques , structures , program modules , or other data . Such memory or by a combination of multiple techniques . includes , but is not limited to , RAM , ROM , EEPROM , flash 
At 810 , a number of dialogue turns of the second partici memory or other memory technology , CD - ROM , digital 

pant that include one or more questions are determined . The versatile disks ( DVD ) or other optical storage , magnetic 
dialogue turns of the second participant that include one or 40 cassettes , magnetic tape , magnetic disk storage , or other 
more questions may be determined based on identification of magnetic storage devices , RAID storage systems , or any 
dialogue turns that include at least one question mark . other medium which can be used to store the desired 

At 812 , a total number of dialogue turns in the conver - information and which can be accessed by a computing 
sation is determined . A complexity score may be calculated device . 
based at least in part on the total number of dialogue turns 45 The memory 904 may store or otherwise have access to a 
in the conversation . A conversation with a higher number dashboard GUI 906 which may be the same as the dashboard 
dialogue turns is interpreted as a more complex conversa GUI 126 shown in FIG . 2 . The memory 904 may include a 
tion . speech - to - text engine 908 , a natural language processing 

At 814 , a linguistic content score of the of dialogue turns engine 910 , and a linguistic content scoring module 912 . In 
of the first participant is determined . The linguistic content 50 various embodiments , the speech - to - text engine 908 may 
score may be based on grammatical accuracy , spelling comprise an acoustic processor , an acoustic model , a lan 
accuracy , or readability . The complexity score may be guage model , a lexicon , and a decoder . Speech recognition 
calculated based on the linguistic content score . systems that have previously been developed to process and 

At 816 , a semantic distance between dialogue turns of the recognize human speech may also be used to output text 
first participant may be determined . The complexity score 55 based on the recognized speech . 
may be based on the semantic distance . The natural language processing ( NLP ) module 910 

At 818 , a complexity score may be calculated from the receives text and attempts to order speech parts within the 
length of the first dialogue turn of the first participant as text into logical words and phrases . The NLP module 910 
measured at 806 , the number of separate questions included may employ one or more language models to aid in this 
in the first dialogue turn of the first participant as measured 60 interpretation . The NLP module 910 may implement known 
at 808 , the number of dialogue turns of the second partici - or new natural language processing techniques to parse a 
pant that include one or more questions as measured 810 , the received query for the purpose of identifying one or more 
total number of dialogue turns in the conversation as deter concepts expressed therein . 
mined at 812 , a linguistic content score for the first partici The linguistic content scoring module 912 may receive 
pant as determined at 814 , and / or the semantic distance 65 text and score the text according to grammatical accuracy , 
between dialogue turns of the first participant as determined spelling accuracy , or readability of the text . Known algo 
at 816 . rithms used by word processing , and other types of software 
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may be applied to determine the characteristics which are access a workflow sequence data store 410 stored in the 
used by linguistic content scoring module 912 to generate a memory 904 or elsewhere to obtain workflow sequences for 
score . comparison to a series of indicia generated from dialogue 

The memory 904 may also include additional modules for turns of the conversation . 
analyzing conversations such as a conversation record stan - 5 
dardization module 914 , a duration calculation module 918 , CONCLUSION 
a complexity scoring module 920 , a sentiment analysis 
module 922 , and a workflow scoring module 924 . Although Although the subject matter has been described in lan 
the conversation analysis system 124 is shown here with guage specific to structural features and / or methodological 
specific modules and features , it is to be understood that any 10 acts , it is to be understood that the subject matter defined in 
of the modules described herein may be omitted and addi - the appended claims is not necessarily limited to the specific 
tional modules may be included within the conversation features or acts described . Rather , the specific features and 
analysis system 124 . acts are disclosed as example forms of implementing the 

The conversation record standardization module 914 may claims . 
convert conversation records from various formats into a 15 What is claimed is : 
standard format that utilizes a schema for representing 1 . A method comprising : 
conversations . The schema includes identifying dialogue accessing one or more log files of a corpus of human - to 
turns in the conversation that are each associated with a human conversations ; 
speaker ( or a " typist ” for text chats ) . Each of the dialogue performing textual analysis on the one or more log files , 
turns may also be associated with a timestamp . The content 20 the textual analysis including identifying carriage 
of the dialogue turns is text that may or may not include returns , tabs , changes in font , and / or changes in text 
formatting . color ; 

The placeholder generation module 916 may identify based at least in part on the textual analysis , converting 
certain keywords , terms , phrases , or concepts in a conver each of the one or more log files into a different file 
sation and replace instances of those keywords etc . with 25 format that indicates dialogue turns and an individual 
placeholders . In some implementations , the placeholders associated with each dialogue turn , each dialogue turn 
may be used to scrub personally identifiable or financial representing input from the respective individual ; 
information from conversation records . For example , an identifying , from the dialogue turns of a first conversation 
actual Social Security number may be replaced by the in the corpus , a particular dialog turn that includes a 
placeholder “ < SSNUMBER > . " However , the use of place - 30 question from a particular individual ; 
holders is not limited to only personally identifiable or representing the dialog turns of the particular individual 
financial information . The placeholder generation module as a series of indicia , positions in the series including 
916 may operate by scanning through text representing the either a first indicia indicating that a corresponding 
utterances of participants in a conversation and comparing dialogue turn includes a question or a second indicia 
the text with a list of keywords etc . that are to be replaced 35 indicating that a corresponding dialog turn does not 
with placeholders . As a further example , the placeholder include a question ; 
generation module 916 may identify any instance of 16 comparing the series of indicia to a predefined sequence 
digits as a credit card number and replace those digits with of indicia ; 
a placeholder for credit card numbers . determining , based at least in part on comparing the series 

The duration calculation module 918 may calculate the 40 of indicia to the predefined sequence of indicia , that the 
duration of a conversation . In some implementations , the first conversation has workflow - like features ; 
duration calculation module 918 may use the timestamps determining , using one or more processing units , a first 
associated with the dialogue turns in a conversation record metric and a second metric for the first conversation in 
to calculate the time difference between the first dialogue the corpus , the first metric for the first conversation 
turn and the last dialogue turn . If the conversation is stored 45 indicating a complexity of the first conversation and the 
as an audio recording , a length of the audio recording may second metric for the first conversation indicating a 
be used as the duration of the conversation . degree to which the first conversation is deemed to 

The complexity scoring module 920 may apply any of the have the workflow - like features , the work - flow like 
techniques discussed above for assigning a complexity score features indicating that at least a portion of the first 
to a conversation . Each of the techniques such as length of 50 conversation comprises an algorithmic series of com 
the initial question , number of separate questions within the munications between two humans to accomplish a task ; 
initial question , and the like may be given respective weights determining a score for the first conversation based at 
and a single complexity score may be based on a weighted least in part on the first metric for the first conversation 
combination of different measures of complexity . The rela and the second metric for the first conversation ; 
tive weighting of different ways to measure complexity may 55 determining , using the one or more processing units , a 
be initially set by a human programmer or system designer . first metric and a second metric for a second conver 

The sentiment analysis module 922 may apply NLP , sation in the corpus , the first metric for the second 
computational linguistics , text analytics , and other tech conversation indicating a complexity of the second 
niques to identify and extract subjective information from conversation and the second metric for the second 
conversations . In some implementations , the sentiment 60 conversation indicating a degree to which the second 
analysis module 922 may measure the polarity of a given conversation is deemed to have workflow - like features ; 
portion of text in a conversation and determine whether the determining a score for the second conversation based at 
expressed opinion is positive , negative , or neutral . least in part on the first metric for the second conver 

The workflow scoring module 924 may use any of the sation and the second metric for the second conversa 
techniques described above to determine workflow charac - 65 tion ; 
teristics for assigning a specific workflow score to all or part combining the score for the first conversation and the 
of a conversation . The workflow scoring module 924 may score for the second conversation to generate a repre 
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sentative value , the representative value being indica determining a first metric and a second metric for the first 
tive of difficulty in creating a virtual agent to replace a conversation in the corpus , the first metric for the first 
human associated with the corpus ; and conversation indicating a complexity of the first con 

displaying , via a graphical user interface , information that versation and the second metric for the first conversa 
is based at least in part on the representative value . 5 tion indicating a degree to which the first conversation 

2 . The method of claim 1 , wherein , the corpus comprises is deemed to have workflow - like features , the work 
over 1 , 000 individual conversations . flow - like features indicating that at least a portion of 

3 . The method of claim 1 , wherein at least one of the first the first conversation comprises an algorithmic series of 
conversation or the second conversation includes a conver communications between two humans to accomplish a sation between a customer who asks one or more questions 10 task ; and a human agent who answers the one or more questions . determining a score for the first conversation based at 4 . The method of claim 3 , further comprising providing a least in part on the first metric for the first conversation suggestion to replace the human agent with the virtual agent . 

and the second metric for the first conversation ; 5 . The method of claim 1 , wherein at least one of the first 
conversation or the second conversation is stored in the 15 de 15 determining a first metric and a second metric for a second 
corpus as a live text chat between two humans . conversation in the corpus , the first metric for the second 

6 . The method of claim 1 , wherein at least one of the first conversation indicating a complexity of the second conver 
conversation or the second conversation is stored in the sation and the second metric for the second conversation 
corpus as a text record generated from speech - to - text analy indicating a degree to which the second conversation is 
sis of spoken communication between two humans . 20 deemed to have workflow - like features ; 

7 . The method of claim 1 , wherein the determining the determining a score for the second conversation based at 
first metric for the first conversation includes determining at least in part on the first metric for the second conver 
least one of : sation and the second metric for the second conversa 

a number of separate questions contained in a dialogue tion ; 
turn of a customer for the first conversation ; combining the score for the first conversation and the 

a length of a communication in the dialogue turn of the score for the second conversation to generate a repre 
customer for the first conversation ; sentative value , the representative value being indica 

a number of dialogue turns in the first conversation ; tive of difficulty in replacing a human associated with 
a number of dialogue turns of an agent for the first the corpus with a virtual agent ; and 

conversation that contain at least one question ; or 3 0 providing , via a graphical user interface , information that 
a semantic distance between dialogue turns for the first is based at least in part on the representative value . 

conversation . 11 . The one or more non - transitory computer - readable 
8 . The method of claim 1 , wherein the determining the storage media of claim 10 , wherein the determining the first 

second metric for the first conversation includes determining metric for the first conversation includes determining a 
at least one of : 35 number of separate questions contained in a dialogue turn of 

a number and order of dialogue turns of an agent for the a customer for the first conversation based on at least one of 
first conversation that contain at least one question ; or a number of question marks in the dialogue turn or natural 

a number and order of dialogue turns of the agent for the language processing . 
first conversation that do not include a question . 12 . The one or more non - transitory computer - readable 

9 . The method of claim 1 , further comprising 40 storage media of claim 10 , wherein the determining the first 
providing , via one or more graphical user interfaces , a metric for the first conversation includes determining a 

first metric indicating a first measure of the corpus of length of a dialogue turn of a customer for the first conver 
human - to - human conversations for which a human sation based on at least one of a number of words of the 
could be replaced with a virtual agent ; and dialogue turn , a number of characters in the dialogue turn , or 

providing , via the one or more graphical user interfaces , 45 a length of time of the dialogue turn . 
a second metric indicating a second measure of the 13 . The one or more non - transitory computer - readable 
corpus of human - to - human conversations for which a storage media of claim 10 , wherein the determining the first 
human could not be replaced with a virtual agent . metric for the first conversation includes determining a 

10 . One or more non - transitory computer - readable stor number of dialogue turns in the first conversation . 
age media , configured to store computer - executable instruc - 50 14 . The one or more non - transitory computer - readable 
tions that , when executed on one or more processors , cause storage media of claim 10 , wherein the determining the first 
the one or more processors to perform acts comprising : metric for the first conversation includes determining a 

obtaining a recording of a spoken communication number of dialogue turns of an agent for the first conver 
between a first individual and a second individual ; sation that contain at least one question . 

performing speaker recognition on the recording to iden - 55 15 . The one or more non - transitory computer - readable 
tify first audio characteristics of the first individual and storage media of claim 10 , wherein the determining the first 
second audio characteristics of the second individual ; metric for the first conversation includes determining a 

identifying , based at least in part on the first audio semantic distance between dialogue turns for the first con 
characteristics , first dialogue turns representing first versation . 
input from the first individual ; 60 16 . The one or more non - transitory computer - readable 

identifying , based at least in part on the second audio storage media of claim 10 , wherein the determining the 
characteristics , second dialog turns representing second second metric for the first conversation includes determining 
input from the second individual ; a number and order of dialogue turns of an agent for the first 

generating one or more log files including indications of conversation that contain at least one question . 
the first dialog turns and the second dialog turns ; 6517 . The one or more non - transitory computer - readable 

storing the one or more log files as a first conversation in storage media of claim 10 , wherein the determining the 
a corpus of human - to - human conversations ; second metric for the first conversation includes determining 
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a number and order of dialogue turns of an agent for the first 21 . The system of claim 18 , wherein the determining the 
conversation that do not include a question . first metric for the first conversation is based at least in part 

18 . A system comprising : on a number of dialogue turns in the first conversation . 
one or more processors ; and 22 . The system of claim 18 , wherein the determining the 
memory storing computer - executable instructions that , 5 first metric for the first conversation is based at least in part 

when executed by one or more processors , cause the on a number of dialogue turns of a participant for the first 
one or more processors to perform acts comprising : conversation that contain at least one question . 
obtaining first data representing a first conversation , the 23 . The system of claim 18 , wherein the determining the 

first data being in a first data format ; first metric for the first conversation is based at least in part 
obtaining second data representing a second conversa - 10 on a semantic distance between dialogue turns for the first 

tion , the second data being in a second data format conversation . 
that is different than the first format ; 24 . The system of claim 18 , wherein the determining the 

converting the first data from the first data format to a second metric for the first conversation is based at least in 
third data format ; part on a number and order of dialogue turns of a participant 

converting the second data from the second data format 15 for the first conversation that contain at least one question . 
to the third data format , wherein the computer 25 . The system of claim 18 , wherein the determining the 
executable instructions are configured to perform second metric for the first conversation is based at least in 
textual analysis on data in the third data format ; part on a number and order of dialogue turns of a participant 

performing textual analysis on the first data of the first for the first conversation that do not include a question . 
conversation and the second data of the second 20 26 . A system comprising : 
conversation ; one or more processors ; and 

based at least in part on the textual analysis , identifying memory storing computer - executable instructions that , 
dialogue turns and an individual associated with each when executed by one or more processors , cause the 
dialogue turn , each dialogue turn representing input one or more processors to perform operations compris 
from the respective individual ; 25 

determining a first metric and a second metric for the performing textual analysis on data of a first conver 
first conversation , the first metric for the first con sation and data of a second conversation ; 
versation indicating a complexity of the first conver based at least in part on the textual analysis , identifying 
sation and the second metric for the first conversa dialogue turns and an individual associated with each 
tion indicating a degree to which the first 30 dialogue turn , each dialogue turn representing input 
conversation is deemed to have workflow - like fea from the respective individual ; 
tures , the workflow - like features indicating that at determining a first metric and a second metric for the 
least a portion of the first conversation comprises an first conversation , the first metric for the first con 
algorithmic series of communications between two versation indicating a complexity of the first conver 
humans to accomplish a task ; 35 sation and the second metric for the first conversa 

determining a score for the first conversation based at tion indicating a degree to which the first 
least in part on the first metric for the first conver conversation is deemed to have workflow - like fea 
sation and the second metric for the first conversa tures , the workflow - like features indicating that at 
tion ; least a portion of the first conversation comprises an 

determining a first metric and a second metric for the 40 algorithmic series of communications between two 
second conversation , the first metric for the second humans to accomplish a task ; 
conversation indicating a complexity of the second determining a score for the first conversation based at 
conversation and the second metric for the second least in part on the first metric for the first conver 
conversation indicating a degree to which the second sation and the second metric for the first conversa 
conversation is deemed to have workflow - like fea - 45 tion ; 
tures ; determining a first metric and a second metric for the 

determining a score for the second conversation based second conversation , the first metric for the second 
at least in part on the first metric for the second conversation indicating a complexity of the second 
conversation and the second metric for the second conversation and the second metric for the second 
conversation ; 50 conversation indicating a degree to which the second 

combining the score for the first conversation and the conversation is deemed to have workflow - like fea 
score for the second conversation to generate a tures ; 
representative value , the representative value being determining a score for the second conversation based 
indicative of difficulty in replacing a human associ at least in part on the first metric for the second 
ated with the first conversation or the second con - 55 conversation and the second metric for the second 
versation with a virtual agent ; and conversation ; 

providing , via a graphical user interface , information combining the score for the first conversation and the 
that is based at least in part on the representative score for the second conversation to generate a 
value . representative value , the representative value being 

19 . The system of claim 18 , wherein the determining the 60 indicative of difficulty in replacing a human with a 
first metric for the first conversation is based at least in part virtual agent ; and 
on a number of separate questions contained in a dialogue providing , via a graphical user interface , information 
turn of a participant for the first conversation . that is based at least in part on the representative 

20 . The system of claim 18 , wherein the determining the value . 
first metric for the first conversation is based at least in part 65 27 . The system of claim 26 , wherein the determining the 
on a length of a dialogue turn of a participant for the first first metric for the first conversation is based on at least one 
conversation . of : 



32 
US 10 , 346 , 542 B2 

31 
a number of separate questions contained in a dialogue the corpus , the first metric for the first conversation 

turn for the first conversation ; indicating a complexity of the first conversation and the 
a length of a communication in the dialogue turn for the second metric for the first conversation indicating a 

first conversation ; degree to which the first conversation is deemed to 
a number of dialogue turns in the first conversation ; 5 have workflow - like features , the work - flow like fea 
a number of dialogue turns for the first conversation that tures indicating that at least a portion of the first 

contain at least one question ; or conversation comprises an algorithmic series of com 
a semantic distance between dialogue turns for the first munications between two humans to accomplish a task ; 

conversation . determining a score for the first conversation based at 28 . The system of claim 26 , wherein the determining the 10 least in part on the first metric for the first conversation second metric for the first conversation includes determining and the second metric for the first conversation ; at least one of : 
a number and order of dialogue turns for the first con determining , using the one or more processing units , a 

versation that contain at least one question ; or first metric and a second metric for a second conver 
sation in the corpus , the first metric for the second a number and order of dialogue turns for the first con - 15 

versation that do not include a question . conversation indicating a complexity of the second 
29 . The system of claim 26 , wherein the operations further conversation and the second metric for the second 

comprise : conversation indicating a degree to which the second 
based at least in part on the representative value , provid conversation is deemed to have workflow - like features ; 

ing a suggestion to replace the human with the virtual 20 determining a score for the second conversation based at 
agent . least in part on the first metric for the second conver 

30 . A method comprising : sation and the second metric for the second conversa 
accessing one or more log files of a corpus of human - to tion ; 
human conversations ; combining the score for the first conversation and the 

performing textual analysis on the one or more log files , 25 score for the second conversation to generate a repre 
the textual analysis including identifying carriage sentative value , the representative value being indica 
returns , tabs , changes in font , and / or changes in text tive of difficulty in creating a virtual agent to replace a 
color ; human associated with the corpus ; and based at least in part on the textual analysis , converting displaying , via a graphical user interface , information that each of the one or more log files into a different file 30 is based at least in part on the representative value ; format that indicates dialogue turns and an individual based at least in part on the representative value , provid associated with each dialogue turn , each dialogue turn 
representing input from the respective individual ; ing a suggestion to replace the human with the virtual 

determining , using one or more processing units , a first agent . 
metric and a second metric for a first conversation in 


