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(7) ABSTRACT

A subsystem logics partitioning and managing apparatus
comprises a recognition unit for recognizing logical and
physical resources that constitute a subsystem a partition
definition table in which the logical and physical resources
in the subsystem are assigned for each user at an interface
level at which a storage configuration can be referenced by
a storage management program an account table in which an
account is set for each user-specific partition defined in the
partition definition table a receiving unit for receiving a user
account transmitted from an information processing unit and
checking the received user account against the account table,
to recognize a partition that corresponds to the user and a
unit for outputting, at a GUI level, logical resources and
physical resources that are contained in the recognized
partition to an output interface as a resource configuration in
the subsystem.
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FIG.4
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FIG.5

INITIAL PARTITION DEFINITION FLOW (WITHOUT POLICY)
START

RECOGNIZE LOGICAL AND PHYSICAL RESOURCES L s500
THAT CONSTITUTE SUBSYSTEM

!

COLLATE THEM AGAINST RECEPTION/ L5501
ACCOUNT TABLE OF USER ACCOUNT

'

RECEIVEINSTRUCTION FORPARTITIONCREATION | <502
( port#, host-G #, LVOL #, POLICY ) FROM USER

'

ASSIGN LOGICAL DEVICEAND ny 8503
DISK UNIT GROUP THAT ARE SPECIFIED BY USER

'

GENERATE LOGICAL UNIT ~ 5504

'

REGISTER RESOURCES IN PARTITION DEFINITION TABLE  (~—$505




Patent Application Publication Jul. 7,2005 Sheet 6 of 9 US 2005/0149677 A1

FIG.6

CONFIGURATION REFERENCING/UPDATING FLOW
(COMMON TO CASES WHERE POLICY IS PROVIDED AND NOT PROVIDED)

START

RECOGNIZE LOGICAL AND PHYSICAL RESOURCES L s600
THAT CONSTITUTE SUBSYSTEM

'

ACCEPT LOGIN FROM USER THAT INVOLVES SPECIFICATION | c501
OF USERID AND PASSWORD

!

COLLATE T AGAINST RECEPTION/
ACCOUNT TABLE OF USER ACCOUNT ~— 5602

R

RECOGNIZE PARTITION THAT CORRESPONDSTOUSER |~ s603

OUTPUT LOGICAL RESOURCES AND PHYSICAL RESOURCES

THAT ARE CONTAINED IN PARTITION L 604

TOOUTPUT INTERFACE AS RESOURCE CONFIGURATION
IN SUBSYSTEM

s605

REQUEST FOR CHANGING CONFIGURATION
RECEIVED ?

ACCEPT CONFIGURATION-CHANGING REQUEST I~ S606

!

REWRITE PARTITION DEFINITION TABLE ~ s607




US 2005/0149677 Al

Patent Application Publication Jul. 7,2005 Sheet 7 of 9

dnoi 903

dnoiy 3
N )
—T——
21907 INJWNOK
NDISSV 3EvaAI0d
m” 10 g2
80 0 g | @3avHS | oy
0
% 00 ge _ efjwou
0 00 al -ouwey
0
2l o | %
10 0 Vi LNIGNIJIANI| BIEMEPD
00 X
5903 | A3d0 | JOA1 | DF0H | Wod | Adnod | sn \|E+
c 7 AN
908 G0S c09 10S 005 \
v0S £0s NOLLYWHO NI
H\ NOLLVHNOIINOD dAS
Ll L ONIOVNYI
INTD INTD N0
ININFOVNYIA || LLNIWIDYNYINL || | LNSNTOYNYIN §S300v
~ 7 7
NO_ H_ ov 10) 7 ov
(NOLLONNA DNINDISSY 30HNOS3H 3SVE AJMOd HLUM) NOLLYHNDIINOD W31SAS



US 2005/0149677 Al

Patent Application Publication Jul. 7,2005 Sheet 8 of 9

NOILLHYd WII1907

dnoinnn3

.vm.v mm# NM:V rwuv ow#
ol 0 |
0| w | a | ™
00°10
l—2 | 2000
l—¢ | 9000 | 00 g efiwou
-z |0 | o0 | a | -owey
1—2 | w000
T Be ] o | v
i— | 1000 | o | v |0
1—1 | 0000 \
9093 | A3 [ 93s0oH | bod s \|EF
\
NOILYWHOINI
H\ NOILYHNSIINOO— dAS
L1 17| ONDYNYW

8014

INIMO IN3MO INGMO
AINIFNIOVNYINY (| |LINSNIOVNVAL | { | LNSWSOYNVIA
7 7 7
ov ov oF

- e e e m e, e m A E e ————————— ===

(NOILONNA DNINDISSY 30HN0STH 3SVE ADMOd LNOHLIM) NOILLYHNOIANOD W3LSAS




FIG.9

Patent Application Publication Jul. 7,2005 Sheet 9 of 9

US 2005/0149677 Al

600
oy

601 602 603
Z / Z
Uesr ID Password
Odawara #01—1001 | p12&5%70
Kamonomiya | #01—1002 j&12%02
Kozu #01—1003 | 12@%$p57




US 2005/0149677 Al

APPARATUS AND METHOD FOR PARTITIONING
AND MANAGING SUBSYSTEM LOGICS

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This is a continuation application of U.S. Ser. No.
10/729,925, filed Dec. 9, 2003. Japanese Patent Application
No. 2003-300363 on which the present application is based
and which was applied on Aug. 25, 2003 is herein incorpo-
rated by reference.

BACKGROUND OF THE INVENTION
[0002] 1. Field of the Invention

[0003] The present invention relates to an apparatus,
method, and program for partitioning and managing logics
which are present in a subsystem, and a recording medium
for recording the program.

[0004] 2. Description of the Related Art

[0005] A storage subsystem is proposed which is expected
to be accessed from a variety of types of computers and
which has a port to which an interface for connecting to a
plurality of computers can be applied, a logical unit (LU)
which can be accessed from the computers via said port, one
or a plurality of storage devices for storing data which is
stored in said logical unit, and a storage control device for
conducting read/write control on the storage devices in order
to realize security for each logical unit while effectively
utilizing system resources in a conventional Logical Unit
Number (LUN) security function. The computers accessing
the logical unit are grouped into groups in such a manner
that the computers can overlap each other. Each of the
groups is assigned one or a plurality of logical units, and a
management table is provided which correlates the assigned
logical units and storage regions of the storage devices in
such a manner that they can overlap each other.

[0006] On the other hand, the increasing storage capacity
of a storage system has prompted large-scale storage con-
solidation. With storage consolidation, in a subsystem, there
exist in a mixed manner a plurality of data belonging to a
plurality of systems/applications. However, a security func-
tion in an aspect of storage management involved in storage
consolidation has not sufficiently been provided by a GUI-
level masking technology or conventional technology that
provides security functions for data access itself.

[0007] That is, according to the conventional GUI-level
masking etc., resources of upper storage management soft-
ware are not partitioned on an interface which is adapted to
instruct an actual storage to change a configuration. This is
a problem. Therefore, such an issue is left unsolved that by
using this interface, the configuration can be changed arbi-
trarily irrespective of a partitioning unit on a GUI etc.

[0008] Further, conventionally, partitioning of resources to
such an extent that the upper storage management software
can recognize (at a logical-volume level) is possible,
whereas partitioning of physical resources that cannot be
recognized by the management software (e.g., at an HDD
level) has been impossible. Furthermore, even in the case of
this partitioning at the logical-volume level, it cannot be
known to which physical resources the logical volumes are
allocated, so that some of the resources, even if partitioned
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as described above, may be common physically in some
cases, which remains as a problem in performance or
security.

[0009] Therefore, in a case where partitioning of logics of
a subsystem in which storage consolidation has been per-
formed is managed according to the conventional method,
there is a possibility that an administrator may mistakenly
perform an operation such as addition/deletion even to a
region of other users, administrators and companies in
relation to processing such as addition/deletion because such
processing can be performed on an LU by configuration
changing functions of an RAID. This may lead to system
panic or user data destruction.

SUMMARY OF THE INVENTION

[0010] Therefore, to accommodate storage consolidation
and allow some of the configuration changing functions of
an RAID for multiple administrators, in view of the above
problems, the storage system and the storage management
software need to have a function to guard against configu-
ration changing of unauthorized area system area from an
administrator other than the system area which is assigned
for the administrator.

[0011] Inview of such a background, the present invention
has been made and it is an object of the present invention to
provide a subsystem logics partitioning and managing appa-
ratus, method, and program for enabling configuration
changing functions of an RAID within a predetermined
limit, and a recording medium for recording the program.

[0012] For this end, a subsystem logics partitioning and
managing apparatus according to one feature of the present
invention comprises:

[0013] means for recognizing logical resources and
physical resources that constitute a subsystem;

[0014] a partition definition table in which logical
and physical resources in said subsystem are
assigned for each user at an interface level at which
a storage configuration can be referenced by a stor-
age management program,

[0015] an account table in which a partition-specific
account is set for each user defined in said partition
definition table;

[0016] means for receiving a user account transmit-
ted from an information processing unit and collating
the received user account to said account table to
thereby recognize a partition corresponding to said
user; and

[0017] means for outputting logical resources and
physical resources that are included in said recog-
nized partition to an output interface as a resource
configuration in said subsystem.

[0018] The subsystem logics partitioning and managing
apparatus comprises means for outputting, at a GUI level,
logical resources and physical resources that are contained
in said partition to an output interface as a resource con-
figuration in said subsystem.

[0019] The subsystem logics partitioning and managing
apparatus comprises means for accepting from the informa-
tion processing unit a request for changing a configuration of



US 2005/0149677 Al

said output logical resources or physical resources and
changing said configuration of said logical resources or said
physical resources in said partition definition table.

[0020] Resources to be assigned for each user in said
partition definition table include a port, a logical unit, a
logical device indicative of a logical storage region assigned
to said logical unit, and a disk unit group having a disk unit
and a parity bit-use disk unit which stores data recovery
information of said disk unit.

[0021] The subsystem logics partitioning and managing
apparatus comprises means for collating a requested speci-
fication of a logical unit accepted from an information
processing unit to an assignment policy for said logical
device and said disk unit group that are defined for each user,
to perform assignment of a logical device and a disk unit
group in accordance with said policy, thereby generating a
logical unit.

[0022] The assignment policy comprises:

[0023] a first policy for selecting said logical device
from a disk unit group to which no other partitions
are assigned and in which no such disk unit group is
present that control on input/output operations to
disk units is conducted via the same adapter, to
generate a logical unit;

[0024] a second policy for selecting said logical
device from a disk unit group to which no other
partitions are assigned, to generate a logical unit; and

[0025] a third policy for selecting said logical device
from a disk unit group to which no other partitions
that correspond to said first and second policies are
assigned, to generate a logical unit.

[0026] Furthermore, resources to be assigned for each user
include a cache.

[0027] According to another feature of the present inven-
tion there is provided a method for partitioning and man-
aging logics in a subsystem which comprises a partition
definition table in which logical resources physical resources
in said subsystem are assigned for each user at an interface
level at which a computer can reference a storage configu-
ration by using a storage management program and an
account table in which a partition-specific account is set for
each user that is defined in said partition definition table,
said method comprising the steps of:

[0028] recognizing said logical and physical
resources that constitute said subsystem;

[0029] receiving an account of a user transmitted
from an information-processing device and collating
the received user account to said account table, to
recognize a partition corresponding to said user; and

[0030] outputting logical and physical resources con-
tained in said recognized partition to an output
interface as a resource configuration in said sub-
system.

[0031] According to a further feature of the present inven-
tion there is provided a subsystem logics partitioning and
managing program for causing a computer capable of uti-
lizing a partition definition table in which logical resources
and physical resources in a subsystem are assigned for each
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user at an interface level at which a storage configuration can
be referenced by using a storage management program and
an account table in which a partition-specific account is set
for each user that is defined in said partition definition table
to perform a method for partitioning managing logics of said
subsystem, said program comprising the steps of:

[0032] recognizing said logical and physical
resources that constitute said subsystem;

[0033] receiving an account of a user transmitted
from an information-processing device and collating
the received user account to against said account
table, to recognize a partition corresponding to said
user; and

[0034] outputting logical and physical resources con-
tained in said recognized partition to an output
interface as a resource configuration in said sub-
system. This program is comprised of codes for
performing said steps.

[0035] According to a still further feature of the present
invention there is provided a computer-readable recording
medium for recording said subsystem logics partitioning and
managing program.

[0036] The other problems and the corresponding solu-
tions disclosed in the present application will be made clear
by description of embodiments of the present invention and
drawings.

[0037] According to the present invention, the configura-
tion changing functions of the RAID can be released within
a predetermined range.

BRIEF DESCRIPTION OF THE DRAWINGS

[0038] Other objects, features and advantages of the
present invention will now become apparent from the
description of the embodiments of the invention in conjunc-
tion with the accompanying drawings.

[0039] FIG. 1 is an illustration for showing a configura-
tion of a storage system according to an embodiment of the
present invention.

[0040] FIG. 2 is an illustration for showing a use case
image according to the present embodiment.

[0041] FIG. 3A is an illustration for showing a relation-
ship among a disk array device, an API, and a GUI according
to a conventional example.

[0042] FIG. 3B is an illustration for showing the relation-
ship among a disk array device, an API, and a GUI according
to the present embodiment.

[0043] FIG. 4 is a flowchart for showing an initial parti-
tion definition flow (with a policy) according to the present
embodiment.

[0044] FIG. 5 is a flowchart for showing the initial par-
tition definition flow (without policy) according to the
present embodiment.

[0045] FIG. 6 is a flowchart for showing a configuration
referencing/updating flow according to the present embodi-
ment.
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[0046] FIG. 7 is an illustration for showing a system
configuration (with a policy base resource assigning func-
tion) and a partition definition table.

[0047] FIG. 8 is an illustration for showing the system
configuration (without policy base resource assigning func-
tion) and the partition definition table.

[0048] FIG. 9 is an illustration for showing one example
of an account table.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

[0049] System Configuration

[0050] FIG. 1 shows a configuration of a storage system
according to the present embodiment. A subsystem 10 and a
host 25 are interconnected via an interface 30 (hereinafter
referred to as fibre channel 30) such as, for example, an
SCSI or a fibre channel. As one example of an information
processing unit, the host 25 is, for example, an open-system
type computer and can be assumed to be a personal com-
puter or workstation in which an open-system type operating
system (OS) operates. The subsystem 10 comprises a plu-
rality of ports 11 for connection with ports of the fibre
channel 30, a channel adapter (CHA) 12 for controlling a
cache and data transfer, a service processor 13 (here referred
to as SVP), a shared memory 14 for storing configuration
information for use in control, a disk adapter (here referred
to as DKA) 15 for controlling input/output operations to be
performed to a storage device 16 such as an HDD, and the
storage device 16.

[0051] Further, as described above, not in a physical
configuration but in a logical configuration, the subsystem
10 comprises the ports 11, a host group 18 (here referred to
as Host Group) assigned to the port 11, a logical unit 19
(hereinafter referred to as LU), a logical device 20 (herein-
after referred to as LDEV), and a disk unit group 21 (here
referred to as ECC Group).

[0052] Tt is to be noted that a storage region of the storage
system which is provided to the LU19 is managed in units
of the LDEV20 (Logical Device). The LDEV20 is a logical
volume includes a part of some disk units that compose a
disk unit group of the disk array. The host 25 specifies
storage regions to be provided by the LDEV20, in units of
said LU19. The LUsl9 are each given a Logical Unit
Number (LUN), which is a unique identifier. At the host 25,
the LUN can be, for example, a drive name or a device file
name.

[0053] Further, said disk unit group 21 is comprised of a
disk unit and a parity bit-use disk unit for storing data
recovery information of this disk unit, which disk unit group
21 itself constitutes the LDEV20.

[0054] A management client 40 performs input/output
operations to this subsystem 10 through a network 35 such
as an LAN and performs management processing. This
management client 40 may be referred to as an input
interface that permits an administrator (hereinafter referred
to as user) of logical/physical resources in the subsystem 10
which are partitioned and managed by a method according
to the present invention to reference a configuration of these
resources or request for changing the configuration. This
management client 40 can have access through the network
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35 to a managing configuration information (partition defi-
nition table) 17 of the service processor 13, and reference
only a configuration region of predetermined resources
defined for the user and change it.

[0055] FIG. 2 is an illustration for showing a use case
image according to the present embodiment. By applying a
subsystem logics partitioning and managing method accord-
ing to the present invention, even in the subsystem 10 in
which a large-scale storage consolidation has been per-
formed, data belonging to a plurality of systems/applications
present in a mixed manner are partitioned for each of said
users so that none of said users can violate a boundary
between partitions.

[0056] That is, in contrast to, for example, a conventional
GUI-level masking technique etc., resources of storage
management software are partitioned on an interface pro-
vided for instructing an actual storage to change a configu-
ration (which interface is supposed to be an application
program interface (API)). Therefore, even if this interface is
utilized to place access from the management client 40 to a
partition 50 in the subsystem 10, no contradiction occurs
between a partitioning unit returned from the service pro-
cessor 13 to this management client 40 and a range within
which the configuration can be changed.

[0057] For example, even if certain access to the partition
50 through the management client 40 is normal, access to
any one of the other partitions 51-53 is not permitted.
Further, GUI display about the other partitions is not output.
Alternatively, even if GUI display is given also about other
partitions, changing etc. of the resource configuration is not
accepted. In this case, a relationship among a display, the
API, and the GUI is such as shown in FIG. 3. Partitioning
processing by the conventional technologies has been real-
ized at a GUI level, to enable viewing or operating even a
configuration of all of the resources at an API level. How-
ever, according to the present invention, the user is permitted
to perform viewing or a variety of operations only to a
resource configuration at the GUI level, so that even a trial
is made to view or change the resource configuration at, for
example, the API level, only a configuration of the resources
assigned to this user is presented from the beginning. That
is, partitioning is established even at the API level.

[0058] A storage manager managing the subsystem 10
integrally assigns the disk unit group 21 (in a logical
configuration) that constitutes a partition for each of said
users from the disk unit group 21 (in a physical configura-
tion) included in the subsystem 10. In this case, the service
processor 13 can perform this processing by applying an
internal hierarchy control function (hereafter referred to as
HIHSM) for moving/rearranging data to an optimal disk
drive in accordance with access properties in the subsystem
in which there are in a mixed manner a plurality of disk
drives having different properties such as performance and
a capacity.

[0059] Further, by applying a function (hereafter referred
to as CVS) for creating a logical unit having an arbitrary
size, a disk capacity can be utilized efficiently. Furthermore,
by applying a function (hereafter referred to as LUSE) for
combining a plurality of standard logical units to create a
mass-capacity LU, it is possible to provide the logical unit
19 having a huge size to the host, thus accommodating a
large-scale application.
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[0060] Tt is to be noted that by further applying a method
according to the present invention to a subsystem to which
conventionally proposed LUN security has been applied, in
addition to a LUN security function for enabling setting an
accessible host for each logical unit, such a function can also
be provided as to correlate resource configuration display
and a configuration changing permission/rejection scope for
each of the users in the subsystem, which is preferable.
Moreover, it is possible also to place access restrictions on
a request for referencing/changing of the resource configu-
ration at an API level, thus further improving the security.

[0061] Description of Processing

[0062] Description will be made of an actual procedure for
performing subsystem logics partitioning and managing
method according to an embodiment of the present inven-
tion. It is to be noted that various operations corresponding
to the subsystem logics partitioning and managing method
described below are realized by a program which is utilized
by the service processor 14, which program is comprised of
codes which are used to perform the various operations
described below.

[0063] FIG. 4 is a flowchart for showing an initial parti-
tion definition flow (with a policy) according to an embodi-
ment of the present embodiment. First, initial partitioning to
be performed in response to a request sent from the user is
described. The service processor 14 is supposed to have
recognized logical and physical resources that constitute the
subsystem 10, beforehand. Information of this configuration
is stored in the managing configuration information 17
(s400). This configuration information 17 provides a defi-
nition table in which the logical resources and the physical
resources in the subsystem are assigned for each of the users
at an interface level at which a storage configuration can be
referenced by the storage management program, that is, an
API level.

[0064] In a partition definition table in FIG. 7 showing a
system configuration (with a policy base resource assigning
function) and the partition definition table, such a data
configuration is provided that using a name of “User” as a
key, IDs of a policy set about this user, and said port 11, host
group 18, LVOL, LDEV20, and disk unit group (ECC) 21
that are assigned are related with columns 500-506 respec-
tively.

[0065] When having received a user account transmitted
as involved in access from an information processing unit
such as said host 25 (s401), said service processor 14
collates the received user account to an account table (FIG.
9) for checking. FIG. 9 shows one example of an account
table 600. The account table 600 has such a data configu-
ration that using said name of “User” as a key, a user ID and
a password are related with columns 601-603. These user ID
and password can be registered only by an upper user
(supervisor).

[0066] The service processor 14 can recognize or identify
the partition 50 that corresponds to this user, based on said
collation. For example, if the user name is “odawara”, a
configuration of accessible resources will be such that ports
“1A” and “2A” correspond to host groups “00” and “00”
respectively, with the LDEVs being “00.00” through
“00.03”, and the disk unit group being “1-1”.

[0067] On the other hand, when having received a parti-
tion creation instruction containing instruction information
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such as a port, a host group, an LVOL, or a policy from the
user (s402), it collates a required specification of the logical
unit 19 accepted from the information processing unit such
as the host 25, with respect to an assignment policy for said
logical device 19 and said disk unit group 21 that are defined
for each of the users. FIG. 7 is an illustration for showing
a system configuration (with a policy base resource assign-
ing function) and a partition definition table. In this case, as
shown in FIG. 7, said assignment policy is supposed to have
been defined for each of the users in the managing configu-
ration information 17.

[0068] Therefore, the managing configuration information
17 in the present embodiment has such a data configuration
that using “User” as a key, the assignment policy, the port,
the host group, the LVOL (virtual unit that corresponds to
the required specification request), the LDEYV, and the disk
unit group are related with the columns 500-506. However,
until the LVOL that corresponds to said use request is
defined, said LDEV and said disk unit groups remain
undefined.

[0069] The service processor 14 recognizes this policy
based on said managing configuration information 17
(s403). If the user is, for example, “odawara”, the relevant
assignment policy is “independent” (written as “indepen-
dent”). This “independent” policy provides a first policy that
gives a provision to the effect that “a logical unit should be
generated by selecting a logical device from a disk unit
group to which no other partitions are assigned and in which
no such disk unit group is present that control on input/
output operations to disk units is conducted via the same
adapter”.

[0070] Further, as an example of the other policies, there
is a second policy, that is, “partially shared” policy (hereafter
referred to as “partial”) that gives a provision to the effect
that “a logical unit should be generated by selecting said
logical device from a disk unit group to which no other
partitions are assigned”.

[0071] Furthermore, there is a third policy, that is, “shared
use” policy (hereafter referred to as “shared”) that gives a
provision to the effect that “a logical unit should be gener-
ated by selecting said logical device from a disk unit group
to which no other partitions corresponding to said first and
second policies are assigned”.

[0072] The service processor 14, which has recognized the
assignment policy as described above, performs assignment
of a logical device and a disk unit group that correspond to
this policy (s404). Based on these selected logical device
and disk unit group, it generates a logical unit (s405). Now
that the logical unit has been thus generated and so the
resource configuration of this user’s partition has been
updated, of course said managing configuration information
17 is also updated. That is, the process registers the
resources in the partition definition table (s406) and ends the
processing.

[0073] FIG. 5 is a flowchart for showing the initial par-
tition definition flow (without policy) according to the
present embodiment. Next, initial partitioning processing in
response to a request from the user in the case of taking into
account no policy is described. The service processor 14 is
supposed to have recognized beforehand the logical and
physical resources that constitute the subsystem 10. Infor-
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mation of this configuration is stored in the managing
configuration information 17 beforehand (s500). This man-
aging configuration information 17 provides a definition
table in which the logical resources and the physical
resources in the subsystem are assigned for each of the users
at an interface level at which the storage configuration can
be referenced by the storage management program, that is,
an API level.

[0074] In a partition definition table in FIG. 8 showing the
system configuration (without policy base resource assign-
ing function) and the partition definition table, such a data
configuration is provided that using a name of “User” as a
key, IDs of said port 11, host group 18, LDEV20, and disk
unit group (ECC) 21 that are assigned to this user are related
to columns 400-404.

[0075] When having received a user account transmitted
as involved in access from an information processing unit
such as said host 25 (s501), said service processor 14
collates the received user account against the account table
(see FIG. 9) the same way as described above.

[0076] The service processor 14 can recognize the parti-
tion 50 that corresponds to this user, based on said collation.
For example, if the user name is “odawara”, a configuration
of accessible resources will be such that ports “1A” and
“2A” correspond to host groups “00” and “00” respectively,
with the LDEVs being “00.00” through “00.03”, and the
disk unit group being “1-1”.

[0077] On the other hand, when having received a parti-
tion creation instruction containing instruction information
such as a port, a host group, or an LVOL from the user
(s502), it collates a required specification of the logical unit
19 accepted from the information processing unit such as the
host 25 against a situation, contained in the managing
configuration information 17, in which said logical device
19 and said disk unit group 21 are assigned to the other
users. As shown in FIG. 8, said managing configuration
information 17 has such a data configuration that using
“User” as a key, the assigned port, host group, LDEV, and
disk unit group are related with the columns 400404.

[0078] Said service processor 14, which has recognized
the resources that can be assigned to said user based on said
managing configuration information 17, assigns a logical
device and a disk unit group (s503). Based on these selected
logical device and disk unit group, it generates a logical unit
(s504). Now that the logical unit has been thus generated and
so the resource configuration of this user’s partition has been
updated, of course said managing configuration information
17 is also updated.

[0079] That is, the process registers the resources in the
partition definition table (s505) and ends the processing.

[0080] Next, resource configuration referencing/updating
to be performed in response to a request from the user is
described. FIG. 6 is a flowchart for showing a configuration
referencing/updating flow according to the present embodi-
ment. The service processor 14 is supposed to have recog-
nized beforehand the logical and physical resources that
constitute the subsystem 10 (s600). Information of this
configuration is stored in the managing configuration infor-
mation 17 as described above.

[0081] The service processor 14 accepts from an informa-
tion processing unit such as said host 25 a user’s login
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request involving a specification of a user ID and a password
and goes through appropriate authentication processing, to
perform login processing (s601). When having received a
user account transmitted as involved in the login (s602), the
service processor 14 collates it against an account table
shown in FIG. 9 as described above.

[0082] The service processor 14 can recognize the parti-
tion 50 that corresponds to this user, based on said collation
(s603). For example, if the user is “odawara”, a configura-
tion of accessible resources will be such that ports “1A” and
“2A” correspond to host groups “00” and “00” respectively,
with the host group being “00”, the LDEVs being “00.00”
through “00.03”, and the disk unit group being “1-1” (see
FIG. 7 or 8).

[0083] The service processor 14 outputs to said host 25 the
logical resources and the physical resources that are con-
tained in said recognized partition 50, as a resource con-
figuration in the subsystem (s604). If, then, no changing
request is sent from the host 25 (NO at s605), the processing
ends. If a changing request is sent from the host 25 (YES at
$605), on the other hand, it is accepted (s606). In this case,
of course, the other partitions or changing requests from the
other partitions are rejected.

[0084] The service processor 14, which has received said
changing request, allows rewriting of the relevant logical
resources or physical resources in said managing configu-
ration information 17. Alternatively, it changes contents of
the table in order to change the configuration in accordance
with contents of the changing request (s607) and ends the
processing.

[0085] It is to be noted that said service processor 14 can
also output at a GUI level to said host 25 the logical
resources and the physical resources that are contained in a
partition 50 assigned for each user, as a resource configu-
ration in the subsystem. It is to be noted that the resource
configuration to be output at the GUI level is supposed to
contain only such resources that a user’s request for con-
figuration changing/viewing can be accepted. Therefore, a
request for changing/viewing about partitions of the other
users or from the other partitions is rejected. Alternatively,
such a configuration may be provided that only viewing is
permitted but configuration changing is not accepted.

[0086] Insaid GUI output, such data may be assumed that
a relationship among said resources is configured in a tree
format. Further, a pattern of the GUI output may be any of
a variety of applicable ones such as a pattern in which only
the partition 50 of said user is displayed and the other
partitions are masked, a pattern in which resources shared in
the configuration, if any, are added to said partition 50 and
displayed, and a pattern in which all the partitions are
displayed but configuration changing of only the partition 50
is accepted.

[0087] Furthermore, displaying/masking of said configu-
ration resources may be subject to output processing based
on a policy in said managing configuration information 17,
in such a manner that if, for example, the policy is “inde-
pendent”, only the configuration resources of the relevant
user are displayed, that if the policy is “shared use”, both the
configuration resources of the relevant user and those of the
other users are displayed, and that if it is “partially shared”,
engagement between the configuration resources of the
relevant user and those shared by him and the other users is
also displayed.
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[0088] As described above, the subsystem logics partition-
ing and managing method according to the present invention
is performed for managing, at an API level, access to a
partition of interest from an information processing unit and
changing of a configuration.

[0089] 1t is thus possible to release (some of) the configu-
ration changing functions of the RAID while keeping secu-
rity, for each of the partitions 50, that is, for each system or
each user of an application. That is, said user can perform
addition/changing of settings of resources within a range of
volumes assigned by a storage manager.

[0090] Such an effect becomes more significant especially
in a situation that storages of a plurality of systems are
present in a mixed manner in one subsystem owing to
storage consolidation, thereby providing a merit of inte-
grated management due to storage consolidation without
deteriorating convenience of each user.

[0091] Therefore, it is possible to provide a subsystem
logics partitioning and managing apparatus, method, and
program for enabling releasing configuration changing func-
tions of the RAID within a predetermined range, and a
recording medium for recording the program.

[0092] Although the present invention has been described
with reference to its embodiments, the present invention is
not limited to them but may be modified variously without
departing from its gist in scope.

1-9. (canceled)
10. A disk array system, comprising:

a port receiving data sent from an information processing
device;

a logical unit provided for said information processing
device and relating to said port;

a RAID (Redundant Array of Independent Disks) group
relating to a plurality of disk drives, said disk drives
storing a plurality of data and a parity data related to
data sent from said information processing device to
said port;

a plurality of logical resources having said port, said
logical unit and said RAID group;

a plurality of physical resources having said disk drives;

a plurality of resource groups each having one or more of
said logical resources and one or more of said physical
resources;

a first resource group of said resource groups being
formed and being assigned to said one or more of said
logical resources and said one or more of said physical
resources; and

a first resource in said first resource group being changed
from a first state of relating between said first resource
and a second resource in said first resource group into
a second state of relating between said first resource
and a third resource in said first resource group for
changing configuration in said first resource group.

11. The disk array system according to claim 10, further

comprising:

a first controller controlling to transfer data received by
said port;
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a second controller controlling to store data to said disk
drives; and

a memory coupled to said first controller and said second
controller and storing information related to said first
resource group, said one or more of said logical
resources and said one or more of said physical
resources.

12. The disk array system according to claim 10, further

comprising:

a managing device having information relating to said
resource groups; and

a management client coupled to said managing device and
displaying information of some resources in said first
resource group and requesting to form said first
resource group.

13. The disk array system according to claim 10, further

comprising:

a managing device having information relating to said
resource groups; and

a management client coupled to said managing device and
displaying information of some resources in said first
resource group and sending a request for forming said
first resource group;

wherein said request is checked to determine whether or
not it should be allowed.
14. The disk array system according to claim 11, further
comprising

a managing device having information relating to said
resource groups; and

a management client coupled to said managing device and
displaying information of some resources in said first
resource group and sending a request for forming said
first resource group;

wherein said request is checked to determine whether or
not it should be allowed.
15. The disk array system according to claim 10, wherein:

said first resource group is formed in accordance with a
request for forming said first resource group; and

said request has information related to said port.
16. The disk array system according to claim 10, further
comprising:

a second resource group of said resource groups being
formed and being assigned to another one or more of
said logical resources and another one or more of said
physical resources;

wherein one or more resources in said first resource group
are of a different kind than all of the resources in said
second resource group.

17. The disk array system according to claim 10, wherein:

said first resource group, in accordance with a request
received, is formed and is assigned to said one or more
of said logical resources; and

said one or more of said physical resources of said first
resource group is selected based on controlling by a
controller in said storage system and is thereby not
assigned to another resource group.
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18. The disk array system according to claim 10, wherein:

said first resource group, in accordance with a request
received, is formed and is assigned said one or more of
said logical resources and said one or more of said
physical resources; and

said one or more of said physical resources is controlled
to be not assigned to another resource group.
19. The disk array system according to claim 10, wherein:

said first resource and said second resource are used to
transfer data sent from said information processing
device to a first storage region in said disk drives in said
first resource group; and

said first resource and said third resource are used to
transfer data sent from said information processing
device to a second storage region in said disk drives in
said first resource group.
20. The disk array system according to claim 10, further
comprising:

a plurality of information processing devices, including
said information processing device, sending data to
said port;

wherein one of said information processing devices is
allowed to access data in a first storage region in said
disk drives in said first resource group and not allowed
to access data in a second storage region in said disk
drives in said first resource group, and

wherein another of said information processing devices is
allowed to access data in said second storage region
and not allowed to access data in said first storage
region.

21. A disk array system, comprising:

a port receiving data sent from a first information pro-
cessing device;

a first controller controlling to transfer data received by
said port;

a memory storing data in accordance with controlling by
said first controller;

a second controller controlling to transfer data stored in
said memory;

a disk drive group storing data transferred by said second
controller and having a plurality of disk drives;

a logical unit being an address to which data is sent from
said information processing device and corresponding
to a storage region in said disk drive group;

a plurality of resource groups each having a plurality of
resources among said port, a part or all of said first
controller, a part or all of said memory, a part or all of
said second controller, said disk drive group, and said
logical unit;

a first resource group of said resource groups, upon
allowance of a request sent from a second information
processing device, being formed in accordance with
said request sent from said second information pro-
cessing device and being assigned to said plurality of
resources; and
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a first resource in said first resource group, said first
resource being changed from a first state of relating
between said first resource and a second resource in
said first resource group into a second state of relating
between said first resource and a third resource in said
first resource group for changing configuration in said
first resource group.

22. A disk array storage system, comprising:

a port receiving data sent from an information processing
device;

a logical unit provided for said information processing
device and relating to a storage region;

a RAID (Redundant Array of Independent Disks) group
relating to a plurality of disk drives, said disk drives
storing a plurality of data and a parity data related to
data sent from said information processing device and
relating to said storage region;

a plurality of logical resources having said port, said
logical unit and said RAID group;

a plurality of physical resources having said disk drives;

a plurality of resource groups each having one or more of
said logical resources and one or more said physical
resources;

a first resource group of said resource groups, in accor-
dance with a request sent from a second information
processing device, being formed and being assigned to
said one or more of said logical resources; and

wherein said first resource group is assigned said one or
more of said physical resources selected based on
controlling by a controller in said storage system.

23. A disk array system, comprising:

a port receiving data from an information processing
device;

a Plurality of logical units being provided for said infor-
mation processing device and relating to a plurality of
storage regions;

a plurality of disk drives having said storage regions;

a plurality of ECC (Error Check and Correct) groups
relating to said disk drives and each of said ECC groups
storing a plurality of data and a parity data related to
data sent from said information processing device;

a first plurality of resources having a plurality of said
ports, said logical units, said disk drives and said ECC
groups;

a second plurality of resources having a plurality of the
type of resources in said first plurality of resources; and

a plurality of resource groups each having said second
plurality of resources;

a first resource group of said resource groups being
generated in accordance with a received request and
being assigned to a first part of said second plurality of
resources; and

another part of said second plurality of resources relating
to said first part of said second plurality of resources
and being selected based on a predetermined policy.
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24. A disk array system, comprising:

a port receiving data sent from an information processing
device;

a logical unit provided for said information processing
device to store data and relating to a storage region;

a plurality of disk drives having said storage region;

a RAID (Redundant Array of Independent Disks) group
relating to said disk drives, said disk drives storing a
plurality of data and a parity data related to data sent
from said information processing device;

a plurality of resource groups each having a plurality of
resources among said port, said logical unit, said disk
drives and said RAID group and each of said resource
groups being mutually partitioned by logical partition;
and

a first resource group of said resource groups, in accor-
dance with a received request, being formed and being
assigned to said plurality of resources;

wherein said first resource group, independently from the
other resource groups of said resource groups, can
changed a relationship between some of said plurality
of resources in said first resource group.

25. A disk array system, comprising:

a port receiving data sent from an information processing
device;

a first controller controlling to transfer data received by
said port;

a memory storing data in accordance with controlling by
said first controller;

a second controller controlling to transfer data stored in
said memory;

a disk drive group storing data transferred by said second
controller and having a plurality of disk drives;

a logical unit being an address to which data is sent from
said information processing device and corresponding
to a storage region in said disk drive group;

a plurality of resource groups each having said port, a part
or all of said first controller, a part or all of said
memory, a part or all of said second controller, said disk
drive group, and said logical unit; and

a first resource group of said resource groups being
generated in accordance with a received request and
being assigned gone or more resources among said
port, a part or all of said first controller, a part or all of
said memory, a part or all of said second controller, said
disk drive group, and said logical unit;

another resource relating to said one or more resources
and being selected among said port, a part or all of said
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first controller, a part or all of said memory, a part or all
of said second controller, said disk drive group, and
said logical unit; and

a first resource in said first resource group, said first
resource being changed from a first state of relating to
a second resource in said first resource group into a
second state of relating to a third resource in said first
resource group for changing configuration in said first
resource group.

26. A disk array system, comprising:

a port receiving data from an information processing
device;

a controller controlling to transfer data received by said
port;

a memory storing information which is used to control;

a plurality of disk drives storing data transferred and
having a plurality of storage regions; and

a plurality of resource groups formed in accordance with
a received request and each resource group being
mutually partitioned by a logical partition and each
resource group having a plurality of said ports, a part of
logical parts corresponding to said controller, a part of
logical parts corresponding to said memory, and said
disk drives;

wherein each of said resource groups can be related to
said information processing device, wherein a first
information processing device related to a first resource
group of said resource groups can not access resources
in a second resource group of said resource groups.
27. A disk system, comprising:

ports receiving data from information processing devices;

a controller controlling to transfer data received by said
ports;

a memory storing data received by said ports;

a plurality of disk drives storing data transferred and
having a plurality of storage regions; and

a plurality of resource groups formed in accordance with
a received request and each resource group being
mutually partitioned by a logical partition and each
resource group having a plurality of said ports, a part of
logical parts corresponding to said controller, a part of
logical parts corresponding to said memory, and said
disk drives;

wherein each of said resource groups can be related to
said information processing device, wherein a first
information processing device related to a first resource
group of said resource groups can not access resources
in a second resource group of said resource groups.
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