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ter (210) configured to generate a scaling factor based on a window gain (Gy) and
a filter length, wherein the window gain (Gy) is based on the input signal (Xy)
and a threshold value (T); a window CFR gain filter (215) configured to generate
a gain correction (Fy) based on the scaling factor and the filter length; a delay

a multiplier (230) contigured to multiply the gain correction (Fi) by the delayed
input signal to obtain a peak correction value; and an adder (235) configured to
determine an output signal (yi) based on the peak correction value and the
delayed input signal.



WO 2016/018501 A1 |IWAIK 00N 00O

Published:
—  with international search report (Art. 21(3))



WO 2016/018501 PCT/US2015/032833

10

15

20

25

30

CREST FACTOR REDUCTION

TECHNICAL FIELD
The present disclosure relates to crest factor reduction (CFR). In

particular, the disclosure relates to window CFR.

BACKGROUND

In some implementations of crest factor reduction (CFR), peak magnitude
in a signal may be determined. Such may be accomplished by oversampling the
signal, identifying signal magnitudes that are larger than two neighboring
magnitudes, and then testing to determine if any of the signal magnitudes
exceeds a predetermined threshold. If the oversampling rate of the signal is low,
then the peak magnitude may not be accurate and may deviate significantly from
the true peak value. As the oversampling rate decreases, there is a
corresponding decrease in the accuracy in the estimate of the peak magnitude.
This reduction in the accuracy of the peak magnitude estimate directly affects
the quality of the CFR method. In some cases, the location of the detected peak
and the complex signal value at the detected peak are required for peak
cancellation crest factor reduction (PCCFR) and window CFR (WCFR). Thus,
accurate peak detection is important for PCCFR and WCFR and other CFR
methods

One method for implementing CFR is the cancellation pulse method.
Although this method is effective, it suffers from the issue that some peaks may
be missed and/or created during execution of the cancellation pulse method. In
particular, in the cancellation pulse method, some peaks may be missed due to a
lack resources for pulse cancelation. Additionally, new peaks may be
undesirably created when cancellation pulses overlap and add constructively. In
some cases, pulse cancellation may be repeated in the cancellation pulse
method some number of times to address these undesirable peaks. However,
each processing stage is comparatively expensive and adds significantly to the
latency in the system that implements the CFR. This, in turn, negatively affects

an efficiency and capacity of a base station that implements the CFR.



WO 2016/018501 PCT/US2015/032833

10

15

20

25

30

SUMMARY

A system for crest factor reduction (CFR) includes a peak detector
configured to receive an input signal (x«); a running maximum filter configured to
generate a scaling factor based on a window gain (Gi) and a filter length,
wherein the window gain (Gy) is based on the input signal (xx) and a threshold
value (T); a window CFR gain filter configured to generate a gain correction (Fy)
based on the scaling factor and the filter length; a delay configured to delay the
input signal (x«) to generate a delayed input signal; a multiplier configured to
multiply the gain correction (Fi) by the delayed input signal to obtain a peak
correction value; and an adder configured to determine an output signal (yx)
based on the peak correction value and the delayed input signal.

Optionally, the running maximum filter may be configured to generate the
scaling factor by determining a maximum gain of the window gain (Gi) over the
filter length.

Optionally, the window CFR gain filter may comprise a Hanning window
filter.

Optionally, the window CFR gain filter may comprise a Blackman window
filter.

Optionally, the filter length may correspond to N samples, where N is an
integer.

Optionally, the window CFR gain filter may be centered at N/2.

Optionally, the gain correction (F¢) may comprise a continuous function.

Optionally, the system may further comprise a peak scaling unit for
providing the window gain (G).

Optionally, the peak detector, the running maximum filter, the window
CFR gain filter, the delay, the multiplier, the adder, or any combination of the
foregoing, may be implemented using at least one field programmable gate array
(FPGA).

Optionally, the peak detector may be configured to determine a
polynomial fit for the input signal (xx), determine a peak location, and determine
a magnitude of signal at the peak location from the polynomial fit.

A method for crest factor reduction (CFR) includes receiving an input
signal (xx) by a peak detector; generating, using a running maximum filter, a

scaling factor based on a window gain (Gix) and a filter length, wherein the
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window gain (Gy) is based on the input signal (xx) and a threshold value (T);
generating, using a window CFR gain filter, a gain correction (Fy) based on the
scaling factor and the filter length; delaying, by a delay, the input signal (xk) to
obtain a delayed input signal; multiplying, using a multiplier, the gain correction
(Fx) by the delayed input signal to obtain a peak correction value; and adding the
peak correction value to the delayed input signal to obtain an output signal (yx).

Optionally, the act of generating the scaling factor may comprise
determining a maximum gain of the window gain (Gi) over the filter length.

Optionally, the window CFR gain filter may comprise a Hanning window
filter or a Blackman window filter.

Optionally, the filter length may correspond to N samples, where N is an
integer.

Optionally, the window CFR gain filter may be centered at N/2.

Optionally, the gain correction (F¢) may comprise a continuous function.

Optionally, the method may further comprise determining, using a peak
scaling unit, the window gain (Gk) based on the input signal (xk) and the
threshold value (T).

A system for crest factor reduction (CFR) includes a peak detector
configured to receive an input signal; a first peak cancellation crest factor
reduction (PCCFR) module coupled to the peak detector; and a window CFR
module coupled to the first PCCFR module. The first PCCFR module is
configured to remove a first set of one or more peaks in the input signal, and the
window CFR module is configured to remove one or more additional peaks in the
input signal after the first PCCFR module has removed the first set of one or
more peaks in the input signal.

Optionally, the system may further comprise a second PCCFR module
configured to remove a second set of one or more peaks in the input signal,
wherein the window CFR module is configured to remove the one or more
additional peaks in the input signal after the first PCCFR module has removed
the first set of one or more peaks in the input signal, and after the second
PCCFR module has removed the second set of one or more peaks in the input
signal.

Optionally, the window CFR module may comprise a running maximum
filter.
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The features, functions, and advantages can be achieved independently
in various cases or may be combined in other cases.
Other and further aspects and features will be evident from reading the

following detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other features, aspects, and advantages of the present
disclosure will become better understood with regard to the following description,
appended claims, and accompanying drawings, in which:

FIGS. 1-1 to 1-3 are graphs that illustrate a peak cancellation crest factor
reduction (PCCFR) process in time domain.

FIG. 2-1 illustrates a system that includes a CFR processor.

FIG. 2-2 illustrates an example of a window CFR processor.

FIG. 2-3 illustrates a method performed by the system of FIG. 2-1 with the
window CFR processor of FIG. 2-2.

FIG. 3 illustrates an example of a running maximum filter.

FIG. 4-1 is a graph illustrating signal values associated with the method of
FIG. 2-3.

FIG. 4-2 illustrates formulas that may be utilized by, or that may govern
the operation of, the system of FIG. 2-1.

FIG. 5-1 illustrates a PCCFR processor.

FIG. 5-2 illustrates another PCCFR processor that includes a plurality of
cancellation pulse generators (CPGs).

FIG. 6-1 illustrates an example of a peak detector.

FIG. 6-2 illustrates an example of an interpolator.

FIGS. 6-3 and 6-4 illustrate a method for peak detection in CFR.

FIG. 7 is a graph showing examples of results achieved using the
disclosed system and method.

FIG. 8 illustrates a system that includes a combination of a window CFR
module and PCCFR modules.

DETAILED DESCRIPTION
Various features are described hereinafter with reference to the figures. It

should be noted that the figures may or may not be drawn to scale and that the
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elements of similar structures or functions are represented by like reference
numerals throughout the figures. It should be noted that the figures are only
intended to facilitate the description of the features. They are not intended as an
exhaustive description of the claimed invention or as a limitation on the scope of
the claimed invention. In addition, an illustrated feature needs not have all the
aspects or advantages shown. An aspect or an advantage described in
conjunction with a particular feature is not necessarily limited to that feature, and
can be practiced in any other features even if not so illustrated or if not so
explicitly described.

The methods and apparatus disclosed herein provide an efficient window
crest factor reduction (CFR), and peak detection in CFR.

The disclosed system includes a peak detector for accurately locating and
measuring peak values in CFR. The peak detector limits the amount of
oversampling by performing a polynomial fit (e.g., a quadratic fit) to the signal
magnitude, and then extracting the peak location. From the quadratic fit, the
peak location may be used to compute the magnitude of the signal at that
location as if the peak had been found with a much higher sampling rate.

In some cases, the disclosed system may utilize window CFR. The
advantage of utilizing window CFR is that it prevents peaks from being missed in
the detection, and also prevents new peaks from occurring at the output. A
disadvantage of using window CFR is that the performance (which may be
measured by metrics such as error vector magnitude (EVM) versus peak-to-
average ratio (PAR) may not be as good as the PCCFR method. However, the
combination of using PCCFR and window CFR provides a good compromise in
terms of complexity and performance. If the PCCFR eliminates most of the
peaks with a good EVM, then the window CFR may be used to “clean up” the
remaining peaks. If there are few remaining peaks, the degradation by using
window CFR compared to using more stages of PCCFR is very small. As such,
in some cases, window CFR may be used as a post processing after one or
more PCCFR stages.

The system and methods also provides peak cancellation that reduces
peaks (e.g., to an average power ratio of a signal) by subtracting spectrally-
shaped pulses from the signal peaks that exceed a specified threshold.

Cancellation pulses (CP) provided by the system and method are designed to
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have a spectrum that matches that of the input signal. Therefore the
cancellation pulses introduce negligible out-of-band interference. In some
cases, the input signal and cancellation pulses are complex, and the peak
search may be carried out on the signal magnitude. Because the signals are
complex, each cancellation pulse may be rotated to match the phase of the
corresponding peak. The peak magnitude of a given cancellation pulse (CP)
may be set equal to the difference between the corresponding signal peak
magnitude and a desired clipping threshold. The disclosed method reduces the
peak signal magnitudes to the threshold value while preserving the signal phase.

FIGS. 1-1 to 1-3 illustrate peak cancellation crest factor reduction
(PCCFR) process in the time domain. In particular, FIG. 1-1 is a graph 100
depicting a section of an input signal with varying magnitudes. The horizontal
axis of the graph 100 represents time, and the vertical axis of the graph 100
represents magnitude of the input signal. A horizontal line 110 is shown in the
graph 100, indicates a clipping threshold. Any peak that exceeds this threshold
is a candidate for peak cancellation. The clipping threshold may be arbitrarily
set, and may have different values in different cases. FIG. 1-2 is a graph 120
illustrating magnitude of a cancellation pulse (located at around time = 700) that
is to be subtracted from the input signal. FIG. 1-3 is a graph 130 illustrating
magnitude of an output signal that is obtained after subtracting the cancellation
pulse in FIG. 1-2 from the input signal in FIG. 1-1. As shown in FIG. 1-3, the
output signal is the same as the input signal except that the peak (located at
around time = 700) in the input signal has been cancelled.

FIG. 2-1 illustrates a system 200 for CFR. In some cases, the system 200
may provide cancellation pulses and PCCFR. The system 200 includes a peak
detector 205, a CFR processor 220 coupled to the peak detector 205, a delay
225, and an adder 235.

The peak detector 205 is configured to receive an input signal (xx) and a
threshold value (T). The threshold value (T) is a predetermined value that
represents a clipping threshold for peak cancellation. For example, the threshold
value (T) is set to be equal to 2.0. However, in other examples, the threshold
value (T) may be higher than 2.0, or less than 2.0. The peak detector 205 is also
configured to identify peaks (Px) based on (e.g., using) the input signal (xx) and

the threshold value (T). In some cases, the peak detector 205 may be
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implemented using any known peak detector. In other cases, the peak detector
205 may be a new peak detector. A new peak detector will be described with
reference to FIG. 6-1.

The delay 225 is configured to receive the input signal (xi), and delay the
input signal (x«) to generate a delayed input signal. The CFR processor 220 is
configured to receive the identified peak(s) (Px) from the peak detector 205, and
the delayed input signal (xi) from the delay 225, and output cancellation pulse(s)
(Zx) based on the identified peak(s) (Px) and the delayed input signal (x).

The delay 225 is also configured to pass the delayed input signal (xi) to
the adder 235. The adder 235 is configured to add the cancellation pulse(s) (Zx)
to the delayed input signal (xi) to thereby subtract unwanted peak(s) from the
input signal (xi) to produce an output signal (yx), which is a gain corrected output
signal. In some cases, the cancellation pulse(s) (Zx) may have a negative value
with respect to the input signal (xk). Thus, when the adder 235 adds the
cancellation pulse (Zy) to the delayed input signal (xk), the cancellation pulse(s)
(Zx) is effectively “subtracted” from the delayed input signal (xx).

In some cases, the CFR processor 220 may be implemented using a
window CFR processor that provides window filtering. FIG. 2-2 illustrates an
example of a window CFR processor 220. The window CFR processor 220 will
be described with reference to the system of FIG. 2-1. However, it should be
understood that the window CFR processor 220 may be used with other systems
in other embodiments. The window CFR processor 220 includes a peak scaling
unit 206, a running maximum filter 210, a window CFR gain filter 215, and a
multiplier 230.

The peak scaling unit 206 is configured to receive identified peaks (Px)
from the peak detector 205, and determine a difference between the peak
magnitudes and a clipping threshold (e.g., by performing a subtraction function)
to output scaled peaks. In some cases, the peak scaling unit 206 may provide
an output that is equal to 1 — 1/sqrt(PW/T?). Also, in some cases, the window
CFR processor 220 may not include the peak scaling unit 206. In such cases,
the peak scaling unit 206 may be incorporated into the peak detector 205 of FIG.
2-1.

The running maximum filter 210 is configured to receive the scaled peaks
from the peak scaling unit 206, and a filter length. The filter length may be set

7
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equal to N samples, where N is an integer. The running maximum filter 210 is
also configured to generate a scaling factor based on (e.g., using) the scaled
peaks and the filter length. In one implementation, the running maximum filter
210 may be configured to generate the scaling factor by determining a maximum
gain of a window gain (Gy) over the filter length (e.g., over N samples). FIG. 3
illustrates an example of a running maximum filter 310, which may be used to
implement the running maximum filter 210 of the window CFR processor of FIG.
2-2. The running maximum filter 310 is configured to operate over the window
filter length of N samples. In some cases, the length N may be a power of two.
In other cases, the length N may be other numbers. As shown in the figure, the
running maximum filter 310 has a number of stages. Each stage may be a
binary maximum stage having the configuration 320 shown in the figure. Such
configuration allows the running maximum filter 210 to generate a scaling factor
more efficiently than a direct approach. In other cases, each stage may have
other configurations. During use, the signal maximum is determined at each
stage, and the running maximum accumulates as each stage passes the running
maximum value to the next stage. For example, if N = 7 and assuming the input
signals (samples) are 3, 3, 4, 2, 5, 7, 1, then the running maximum is 3, 3, 4, 4,
517,7.

Returning to FIG. 2-2, the window CFR gain filter 215 is configured to
receive the scaling factor from the running maximum filter 210 and the filter
length, and generate a gain correction (Fi) based on (e.g., using) the scaling
factor from the running maximum filter 210 and the filter length. In some cases,
a Hanning window filter or a Blackman window filter may be employed to
implement the window CFR gain filter 215. Also, in some cases, the window
CFR gain filter 215 may be centered at N/2, wherein N is the number of samples
that corresponds to the filter length.

The multiplier 230 is configured to receive a delayed input signal (xk) from
the delay 225 of the system 200 of FIG. 2-1. The multiplier 230 is configured to
multiply the gain correction (Fy) from the window CFR gain filter 215 by the
delayed input signal to produce cancellation pulse(s) (z). In some cases, the
cancellation pulse(s) (z«) may be considered a peak correction value.

In some cases, the window CFR processor 220 of FIG. 2-2 may be

implemented using at least one field programmable gate array (FPGA). For
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example, in some cases, a FPGA may be configured to implement the peak
scaling unit 206, the running maximum filter 210, the window CFR gain filter 215,
the multiplier 230, or any combination of the foregoing. In other cases, the
window CFR processor 220 may be implemented using any integrated circuit,
such as a general purpose processor, an ASIC processor, a microprocessor, or
other types of processor. In further cases, the window CFR processor 220 may
be implemented using hardware, software, or a combination of both.

Also, in some cases, the system 200 of FIG. 2-1 may be implemented
using at least one FPGA. For example, in some cases, a FPGA may be
configured to implement the peak detector 205, the CFR processor 215, the
delay 225, and the adder 235. In other cases, the system 200 may be
implemented using any integrated circuit, such as a general purpose processor,
an ASIC processor, a microprocessor, or other types of processor. In further
cases, the system 200 may be implemented using hardware, software, or a
combination of both.

FIG. 2-3 illustrates a method 250 performed by the system 200 of FIG. 2-
1, with the CFR processor 220 of FIG. 2-1 being the window CFR processor 220
of FIG. 2-2. Atitem 255, the method begins. A peak detector detects peak(s)
(Px) based on an input signal (xx) and a threshold value (T) (item 260). In some
cases, item 260 may be performed by the peak detector 205 in the system 200
of FIG. 2-1.

Next, a peak scaling unit receives the detected peak(s) (Px) and output
scaled peak(s) based on the detected peak(s) (item 263). In some cases, item
263 may be performed by the peak scaling unit 206 in the window CFR
processor 220 of FIG. 2-2.

Next, a running maximum filter then generates a scaling factor based on
the scaled peaks and a filter length equal to N samples (item 265). In some
cases, item 265 may be performed by the running maximum filter 210 in the
window CFR processor 220 of FIG. 2-2.

Next, a window CFR gain filter then generates a gain correction (Fy)
based on the scaling factor and the filter length (item 270). In some cases, item
270 may be performed by the window CFR gain filter 215 in the window CFR
processor 220 of FIG. 2-2.
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Next, a delay delays the input signal (xk) to generate a delayed input
signal (item 275). In some cases, item 275 may be performed by the delay 225
in the system 200 of FIG. 2-1.

Next, a multiplier multiplies the gain correction (Fi) by the delayed input
signal to produce cancellation pulse(s) (item 280). In some cases, item 280 may
be performed by the multiplier 230 in the window CFR processor of FIG. 2-2.

Next, an adder then adds the cancellation pulse(s) from the delayed input
signal to produce an output signal (yx) (item 285). In the output signal (yx),
unwanted peak(s) are removed by the cancellation pulse(s). In some cases,
item 285 may be performed by the adder 235 in the system 200 of FIG. 2-1.
Then, the method 250 ends at item 290.

FIG. 4-1 is a graph 400 illustrating an example of an input signal and
examples of various signal values involved in the method 250 of FIG. 2-3. The
signal values may be generated by components of the system 200 of FIG. 2-1,
and/or may be derived from output of the components of the system 200 of FIG.
2-1. In the graph 400, the horizontal axis represents time, and the vertical axis
represents scaled signal strength (e.g., volts). A horizontal line 410 represents a
threshold (T), which dictates the maximum allowable signal. In the illustrated
example, the threshold (T) is 2.0. In other examples, the threshold (T) may be
more than 2.0 or less than 2.0. The graph 400 includes an example of a time
history of an input signal (x«), which may be an example of the input signal (xx)
received by the peak detector 205 in item 260 of the method 250. The graph
400 also shows a window gain (G), which may be determined by the window
CFR gain filter 215 of the window CFR processor 220. In addition, the graph
400 also shows a peak correction, which may be an example of the cancellation
pulse output by the multiplier 230 in item 280 of the method 250. Furthermore,
the graph 400 shows an applied window CFR gain, which is 1 — gain correction
(Fk). Such parameter, when multiplied by the delayed signal (xk), results in the
output signal (yx) because x - x¢ * Fi represents the operation performed by the
multiplier 230 and the adder 235 in the system 200. In the illustrated example,
the amplitude of the gain correction (Fy) is determined based at least in part on
the window gain (Gk), which is applied at the center of the running maximum
filter at N/2. The window gain (Gy) is a smooth function to maintain the gain

corrected window CFR output signal (yx) within a spectral band. The graph 400

10



WO 2016/018501 PCT/US2015/032833

also shows an example of the output signal (yk), which may be an example of the

output signal (yx) output by the adder 235 in item 285 of the method 250. The

resulting difference between the input signal (x) and corrected window CFR

output signal (yk) is the peak correction, which occurs over a time interval due to
5 the gradual application of the window gain (G).

FIG. 4-2 illustrates formulas that may be utilized by, or that may govern
the operation of, the system 200 of FIG. 1-2. In the formulas, (A) represents the
peak signal, or the squared value of the signal at the peak, (T) represents the
target threshold, and (W) represents the window filter provided by the

10 combination of the running maximum filter 210 and the window CFR gain filter
215. As shown in the figure, the squared magnitude of the peak amplitude is
scaled by the threshold (T) and, from these values, the gain (G) at the peak is
computed. After the threshold scaling, all other processing by the window CFR
processor 220 does not require knowledge of the threshold (T).

15 Various techniques may be employed to implement the window filter W.
In some cases, the window length for the window filter W may be on the order of
256 samples. In other cases, the window length for the window filter W may
have other lengths. In some cases, a Hanning window may be used to

implement the window filter W. For example, the Hanning window may be:

20
o _l+cosQzn/(N-D) N_ _N
! 2 2 2
In some cases, the Hanning window may be expressed as two factors:
w =wl *w2
where
1 —-N/4<n<N/4
Lo {O otherwise
25 W :{cos(27rn/(N—1)) ~N/4<n<N/4
’ 0 otherwise

In some cases, the W4 factor may be implemented with a single stage

CIC filter to obtain a box car response. The W, factor may be implemented
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using a normal shift register and multiplier array. In other cases, the W, factor
may be implemented using CIC filters or other filters that resembles CIC filters.

Also, in some cases, for a Hanning window having length N, the W, factor
may have a length of N/2. The total length of the W factor may also be N/2 and
a close approximation may be determined as:

W, =U, *U,*U, /(N +1)/3)

Where
1 0<k<(N+1)/3-1
U, (k)= .
0 otherwise
1 0<k<(N+1D/6-1
U,(k)= .
0 otherwise
U,(k)=[1 1]

Length W, =(N +1)/2

The Uj term is used to force the length of the Hanning filter to be odd so
that the filter peak can be aligned with the signal peak exactly.

In some cases, for the operation of the window CFR processor 220, a
selection of lengths U4, U, that are different by factors of two is sufficient for the
size resolution needed. To simplify the implementation of the window CFR
processor 220, it may be advantageous if the lengths of the U4, U, filters are
powers of two, and the overall length N is odd. In some cases, the filter length N
may be determined as:

N =3e2" -1

In this case the lengths of U4 and U, are both powers of two, and the gain
(N+1)/3 is also a power of two. The Wy and W5 factors length are three times a
power of two. In other cases, the filter length N may be determined based on
other equations and/or considerations. Also, in other cases, the lengths of the
U4, U, filters may be powers of other numbers that are different from two.

In some cases, the above filtering technique may be adjusted to address
overlapping peaks. The above algorithm works well when the peaks are

isolated. However if peaks overlap, then the gain correction may be

12



WO 2016/018501 PCT/US2015/032833

10

15

20

25

superimposed on the correction gain. This may result in a reduction in the
performance of the window CFR processor 220. A modification of the algorithm
may be employed where the over cancellation is eliminated. From the
factorization of the filter, it is noted that when the peaks do not overlap, a running
maximum filter of the gains computed at the peaks may replace the W filtering
step. When the peaks overlap, the smaller peaks are shadowed by the running
maximum, effectively eliminating them from consideration and therefore
eliminates the over cancellation issue. In some cases, the modified algorithm

may be as follows:

g, =1-1/NA4/T?

M, y={meGy:m=zaVaecG,}
Gy =1{g, : k- N|< M}

Fe=M *W, =M, *U,*U,*U,
V=X, —F *x,

where g is the gain, and A is the peak value or a square of the peak
value. Based on the above equations, the running maximum may be computed
nearly as efficiently as a box car impulse response, but solves the overlapping
peak issue.

In some cases, cancellation pulse zx may be achieved using a PCCFR
processor instead of a window CFR processor. FIG. 5-1 illustrates an example
of a PCCFR processor 220. The PCCFR processor 220 may be an example of
the CFR processor 220 in the system 200 of FIG. 2-1. The PCCFR processor
220 includes a peak cancellation (PC) scaling unit 206 and a filter 207 (e.g., a
digital filter) coupled to the peak scaling unit 206. The PCCFR processor 220 is
coupled to a peak detector (such as the peak detector 205 of FIG. 2-1), and is
configured to receive input, such as peak information, from the peak detector.
The peak scaling unit 206 is configured to scale the input from the peak detector
and generate a scaled output / peak (which may be considered a gain). In some
cases, the PCCFR processor 220 may not include the peak scaling unit 206. In
such cases, the peak scaling unit 206 may be incorporated into the peak
detector 205 of FIG. 2-1. The filter 207 is configured to receive the scaled

output, and generate cancellation pulses z based on the scaled output and a
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cancellation pulse (CP) template. The CP template is a template that defines a
standard cancellation pulse. In some cases, the cancellation pulse may be
stored in a table (memory). When a peak is found, an index is set to the
beginning of the table. Each table output representing a point on the
cancellation pulse may then be scaled by the gain computed. For each
subsequent sample time, the table index may be incremented and scaled by the
same constant. After the entire table is read, the index may be reset. In some
cases the peak detector for providing input to the PCCFR processor 220 may be
any known peak detector. In other cases, the peak detector may be any of the
peak detectors described herein.

In some cases, a PCCFR processor may be implemented using
cancellation pulse generators (CPGs). FIG. 5-2 illustrates an example of
another PCCFR processor 220 that includes a plurality of cancellation pulse
generators (CPGs). The PCCFR processor 220 may be an example of the CFR
processor 220 in the system 200 of FIG. 2-1. The PCCFR processor 220
includes a peak scaling unit 206, a CPG allocator 802 coupled to the peak
scaling unit 206, and a plurality of CPGs 804 coupled to receive input from the
CPG allocator 802. The PCCFR processor 220 also includes multipliers 806
coupled to respective CPGs 804, and an adder 808 coupled to receive input
from the multipliers 806.

The allocator 802 is configured to control the assignment of CPG
resources to perform the task of canceling incoming peaks. During start-up, all
CPGs 804 are available. When the first peak arrives, the allocator 802 assigns
the first CPG 804 to cancel it, and then tags that CPG 804 as being allocated.
When allocated, a CPG 804 becomes unavailable for the length of the
cancellation pulse (in samples). When subsequent peaks arrive, the allocator
802 steps through the status of each CPG 804 and assigns the first one
available. In some cases, peaks that arrive when all CPGs 804 are currently
busy do not get cancelled and will be picked up by a subsequent iteration of the
algorithm. Such may happen when the input signal exhibits a high density of
over-threshold peaks in clusters.

During use, the PCCFR processor 220 receives input from a peak
detector (such as the peak detector 205). The input from the peak detector may

be peak information, such as a peak location indicator, peak magnitude, phase

14



WO 2016/018501 PCT/US2015/032833

10

15

20

25

30

information for the peak(s), or any combination of the foregoing. In some cases,
the peak scaling unit 206 may be configured to determine a difference between
the peak magnitudes and the clipping threshold (e.g., by performing a
subtraction function). The magnitude difference may be combined with the
phase information to produce a complex weighting for scaling cancellation pulse.

As shown in FIG. 2-5, the PC scaling unit 206 provides a scaling factor to
the multiplier 806 that corresponds to the first CPG 804. The multiplier 806 also
receives input from the first CPG 804, and multiplies the input from the first CPG
804 with the scaling factor to generate a first multiplier output. The first multiplier
output is input to the adder 808. Similar operations are performed by additional
CPG(s) 804 and corresponding multiplier(s) 806, and output from the
multiplier(s) 806 is input to the adder 808. In some cases, each multiplier 806 is
configured to scale the cancellation pulse to match the peak found. The
cancellation pulse stored in the CPG 804 is scaled to 1 so that the peak
amplitude required by the CPG to cancel the peak can be directly applied to the
CPG output. In some cases, the PCCFR processor 220 may not include the
peak scaling unit 206. In such cases, the peak scaling unit 206 may be
incorporated into the peak detector 205 of FIG. 2-1.

The adder 808 adds the multiplier outputs from the CPGs 804 to obtain
cancellation pulse(s) z«. In particular, the outputs from the CPGs 804 are
summed for the completed cancellation waveform to be applied to the input
signal in order to cancel the peak(s).

In some cases, the CPGs 804 may be configured to generate cancellation

pulses independently followed by scaling and subtraction from the incoming data

samples. Each CPG 804 applies a separate cancellation pulse %= to the
incoming signal. In some cases, the CPGs 804 may be configured to process

incoming samples independently based on the following equations:

Yn = Xn — AN, Cn-N,
ANy = (|xN0| — T)ejQ)NO’@No = < Xn,

where Xxis input and Sais output due to peak cancellation by one CPG
804. The peak to be cancelled is assumed to be at n=Ng. As shown in the above
equations, the output due to peak cancellation may be obtained by subtracting a
15
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scaled cancellation pulse from the input, wherein ¢ is the cancellation pulse, and
a is the scaling factor. a is a function of the threshold T and the @ is the phase of
Xn. In other cases, the CPGs 804 may be configured to process incoming

samples based on the following equations:

I e (G L
2 2
1/ [ g /7] >1

G - Xproi | T

0 Otherwise

where, ¥sis input and Fuis output due to peak cancellation by one CPG
804. The peak to be cancelled is assumed to be at n=Ng, and X o i$ @
fractional peak with quadratic interpolation. As shown in the above equations,
10 the output due to peak cancellation is obtained by subtracting a scaled
cancellation pulse from the input, wherein c is the cancellation pulse, and G*x is

the scaling factor. Note that G is a function of the desired threshold T.

In some cases, the number of CPGs 804 corresponds to a number of
consecutive peaks that may be canceled on an incoming sample. Thus, with
15 eight CPGs 804 for example, a maximum of eight consecutive peaks may be
cancelled on incoming samples. These operations may be made iterative. For
example, in some cases, another set of four, or other numbers of, CPGs 804
may be employed on the samples coming out of the first set of CPGs 804. In
some cases, the PCCFR processor 220 may provide a maximum of eight
20 iterations, and each iteration may have a maximum of twelve CPGs 804. In
other cases, the number of iterations may be less than eight, or more than eight.
Also, in other cases, the maximum number of CPGs 804 in each iteration may
be less than twelve, or more than twelve.
As discussed, the system 200 of FIG. 2-1 includes a peak detector 205,
25 which may be implemented using any known peak detector. In other cases, the
peak detector 205 may be a new peak detector as illustrated in FIG. 6-1. The
peak detector 205 of FIG. 6-1 may be the peak detector 205 for the system 200
of FIG. 2-1. However, it should be noted that the peak detector 205 of FIG. 6-1
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is not limited to being used in the field of CFR, and may be used in other
technological areas.

As shown in FIG. 6-1, the peak detector 205 includes an interpolator 602,
a magnitude squared unit 608, a first delay 612, a peak identification (ID) unit
616, a first multiplexer 620, a first differential filter 624, a fractional locater 628, a
first fractional interpolator 632, a first multiplier 638, a gain generator 642, a
second delay 646, a second multiplexer 650, a second differential filter 654, a
second fractional interpolator 658, and a second multiplier 662.

The interpolator 602 is configured to receive an input signal (xk), and
interpolate the input signal (xk) to produce at least one interpolated signal 604.
In some cases, the interpolator may be a x4 interpolator. In other cases, the
interpolator may be other types of interpolator. FIG. 6-2 illustrates an example of
a x4 interpolator configured to provide two stages of interpolation by using a first
half band filter in the first stage, followed by a second half band filter and a third
half band filter in the second stage. The first half band filter (HBF1) provides six
unique coefficients, and each of the second and third half band filters (HBF2)
provides three unique coefficients.

The magnitude squared unit 608 is configured to receive the interpolated
signals 604, and generate magnitude squared signals 610 based on the
interpolated signals 604 by taking their magnitude and squaring them.

The first delay 612 is configured to receive the magnitude squared signals
610, and delay the magnitude squared signals 610 to produce delayed
magnitude squared signals 614.

The peak ID unit 616 is configured to receive the delayed magnitude
squared signals 614, and determine an identifier 618 of a peak location for the
magnitude squared signals 614 based on the delayed magnitude squared
signals 614. The identifier 618 of the peak location is passed to the fractional
locater 628. In some cases, the peak ID unit 616 may be configured to examine
a time series of the magnitudes of a signal. If the current magnitude is larger
than the magnitude of the samples on either side, the current time location is
then flagged as a peak. The identified time location may be considered an
example of the identifier 618 of peak location. In some cases, delay from the
delay 612 is provided so that the peak ID unit 616 receives multiple data points

of the input signal sequentially. For example, the peak ID unit 616 may receive
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seven data points from an input signal. The peak ID unit 626 examines the
seven data points and determines if a peak exist and outputs the peak index if
one is found. This peak index may be used to select the found peak value and

the neighbor on either side. For example, if the input signal is:

Time index magnitude of sample
0 0
1 1
2 2
3 3
4 2
5 1
6 0

Then sample number 3 (with value 3 in the above example) is larger than
sample 2 (having value 2) and sample 4 (having value 2). Accordingly, a peak is
located at time 3 with a magnitude of 3. Following the above example, the
subsequent processing looks at the magnitudes and finds the fractional offset
relative to time 3 if the signal is interpolated. In other embodiments, the peak ID
unit 616 may be configured to determine an identifier 618 of a peak location
based on other parameters that are different from a delayed magnitude squared
signals. For example, in other cases, the peak ID unit 616 may be configured to
use any function that is monotonic with magnitude to determine the identifier 618
of a peak location. For example, in some cases, the magnitude of a complex
value ( sqrt(x*x+y*y) where x and y are the real and imaginary components of
the complex value) may be used by the peak ID unit 616 to determine the
identifier 618 of the peak location.

The first multiplexer 620 is configured to receive the delayed magnitude
squared signals 614, and process the delayed magnitude squared signals 614 to
produce first multiple output signals 622. The first multiple output signals 622
have a reduced number of data compared to the delayed magnitude squared
signals 614. In some cases, the first multiplexer 620 is configured to select the
largest sample magnitude found and the sample magnitude of the sample
adjacent (e.g., before and after) the identified peak. Thus, in some cases, the
first multiple output signals 622 may include peak magnitude and adjacent
magnitudes. For examples, the first multiple output signals 622 may include a
peak magnitude and two or more adjacent magnitudes, depending on the order

of the interpolation desired. If three adjacent magnitudes on each side of a peak
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are desired, then the first multiple output signals 622 will include seven data
(peak magnitude and three adjacent magnitudes on each side of the peak). If
one adjacent magnitude on each side of a peak is desired, then the first multiple
output signals 622 will include three data (peak magnitude and one adjacent
magnitude on each side of the peak).

The differential filter 624 is configured to receive the first multiple output
signals 622 from the multiplexer 620, and fit a polynomial for the first multiple
output signals 622 (which has data points representing the peak magnitude and
adjacent magnitudes next to the peak). In particular, once a peak is identified
and isolated, an interpolation is performed to fit the location and magnitude at
the peak. The interpolation may be a quadratic interpolation, or other order of
interpolation. The samples are fitted with a quadratic polynomial (or polynomial
having other order) using the differential filter 624. In some cases, the
differential filter 624 produces coefficients 626 for a first polynomial that is used
to fit the first multiple output signals 622.

The fractional locater 628 is configured to receive the coefficients 626 for
the first polynomial from the first differential filter 624 and the identifier 618 of the
peak location from the peak ID unit 616, and determine a fractional location 664
of the peak based on (e.g., using) the coefficients 626 for the first polynomial and
the identifier 618 of the peak location. In some cases, the peak fractional
location 664 may be determined based on coefficients of the quadratic
polynomial y(t) = a + b*t + ¢c*t*2. In such cases, the peak fractional location 664
may be computed by differentiating and finding the root at —b/c/2.

The first fractional interpolator 632 is configured to receive the fractional
location 664 of the peak and the coefficients 626 for the first polynomial (passed
on by the fractional locater 628), and determine a peak amplitude 634 of the first
polynomial based on (e.g., using) the fractional location 664 of the peak and the
coefficients 626 for the first polynomial. In some cases, the peak amplitude 534
may be determined by evaluating the equation a+1.5*b*f, where a and b are
coefficients of the polynomial y(t) = a + b*t + ¢c*t*2, and f is the fractional location
664.

The operations performed by the first differential filter 624, the fractional
locater 628, and the fractional interpolator 632 allows the peak detector to

determine a polynomial fit for the input signal (xx), determine a peak location
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from the polynomial, and determine a magnitude of signal at the peak location
from the polynomial fit.

The first multiplier 638 is configured to receive the peak amplitude 634 of
the first polynomial and a scaling factor 636, and multiply the peak amplitude 634
of the first polynomial with the scaling factor 636 to produce a scaled peak
amplitude 640 of the first polynomial. In some cases, the scaling factor 636 may
be 1 divided by the threshold squared (e.g., 1/T?). In other cases, the scaling
factor 636 may be other values.

The gain generator 642 is configured to receive the scaled peak
amplitude 640 of the first polynomial, and generate a window gain (Gi) 644
based on (e.g., using) the scaled peak amplitude 640 of the first polynomial. In
some cases, the window gain 644 may be determined to be 1-1/sqgrt(A), where A
is the scaled peak amplitude 640 or a square of the scaled peak amplitude 640.
In other cases, the window gain 644 may be determined to be 1-1/sqrt (A/T?).
Also, n other cases, the window gain 644 may be determined based on other
equations. Also, in some cases, the gain generator 642 may be configured to
pass the window gain (Gy) 644 to the running maximum filter 210 in the system
200 of FIG. 2-1.

As shown in FIG. 6-1, the second delay 646 is configured to receive the
interpolated signals 604 from the interpolator 602, and delay the interpolated
signals 604 to produce delayed interpolated signals 648.

The second multiplexer 650 is configured to receive the delayed
interpolated signals 648, and process the delayed interpolated signals 648 to
produce second multiple output signals 652. In some cases, the second
multiplexer 650 is configured to select data from the delayed interpolated signals
648 that temporally corresponds to that selected by the multiplexer 620. The
second multiple output signals 652 have a reduced number of data compared to
the delayed interpolated signals 648.

The second differential filter 654 is configured to receive the second
multiple output signals 652, and process the second multiple output signals 652
to produce coefficients 656 for a second polynomial. The operation performed
by the second differential filter 654 is similar to that described with reference to
the first differential filter 624. It should be noted that the first polynomial and the

second polynomial are different, and the coefficients 626, 656 are also different.
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This is because the top branch of the peak detector 205 in FIG. 6-1 operates on
magnitude, while the lower branch is for computing complex value at the peak.
Accordingly, the coefficients 652 for the top branch are real numbers, while
coefficients 656 for the lower branch are complex numbers. Also, in some
cases, the first polynomial and/or the second polynomial may be a quadratic
polynomial. In other cases, the first polynomial and/or the second polynomial
may be other orders of polynomial.

The second fractional interpolator 658 is configured to receive the
fractional location 664 from the fractional locater 628 and the coefficients 656 for
the second polynomial, and generate output 660 based on (e.g., using) the
fractional location 664 and the coefficients 656 for the second polynomial. In
some cases, the output 660 may be determined by evaluating the equation
atb*f+c*f*2, where a, b, and c are coefficients of the polynomial y(t) = a + b*t +
c*t"2, and f is the fractional location 664.

The second multiplier 662 is configured to receive the signal 660 and the
window gain (Gk) 644, and multiply the signal 660 and the window gain (Gk) 644
to produce a crest peak gain (CPG).

In some cases, the peak detector 205 may be implemented using at least
one FPGA. For example, in some cases, a FPGA may be configured to
implement the interpolator 602, the magnitude squared unit 608, the first delay
612, the peak ID unit 616, the first multiplexer 620, the first differential filter 624,
the fractional locater 628, the first fractional interpolator 632, the first multiplier
638, the gain generator 642, the second delay 646, the second multiplexer 650,
the second differential filter 654, the second fractional interpolator 658, the
second multiplier 662, or any combination of the foregoing. In other cases, the
peak detector 205 may be implemented using any integrated circuit, such as a
general purpose processor, an ASIC processor, a microprocessor, or other types
of processor. In further cases, the peak detector 205 may be implemented using
hardware, software, or a combination of both.

It should be noted that the peak detector 205 in FIG. 6-1 may be used for
PCCFR. In such cases, the peak detector 205 may only need to output the
fractional location 664 of the peak and the CPG. In other cases, if window CFR
is used, then the bottom branch (i.e., the second delay 646, the second

multiplexer 650, the second differential filter 654, the second fractional
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interpolator 658, and the second multiplier 662) of the peak detector 205 is
optional and may not be needed. In such cases, the peak detector 205 may only
need to output the factional location 664 of the peak and the window gain 644.

Also, it should be noted that the peak detector 205 shown in FIG. 6-1
includes a peak scaling unit. In particular, the multiplier 638 and the gain
generator 642 may constitute the peak scaling unit 206 for the window CFR
processor 220 of FIG. 2-1. In such cases, the window CFR processor 220 may
not include the peak scaling unit 206. In other cases, the multiplier 638 and the
gain generator 642 may be incorporated into the window CFR processor 220 of
FIG. 2-1 as the peak scaling unit 206. Also, in the case in which the peak
detector 205 is used with the PCCFR processor of FIG. 5-1 or 5-2, the multiplier
638, the gain generator 642, and the multiplier 662 may constitute the peak
scaling unit 206 for the PCCFR processor 220 of FIG. 5-1 or 5-2. In such cases,
the PCCFR processor 220 of FIG. 5-1 or 5-2 may not include the peak scaling
unit 206. In other cases, the multiplier 638, the gain generator 642, and the
multiplier 638 may be incorporated into the PCCFR processor 220 of FIG. 5-1 or
5-2 as the peak scaling unit 206.

FIGS. 6-3 and 6-4 illustrate a method 670 that may be performed by the
peak detector 205 of FIG. 6-1. In other cases, the method 670 may be
performed by other peak detectors. Atitem 671, the method begins.

An interpolator interpolates an input signal (xx) to produce at least one
interpolated signal (item 672). In some cases, item 672 may be performed by
the interpolator 602 in the peak detector 205.

Next, a magnitude squared unit generates at least one magnitude
squared signal based on at least one interpolated signal (item 673). In some
cases, item 673 may be performed by the magnitude squared unit 608 in the
peak detector 205.

Next, a first delay then delays at least one magnitude squared signal to
produce at least one delayed magnitude squared signal (item 674). In some
cases, item 674 may be performed by the first delay 612 in the peak detector
205.

In addition, a peak ID unit determines an identifier of a peak location for at
least one delayed magnitude squared signal (item 676). In some cases, item
676 may be performed by the peak ID unit 616 in the peak detector 205.

22



WO 2016/018501 PCT/US2015/032833

10

15

20

25

30

A first multiplexer then receives at least one delayed magnitude squared
signal to produce multiple output signals based on the at least one delayed
magnitude squared signal (item 678). In some cases, item 678 may be
performed by the first multiplexer 620 in the peak detector 205.

Next, a first differential filter receives the output signals from the
multiplexer to determine coefficients for a first polynomial (item 680). In some
cases, item 680 may be performed by the first differential filter 624 in the peak
detector 205.

A fractional locater then determines a fractional location of the peak
based on the coefficients for the first polynomial and the identifier of the peak
location (item 682). In some cases, item 682 may be performed by the fractional
locater 628 in the peak detector 205.

A first fractional interpolator then determines a peak amplitude of the first
polynomial based on the fractional location of the peak and the coefficients for
the first polynomial (item 684). In some cases, item 684 may be performed by
the first fractional interpolator 632 in the peak detector 205.

A first multiplier multiplies the peak amplitude of the first polynomial with a
scaling factor to produce a scaled peak amplitude of the first polynomial (item
686). In some cases, item 686 may be performed by the first multiplier 638 in
the peak detector 205.

Then, a gain generator generates a window gain (Gix) based on the scaled
peak amplitude of the first polynomial (item 688). In some cases, item 688 may
be performed by the gain generator 642 in the peak detector 205.

A second delay delays at least one interpolated signal to produce at least
one delayed interpolated signal (item 690). In some cases, item 690 may be
performed by the second delay 646 in the peak detector 205.

Next, a second multiplexer processes at least one delayed interpolated
signal to produce multiple output signals (item 692). In some cases, item 692
may be performed by the second multiplexer 650 in the peak detector 205.

Next, a second differential filter processes the output signals from the
second multiplexer 650 to produce coefficients for a second polynomial (item
694). In some cases, item 694 may be performed by the second differential filter
654 in the peak detector 205.
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Next, a second fractional interpolator then determines an output by using
a signal from a fractional locator and the coefficients for the second polynomial
(item 696). In some cases, item 696 may be performed by the second fractional
interpolator 658 in the peak detector 205.

Then, a second multiplier multiplies the output from the second fractional
interpolator and the window gain (Gy) to produce a crest peak gain (CPG) (item
698). In some cases, item 698 may be performed by the second multiplier 662
in the peak detector 205. Then, the method 670 ends at item 699.

In some cases, the method 670 may not include items 690, 692, 694, 696,
and 698, and these items are optional.

As illustrated in the above examples, the disclosed peak detector 205 and
method 670 for peak detection limit the amount of oversampling by performing a
polynomial fit (e.g., a quadratic fit) to the signal magnitude, and then extracting
the peak location. From the polynomial fit, the peak location is used to compute
the magnitude of the signal at that location as if the peak had been found with a
much higher sampling rate. In some cases, if the complex value at the peak is
required, then the derivative and second derivative may be determined, and may
then be used in the polynomial fit. Also, in some cases, a higher order
polynomial may be used to fit more samples surrounding a peak. However,
guadratic polynomial may be considered a better tradeoff between complexity
and performance for most applications. Also, in some cases, the magnitude
squared data may be used in a fractional offset computations. This is due to the
fact that detection of signal magnitude may require a higher sampling rate. The
magnitude squared data may be guaranteed to have a bandwidth that cannot
exceed two (or other prescribed value) times the input sample bandwidth,
thereby reducing the amount of oversampling required for a given accuracy
requirement.

The above approach also allows for a more unified design and
optimization of CFR, as the peak detector 205 may dominate the accuracy and
resources required in CFR. In window CFR and PCCFR, the filtering stages
may be done near the Nyquist sampling rate, thereby reducing the resources
needed after the processing by the peak detector 205, as the post-peak detector
processing are near linear operations on the signal. Only the peak detector 205

requires interpolation or other equivalent processing. By implementing the peak
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detector 205 in a polyphase approach, the entire design may operate at the
lowest possible rates, thereby allowing for very high bandwidth signals to be
processed compared to more traditional approaches.

FIG. 7 is a graph 700 showing examples of results achieved using the
disclosed system and method. The results are generated using a window CFR
processor, like that described with reference to FIG. 2-2. The graph 700
includes a plurality of rectangular boxes 710. Each rectangular box 710 has a
width of N, and represents the time history of the running maximum filter output
that follows an increasing amplitude of the input signal (xx). The vertical peaks
720 at the center (N/2) of the respective rectangular boxes 710 represent the
locations of the center of the window function for the CFR and its peak
amplitude. The smooth curve 730 represents the gain correction (Fy) that is
applied to the input signal (xk) to prevent the output signal (yx) from exceeding
the threshold (T). The application of the continuous gain correction Fx maintains
the output signal (yk) within the required spectrum. As shown in the figure, using
the running maximum filter mostly shadows smaller peaks so that smaller peak
contributions are not counted that would have been masked with the relatively
larger peaks. This discovery greatly simplifies the implementation of the window
CFR processor, making it a practical last stage in a CFR subsystem. An
example of a system that includes a window CFR processor in a last stage will
be described below with reference to FIG. 8.

Also, as shown in FIG. 7, the curve 730 (which is the signal created using
a running maximum filter followed by a linear filter) overbounds the peaks 720
very well and is band limited. Thus, the use of running maximum filter followed
by a linear filter is found to be very a simple and effective technique in creating
the window CFR gain profile (represented by the curve 730). Other techniques
may be used to create a band limited signal that overbounds all of the peaks
present, but they are more complex, result in low performance, and/or may not
create a signal that overbounds all of the peaks.

It should be noted that an advantage of utilizing window CFR is that it
prevents peaks from being missed in the detection, and also prevents new peaks
from occurring at the output. A disadvantage of using window CFR is that the
performance (which may be measured by metrics such as error vector
magnitude (EVM) versus PAR) may not be as good as the PCCFR method.
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However, the combination of using PCCFR and window CFR provides a good
compromise in terms of complexity and performance. If the PCCFR eliminates
most of the peaks with a good EVM, then the window CFR may be used to
“clean up” the remaining peaks. If there are few remaining peaks, the
degradation by using window CFR compared to using more stages of PCCFR is
very small. As such, in some cases, window CFR may be used as a post
processing after one or more PCCFR stages. However, in other cases, the
window CFR may be used before one or more PCCFR stages, or may be used
alone without any PCCFR stages.

In some cases, it may be desirable to use a combination of window CFR
and peak cancellation crest factor reduction (PCCFR). FIG. 8 shows a system
that includes a combination of window CFR and PCCFR. As shown in the figure,
the system has a first PCCFR module 910, a second PCCFR module 912, and a
window CFR module 914. In some cases, the first PCCFR module 910 and/or
the second PCCFR module 912 may be implemented using the PCCFR
processor of FIG. 5-1 or 5-2. Also, in some cases, the window CFR module 914
may be implemented using the window CFR processor of FIG. 2-2. The first
PCCFR module 910 is configured to receive input signal, and process the input
signal by performing a first PCCFR to obtain a first PCCFR output. In some
cases, the first PCCFR output includes the input signal but with a first set of one
or more peaks removed. The second PCCFR module 912 is configured to
process the first PCCFR output by performing a second PCCFR to obtain a
second PCCFR output. In some cases, the second PCCFR output includes the
input signal but with a second set of one or more peaks removed. The window
CFR module 912 is configured to receive the second PCCFR output and perform
window CFR to obtain a CFR output. In some cases, the CFR output includes
the input signal but one or more additional peaks removed (after the first and
second sets of peak(s) have been removed by the first PCCFR module 910 and
the second PCCFR module 912). In the illustrated figure, there are two PCCFR
modules 912, 914 for performing two stages of PCCFR. In other cases, there
may be only one PCCFR module for performing only one stage of PCCFR. In
further cases, there may be more than two PCCFR modules for performing more
than two respective stages of PCCFR. In other cases, a PCCFR module may be

used to implement multiple stages of PCCFR.
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The system of FIG. 8 is advantageous over the use of PCCFR alone, and
the use of window CFR alone. PCCFR, when used alone, has the advantage
that the EVM vs. PAR is better than that of window CFR. However, PCCFR
suffers from the fact that some peaks may be missed due to the lack of CPG
resources, and the cancellation pulses involved in PCCFR may introduce new
peaks into the output. Therefore when using PCCFR, multiple passes may be
required to remove all of the peaks in a signal. This reprocessing of the data
introduces additional delay, which in turn, may degrade a base station
performance due to this latency. If the latency is large, then the control
information to a smart phone is delayed, making the system less responsive to
changes in the data flow. This effect reduces the peak data rates that can be
supported on a cell phone, and may create other detrimental effects if the
latency is too large. When applying PCCFR, four stages of processing may be
used to remove all of the peaks from the signal, which introduces a delay of 4
times the delay through one stage. On the other hand, window CFR, when used
alone, has an advantage that no peaks are missed in its operation. The
disadvantage of window CFR is that it has a higher EVM vs. PAR performance
as some peaks may be over-canceled. The combination of PCCFR and WCFR
may benefit from the advantages of both methods.

In the system of FIG. 8, when the input signal is first processed by one or
more PCCFR stages, most of the peaks in the input signal may be removed or
reduced to a low level. Then if the window CFR is used to remove the few
remaining peaks, the added EVM introduced by the window CFR will be very low
compared to that if PCCFR is used alone, as most of the peaks have been
removed by the PCCFR stage(s). In some cases, only one PCCFR stage and
one window CFR stages may be used. The resulting delay through the PCCFR
and WCFR are comparable, but the performance is nearly as good as the four
stage PCCFR. Therefore such combination achieve acceptable performance
with half of the processing and delay (compared to that if PCCFR is used alone),
thereby reducing system cost.

The methods (e.g., the methods 250, 670) described above indicate
certain events occurring in certain order. In other cases, the ordering of the
events in the methods may be different. Additionally, parts of methods may be

performed concurrently in a parallel process when possible, or may be
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performed sequentially. In addition, more parts or less part of the methods may
be performed.

In the above embodiments, the peak detector 205 and the method 670 for
peak detection have been described with reference to window CFR. However, in
other cases, the peak detector 205 and the method 670 for peak detection may
be applied in other areas. For example, in other cases, the peak detector 205
and the method 670 for peak detection may be used in image processing. In
some cases, the peak detector 205 and the method 670 may be used in image
processing to establish a true image peak for image scaling before rotations,
before scaling, or before other image processing operations to ensure that the
pixel values in an image do not overflow any of the linear transformation
processing. In other cases, the peak detector 205 and the method 670 may be
used in image processing for contrast enhancement, gamma correction, and/or
other nonlinear processing. In further cases, the peak detector 205 and the
method 670 for peak detection may be used in automatic gain control. For
example, in some cases, the peak detector 205 and the method 670 may be
used to detect peak signal level for automatic gain control to place signal in an
optimum range for either digital processing, or for processing by an analog
circuitry in a radio or radar like application. Furthermore, in other cases, the
peak detector 205 and the method 670 for peak detection may be implemented
in any types of detector, such as, root mean square (RMS) detector, log
detector, etc. In some cases, output from the peak detector 205 may be used
with a RMS detector to measure a PAR of a signal. Also, in some cases, the
peak detector 205 may be used to implement a digital version of an AM detector.
In other cases, the peak detector 205 may be used to implement an equivalent
version of a digital log detector.

Although particular embodiments have been shown and described, it will
be understood that it is not intended to limit the claimed inventions. The
specification and drawings are, accordingly, to be regarded in an illustrative
rather than restrictive sense. The claimed inventions are intended to cover

alternatives, modifications, and equivalents.
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CLAIMS

What is claimed is:

1. A system for crest factor reduction (CFR), comprising:

a peak detector configured to receive an input signal (x);

a running maximum filter configured to generate a scaling factor based on
a window gain (Gk) and a filter length, wherein the window gain (Gy) is based on
the input signal (xx) and a threshold value (T);

a window CFR gain filter configured to generate a gain correction (Fy)
based on the scaling factor and the filter length;

a delay configured to delay the input signal (xx) to generate a delayed
input signal;

a multiplier configured to multiply the gain correction (Fy) by the delayed
input signal to obtain a peak correction value; and

an adder configured to determine an output signal (yx) based on the peak

correction value and the delayed input signal.

2. The system of claim 1, wherein the running maximum filter is configured to
generate the scaling factor by determining a maximum gain of the window gain

(Gk) over the filter length.

3. The system of any of claims 1-2, wherein the window CFR gain filter

comprises a Hanning window filter or a Blackman window filter.
4. The system of any of claims 1-3, wherein the filter length corresponds to N
samples, where N is an integer and wherein the window CFR gain filter is

centered at N/2.

5. The system of any of claims 1-4, wherein the gain correction (Fx) comprises a

continuous function.

6. The system of any of claims 1-5, further comprising a peak scaling unit for

providing the window gain (G).
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7. The system of any of claims 1-6, wherein the peak detector, the running
maximum filter, the window CFR gain filter, the delay, the multiplier, the adder, or
any combination of the foregoing, is implemented using at least one field

programmable gate array (FPGA).

5
8. The system of any of claims 1-7, wherein the peak detector is configured to:
determine a polynomial fit for the input signal (xy),
determine a peak location, and
determine a magnitude of signal at the peak location from the polynomial
10 fit.

9. A method for crest factor reduction (CFR), comprising:
receiving input signal (xx) by a peak detector;
generating, using a running maximum filter, a scaling factor based on a
15 window gain (Gk) and a filter length, wherein the window gain (Gy) is based on
the input signal (xk) and a threshold value (T);
generating, using a window CFR gain filter, a gain correction (Fy) based
on the scaling factor and the filter length;
delaying, by a delay, the input signal (xk) to obtain a delayed input signal;
20 multiplying, using a multiplier, the gain correction (Fy) by the delayed input
signal to obtain a peak correction value; and
adding the peak correction value to the delayed input signal to obtain an

output signal (y).
25 10. The method of claim 9, wherein the act of generating the scaling factor
comprises determining a maximum gain of the window gain (Gy) over the filter

length.

11. The method of any of claims 9 or 10, wherein the window CFR gain filter

30 comprises a Hanning window filter or a Blackman window filter.

12. The method of any of claims 9-11, wherein the filter length corresponds to N

samples, where N is an integer.
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13. The method of claim 12, wherein the window CFR gain filter is centered at
N/2.

14. The method of any of claims 9-13, wherein the gain correction (Fy)

comprises a continuous function.
15. The method of any of claims 9-14, further comprising determining, using a

peak scaling unit, the window gain (Gk) based on the input signal (x) and the
threshold value (T).
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{x) and a threshold value {T)

Detecting, by a peak detector, peak(s) (P} based on an input signal

detected peak(s) (P
263

Determining, by a peak scaling unit, scaled peak{(s) based on the

¥

(Jenemtmg, by a running maximum filter, a scaling factor based on
the scaled peak(s} and z filter length equ al to N sumber of samples

Generating, by a windov

oW
{Fi) by using the sca

aling factor and the filter length
270

CFR gain filier, a gain correction value

¥

Delaying, by a delay, the input signal () to generate a delayed
inpu signal

| )
(J:

¥

Multiplving, by a multiplier, the gain correction value (Fy) by the
delayed input signal to produce canceliation pulse(s)
280

%

Adding, by an adder, the cancellation pulse(s) o the delayed input
signal to produce an cutput signal (vy)
285

5
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Start

y
Interpolating, by a {irst interpolator, an input signal (x)) to produce
at least one interpolated signal
|
¥
Generating, by a magnitude squared unit, at least one magnitude
squared signal based on st least one interpolated signal

873

¥
Delaying, by a first delay, at least one magnitude squared signal to
produce at least one delayed magnitude squared signal

Determining, by a peak identification unit, an identifier of a peak
focation for at least one delayed magnitude squared signal
676

¥

Outputting signals, by a first multiplexer, based on the at least one
delayed magnitude squared signal

Filtering, by a first differential filter, the multiple first polynomial
catput signals to produce coefficients for a first polynomial

Determining, by g fractional locator, a fractional location of the
peak based upon the coefficients for the first polynomial and the
identifier of the peak location
082
¥
Determining, by a first fractional interpolator, a peak amplitude of
the first polynomial by using the fractional location of the peak and
the coctlicients for the first polynomial
684

i
!
H
|

810 ' FIG. 6-3
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Y
Multiplying, by a first multiplier, the peak amplitude of the first
polynomial with a scaling factor to produce a scaled peak
amplitude of the first polynomial
686

\

Generating, by & gain generator, a window gain (Gy.) based upon
the sealed peak amplitude of the first polynomial
088

¥
Delaying, by a second delay, at least one interpolated signal to
produce at least one delayed interpolated signal
650

3

Outputting signals, by a second multiplexer, based on the at least
one delayed interpolated signal

Determining coefficients of a second polynomial, by a second
differential filier, based on the signals output by the second
multiplexer

¥
Determining, by a second fractional interpolator, an output based
upon the fractional location of the pesk and the coefficients for the
second polynomial
696

¥
Multiplying, by a second mmultiplier, the ontput from the second
tractional interpolator and the window gain (Gy) to produce a ¢rest
peak gain (CPG)

3
670 Fnd
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