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(57)【特許請求の範囲】
【請求項１】
　放射線療法線量を予測するための放射線療法治療システムであって、
　１つまたは複数の三次元医用画像を取得するための画像取得装置と、
　前記１つまたは複数の三次元医用画像と、ニューラルネットワークモデルと、１つまた
は複数の三次元解剖学的マップと、１つまたは複数の三次元線量分布とを格納するための
非一時的機械可読媒体と、
　前記ニューラルネットワークモデルをトレーニングして、前記１つまたは複数の三次元
医用画像と前記１つまたは複数の三次元解剖学的マップとを含む同一のデータセットに基
づいて、フルエンスマップおよび線量マップの両方を予測し、前記フルエンスマップは、
患者における局所的なエネルギーの蓄積を表し、前記線量マップは、特定の位置で放射線
治療装置から患者に送達されるべき放射線量を表し；
　前記ニューラルネットワークの予測に基づいて三次元線量分布を生成する：
　ように構成された画像処理装置と
　を有することを特徴とするシステム。
【請求項２】
　請求項１記載のシステムにおいて、
　前記三次元解剖学的マップは、１つまたは複数の医用画像に対応し、患者の解剖学的構
造の位置と治療標的の位置とを示し、前記画像処理装置は、更に、前記予測されたフルエ
ンスマップと前記予測された線量マップとの間の差を減少させるように構成されている
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　ことを特徴とするシステム。
【請求項３】
　請求項１記載のシステムにおいて、
　前記三次元解剖学的マップは、構造に対応するバイナリマスクと、符号付き距離マップ
のような前記構造の関数とのうちの少なくとも１つを含む
　ことを特徴とするシステム。
【請求項４】
　請求項１記載のシステムにおいて、
　前記トレーニングされたニューラルネットワークは、照射された放射線の１秒当たりの
粒子または光子の数を表すフルエンスの三次元マップを提供する
　ことを特徴とするシステム。
【請求項５】
　請求項１記載のシステムにおいて、
　前記ニューラルネットワークモデルをトレーニングすることは、
　前記画像処理装置が、更に、
　（ａ）初期層構成と、初期接続構成と、初期重みセットと、初期バイアスセットとを用
いて前記ニューラルネットワークモデルを初期化し、
　（ｂ）前記初期化されたニューラルネットワークモデルにトレーニングデータを入力し
、前記トレーニングデータは、医用画像と、特定の解剖学的構造と、期待した三次元線量
分布とを含む患者の集団からの患者記録を含み、
　（ｃ）前記ニューラルネットワークモデルから予測した線量分布を受け取り、
　（ｄ）前記ニューラルネットワークモデルからの前記予測した線量分布を、期待した線
量分布と比較し、前記ニューラルネットワークの重みとバイアスを調整して、前記予測し
た線量分布と前記期待した線量分布との間の差を減少させ、
　前記予測した線量分布と前記期待した線量分布との差が所定の閾値に達するまで、ステ
ップ（ｃ）から（ｄ）を繰り返し、
　前記トレーニングされたニューラルネットワークを前記非一時的機械可読媒体に格納す
るように構成されている
　ことを特徴とするシステム。
【請求項６】
　請求項５記載のシステムにおいて、
　前記トレーニングデータは、前記初期化されたニューラルネットワークモデルをトレー
ニングするための、線量分布と、符号付き距離マップと、それらの組み合わせとのうちの
少なくとも１つを含む
　ことを特徴とするシステム。
【請求項７】
　請求項５記載のシステムにおいて、
　前記トレーニングされたニューラルネットワークモデルをテストすることは、
　前記画像処理装置を、
　前記非一時的機械可読媒体に格納された前記トレーニングされたニューラルネットワー
クを受信し、
　前記トレーニングされたニューラルネットワークにテストデータを入力し、前記テスト
データは、医用画像と特定の解剖学的構造と期待された線量分布とを含む患者集団からの
患者記録を含み、
　前記トレーニングされたニューラルネットワークから予測した線量分布を獲得し、
　前記期待した線量分布と前記予測した線量分布とを比較することにより誤差要因を決定
する
　ように構成することを含む
　ことを特徴とするシステム。
【請求項８】
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　請求項１記載のシステムにおいて、
　前記ニューラルネットワークは深層畳み込みニューラルネットワーク（ＤＣＮＮ）を含
む
　ことを特徴とするシステム。
【請求項９】
　放射線療法線量を予測するための方法であって、
　前記方法は、
　画像取得装置から１つまたは複数の三次元医用画像を受信し、
　前記三次元医用画像と、ニューラルネットワークモデルと、１つまたは複数の三次元解
剖学的マップと、１つまたは複数の三次元線量分布とを非一時的コンピュータ可読媒体に
格納し、
　少なくとも１つのプロセッサにより、前記ニューラルネットワークをトレーニングして
、前記１つまたは複数の三次元医用画像と、前記１つまたは複数の三次元解剖学的マップ
と、前記１つまたは複数の三次元線量分布とを含む同一のデータセットに基づいて、フル
エンスマップおよび線量マップの両方を予測し、前記フルエンスマップは、患者における
局所的なエネルギーの蓄積を表し、前記線量マップは、特定の位置で放射線治療装置から
患者に送達されるべき放射線量を表し、
　前記ニューラルネットワークの予測に基づいて三次元線量分布を生成する
　ことを特徴とする方法。
【請求項１０】
　請求項９記載の方法において、
　前記三次元解剖学的マップは、１つまたは複数の医用画像に対応し、患者の解剖学的構
造と治療標的の位置を示し、前記画像処理装置は、更に、前記予測されたフルエンスマッ
プと前記予測された線量マップとの間の差を減少させるように構成されている
　ことを特徴とする方法。
【請求項１１】
　請求項９記載の方法において、
　前記三次元解剖学的マップは、構造に対応するバイナリマスクと、符号付き距離マップ
のような前記構造の関数とのうちの少なくとも１つを含む
　ことを特徴とする方法。
【請求項１２】
　請求項９記載の方法において、
　前記トレーニングされたニューラルネットワークは、照射された放射線の１秒当たりの
粒子または光子の数を表すフルエンスの三次元マップを提供する
　ことを特徴とする方法。
【請求項１３】
　請求項９記載の方法において、
　前記ニューラルネットワークモデルをトレーニングすることは、
　前記画像処理装置が、
　（ａ）初期層構成と、初期接続構成と、初期重みセットと、初期バイアスセットとを用
いて前記ニューラルネットワークモデルを初期化し、
　（ｂ）前記初期化されたニューラルネットワークモデルにトレーニングデータを入力し
、前記トレーニングデータは、医用画像と、特定の解剖学的構造と、期待した三次元線量
分布とを含む患者の集団からの患者記録を含み、
　（ｃ）前記ニューラルネットワークモデルから予測した線量分布を受け取り、
　（ｄ）前記ニューラルネットワークモデルからの前記予測した線量分布を、期待した線
量分布と比較し、前記ニューラルネットワークの重みとバイアスを調整して、前記予測し
た線量分布と前記期待した線量分布との間の差を減少させ、
　前記予測した線量分布と前記期待した線量分布との差が所定の閾値に達するまで、ステ
ップ（ｃ）から（ｄ）を繰り返し、
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　前記トレーニングされたニューラルネットワークを前記非一時的機械可読媒体に格納す
るように構成されている
　ことを特徴とする方法。
【請求項１４】
　請求項１３記載の方法において、
　前記トレーニングデータは、前記初期化されたニューラルネットワークモデルをトレー
ニングするための、線量分布と、符号付き距離マップと、それらの組み合わせとのうちの
少なくとも１つを含む
　ことを特徴とする方法。
【請求項１５】
　請求項１３記載の方法において、
　前記トレーニングされたニューラルネットワークモデルをテストすることは、
　前記画像処理装置を、
　前記非一時的機械可読媒体に格納された前記トレーニングされたニューラルネットワー
クを受信し、
　前記トレーニングされたニューラルネットワークにテストデータを入力し、前記テスト
データは、医用画像と特定の解剖学的構造と期待された線量分布とを含む患者集団からの
患者記録を含み、
　前記トレーニングされたニューラルネットワークから予測した線量分布を獲得し、
　前記期待した線量分布と前記予測した線量分布とを比較することにより誤差要因を決定
する
　ように構成することを含む
　ことを特徴とする方法。
【請求項１６】
　請求項１３記載の方法において、
　前記ニューラルネットワークは深層畳み込みニューラルネットワーク（ＤＣＮＮ）を含
む
　ことを特徴とする方法。

【発明の詳細な説明】
【技術分野】
【０００１】
　（関連アプリケーションの相互参照）
　［０００１］
　この出願は「Learning Models of Radiotherapy Treatment Plans to Predict Therapy
 Dose Distributions」なる発明の名称の２０１６年９月７日に出願された米国仮特許出
願第６２／３８４，１９２号の全利益および優先権を主張し、この仮特許出願の開示は、
あらゆる目的のために参照により本明細書に完全に組み込まれる。
【０００２】
　（発明の分野および背景）
　［０００２］
　本発明は一般に放射線治療システムに関する。より具体的には、開示された発明の実施
形態は、機械学習アルゴリズムおよびニューラルネットワークを利用する放射線治療シス
テム内で放射線治療計画を開発および実施するためのシステムおよび方法を扱う。
【背景技術】
【０００３】
　［０００３］
　放射線療法は、ヒト（および動物）組織中の腫瘍を治療するために利用されてきた。強
度変調放射線療法（ＦＭＲＴ）および体積変調アーク療法（ＶＭＡＴ）は、現代の癌放射
線療法における標準治療となり、以前の治療法よりも標的照射の精度を高め、近くの敏感
な組織をより強力に保護する。残念ながら、個々の患者治療計画（例えば、ＦＭＲＴ、Ｖ
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ＭＡＴ、などのいずれか）を作成することは、計算集約的プロセスと試行錯誤プロセスの
両方であり得る。重要な臓器や周囲の健康な組織を節約しながら、規定の線量の放射線を
標的に照射する最適な治療計画をたてることは、忙しい診療所のスケジュールで可能であ
るよりも多くの時間を必要とし、結果的に失敗（例えば、提案された計画から生じる過剰
投与されたホットスポットや未治療の腫瘍塊）となる。
【０００４】
　［０００４］
　さらに、治療計画は、プログラムの制約を操作し、次にフルエンスマップ、あるいはそ
の代わり、またはそれに加えて線量マップを再計算することによって調整される。本明細
書で使用されるように、「フルエンスマップ」は、患者における局所的なエネルギーの蓄
積を表す。例えば、フルエンスマップは、例えば、組織を貫通することを考慮に入れて、
３Ｄ画像中の各ボクセル（体積要素）を横切る照射された放射線の１秒当たりの粒子また
は光子の数を表すことができる。また、本明細書では、「線量マップ」は、特定の位置（
例えばビーム角）で放射線治療装置から患者に送達されるべき放射線量を表し、ガントリ
およびマルチリーフコリメータの運動上の制約または放射線治療システムの他の送達上の
制約などの特定の放射線治療装置情報を利用する。
【０００５】
　［０００５］
　再計算されたフルエンス／線量マップに対するこれらの操作の影響を予測するのは難し
い。例えば、プログラム制約が調整される順序でさえも、フルエンス／線量マップに影響
を及ぼし得る。結果として、治療計画はしばしば経験豊富な施術者の主観的判断に左右さ
れる。治療計画の質を保証することの困難さは、測定基準（例えば、線量－容積ヒストグ
ラム、重なり－容積ヒストグラム）を定義することによって対処されており、これらの測
定基準を使用することは関連する高品質治療計画の特定に役立ち得る。しかし、最も熟練
した施術者でさえ、治療計画の最適性や追加の努力によってより良い治療計画を特定でき
るかどうかを保証することはできない。
【０００６】
　［０００６］
　治療計画を作成する試行錯誤のプロセスは当技術分野において周知である。例えば、医
療専門家が治療計画プロセスを実行するのに必要な時間量のために、初期治療が遅れる可
能性がある。ＥＶＩＲＴと比較して、ＶＭＡＴの治療計画は、実質的により多くの治療計
画時間（例えば、ＥＶＩＲＴとして最適化された治療計画を得るための計画時間の５倍か
ら６．８倍まで）を必要とすることを示した研究がある。
【０００７】
　［０００７］
　これらのアプローチは、深いローカル専門知識および／または新しい機器がない治療ク
リニックにとって特に問題であり、適応療法における使用には不適当である。例えば、典
型的な放射線療法治療計画は、複数の治療セッション（例えば、週に５日間まで）を含む
一連の放射線療法の開始前に、何週間にもわたり（例えば、８週間まで）行われる。対照
的に、適応放射線療法は、元の治療計画に対する患者の変化を評価し、治療精度を高める
ために、元の治療計画が適応される。元の治療計画を適応させるには、治療計画を繰り返
す必要がある。例えば、適応治療計画は、追加の画像化、治療計画、室内画像化、画像登
録および治療実施前の補正を必要とする。明らかに、放射線療法治療計画システムは、よ
り最適化された一貫した治療計画アプローチから恩恵を得ることができる。
【０００８】
　［０００８］
　したがって、処方された放射線療法治療のための治療計画を最適化するためにフルエン
スマップおよび線量マップを効率的に生成するための新しいシステムおよび方法が必要と
されている。そのようなシステムおよび方法は、同じ種類の例示的な治療計画のセットか
ら導出された治療計画プロセスのモデルによって支援される。
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【発明の概要】
【０００９】
　［０００９］
　本明細書で使用されているように、「機械学習アルゴリズム」とは、既存の情報または
知識に基づいてモデルまたはパターンを学習し、新しい情報または知識の入力を使用して
出力を予測または推定することができる任意のアルゴリズムを指す。教師あり学習は、ト
レーニングデータのセットを与えられた予測モデルを推論する機械学習の一分野である。
トレーニングデータの個々のサンプルは、データセット（例えば、１つまたは複数の画像
または画像データ）と所望の出力値またはデータセットとのペアである。教師あり学習ア
ルゴリズムは、トレーニングデータを分析し、予測関数を生成する。予測関数は、いった
んトレーニングによって導出されると、有効な入力に対する正しい出力値またはデータセ
ットを合理的に予測または推定することができる。予測関数は、様々な機械学習モデル、
アルゴリズム、および／またはプロセスに基づいて定式化することができる。本開示は、
ニューラルネットワーク構成要素を介して実施される機械学習アプローチの使用を通じて
放射線療法治療計画を策定するためのシステムおよび方法に関する。
【００１０】
　［００１０］
　一実施形態では、放射線療法治療システムが放射線療法線量を予測するために提供され
る。このシステムは、１つまたは複数の三次元医用画像を取得するための画像取得装置と
、１つまたは複数の三次元医用画像とニューラルネットワークモデルと１つまたは複数の
三次元解剖学的構造マップと１つまたは複数の三次元線量分布を記憶するための非一時的
機械可読媒体と、画像処理装置とを含む。画像処理装置は、ニューラルネットワークモデ
ルをトレーニングし、１つまたは複数の三次元医用画像と１つまたは複数の三次元解剖学
的マップに基づくフルエンスマップおよび線量マップのうちの少なくとも１つを予測し、
ニューラルネットワークに基づく三次元線量分布を生成するように構成されている。
【００１１】
　［００１１］
　別の実施形態では、放射線療法治療システムは、一組のトレーニングデータを取得する
ための画像取得装置を含む放射線療法線量を予測するために提供される。トレーニングデ
ータは、１つまたは複数の三次元医用画像と、ニューラルネットワークモデルと、１つま
たは複数の三次元解剖学的マップと、１つまたは複数の三次元線量分布を含む。さらに、
このシステムは、トレーニングデータと第１のニューラルネットワークモデルと第２のニ
ューラルネットワークモデルを記憶するための非一時的機械可読媒体を含む。このシステ
ムは、さらに、トレーニングデータを使用して第１のニューラルネットワークモデルをト
レーニングして第１の線量分布を予測するために使用される画像処理装置を含む。画像プ
ロセッサは、また、トレーニングデータを使用して第２のニューラルネットワークモデル
をトレーニングして第２の線量分布を予測する。第１の線量分布と第２の線量分布とを比
較することによって誤差が決定され、この誤差は第１のニューラルネットワークモデルを
さらにトレーニングするために使用される。
【００１２】
　［００１２］
　放射線療法線量を予測するための方法が提供される。この方法は、画像取得装置から１
つまたは複数の三次元医用画像を受信することを含む。この方法は、さらに、三次元画像
と、ニューラルネットワークモデルと、１つまたは複数の三次元解剖学的マップと、１つ
または複数の三次元線量分布とを非一時的コンピュータ可読媒体に格納する。この方法は
、プロセッサを使用して、ニューラルネットワークをトレーニングして、１つまたは複数
の三次元医用画像および１つまたは複数の三次元解剖学的マップおよび１つまたは複数の
三次元線量分布に基づくフルエンスマップおよび線量マップの少なくとも一方を予測する
。そして、この方法は、ニューラルネットワーク予測に基づいて三次元線量分布を生成す
る。
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【００１３】
　［００１３］
　本発明の実施形態の有益な効果は数多くあり、患者への放射線治療の計画と実施におけ
る費用と遅延を減少させること、計画設計における主観性を低下させること、計画策定の
ための有用なガイドラインまたは洞察を提供すること、既存計画の実績を予測すること、
現地の専門知識が不足している治療クリニックに支援を提供することを含む。いずれにし
ても、このプロセスは、従来技術の実装の非効率的な試行錯誤の局面を置き換え、以前の
実装よりも計画の正確さ性能の改善を提供する。さらに、本明細書に組み込まれてその一
部を構成する添付の図面は、本発明のいくつかの実施形態を示し、その説明と共に本発明
の原理を説明するのに役立つ。
【図面の簡単な説明】
【００１４】
　［００１４］
　本明細書の一部を構成する添付の図面は、いくつかの実施形態を例示し、その説明と共
に、開示された原理を説明するのに役立つ。
【００１５】
　［００１５］
【図１】図１は、本開示のいくつかの実施形態による例示的な放射線治療システムを示す
図である。
【００１６】
　［００１６］
【図２】図２は、治療ビームを提供するように構成された放射線療法出力を含み得る例示
的な放射線療法システムを示す図である。
【００１７】
　［００１７］
【図３】図３は、複合放射線療法システムとコンピュータ断層撮影（ＣＴ）イメージング
システムのようなイメージングシステムとを含む例示的なシステムを示す図である。
【００１８】
　［００１８］
【図４】図４は、復号放射線治療システムと核磁気共鳴（ＭＲ）イメージングシステムの
ようなイメージングシステムとを含む例示的なシステムの部分切欠図である。
【００１９】
　［００１９］
【図５】図５は、放射線治療ビームの強度を整形し、導き、または変調するための例示的
なコリメータ構成を示す図である。
【００２０】
　［００２０］
【図６】図６は、例示的なガンマナイフ放射線療法システムを示す図である。
【００２１】
　［００２１］
【図７】図７は、本発明のシステムの実施形態のための包括的なフローダイアグラムであ
る。
【００２２】
　［００２２］
【図８】図８は、本開示のいくつかの実施形態による、出力マップ生成のための例示的な
深層畳み込みニューラルネットワーク（ＤＣＮＮ）モデルを示す図である。
【００２３】
　［００２３］
【図９】図９は、例示的な放射線療法システムにおける出力マップの生成および使用を示
す図である。
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【００２４】
　［００２４］
【図１０】図１０は、本開示のいくつかの実施形態による、出力マップ生成のための例示
的システムを示す図である。
【００２５】
　［００２５］
【図１１】図１１は、ＤＣＮＮモデルをトレーニングするための例示的なトレーニングプ
ロセスを示すフローチャートである。
【００２６】
　［００２６］
【図１２】図１２は、図１１のプロセスを通じて得られたトレーニングされたＣＮＮモデ
ルを使用した例示的な出力マップ生成プロセスを示すフローチャートである。
【００２７】
　［００２７］
【図１３】図１３は、前立腺のＣＴ断面を示す図である。
【００２８】
　［００２８］
【図１４】図１４は、本開示の一実施形態による、図１３のヒト前立腺に対する例示的な
放射線量分布のアキシャルビューを示す図である。
【００２９】
　［００２９］
【図１５】図１５は、１７０００回のトレーニング反復時の患者の符号付き距離マップ、
予想線量分布、推定線量分布を（それぞれ左から右に）示す図である。
【００３０】
　［００３０］
【図１６】図１６は、図１５の予想線量分布および推定線量分布の強度プロファイルを示
す図である。
【００３１】
　［００３１］
【図１７】図１７は、６００００回のトレーニング反復時の患者の符号付き距離マップ、
予想線量分布、推定線量分布を（それぞれ左から右に）示す図である。
【００３２】
　［００３２］
【図１８】図１８は、図１７の予想線量分布および推定線量分布の強度プロファイルを示
す図である。
【００３３】
　［００３３］
【図１９】図１９は、本開示のいくつかの実施形態による、ボクセル間隔および学習速度
が同じ場合の様々な反復回数についての線量体積ヒストグラム（ＤＶＨ）を示す図である
。
【発明を実施するための形態】
【００３４】
　［００３４］
　図１は、患者に放射線療法を提供するための例示的な放射線療法システム１０を示す図
である。放射線治療システム１０は、画像処理装置１２を含む。画像処理装置１２はネッ
トワーク２０に接続される。ネットワーク２０はインターネット２２に接続される。ネッ
トワーク２０は、画像処理装置１２をデータベース２４、病院データベース２６、腫瘍学
情報システム（ＯＩＳ）２８、放射線治療装置３０、画像取得装置３２、表示装置３４、
表示装置３４、およびユーザインターフェース３６のうちの１つまたは複数と接続するこ
とができる。例えば、ネットワーク２０は、画像処理装置１２を、データベース２４また
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は病院データベース２６、表示装置３４、およびユーザインターフェース３６と接続する
ことができる。また、例えば、ネットワーク２０は、画像処理装置１２を、放射線治療装
置３０、画像取得装置３２、表示装置３４、およびユーザインターフェース３６と接続す
ることができる。画像処理装置１２は、放射線療法装置３０によって使用される放射線療
法治療計画を生成するように構成されている。さらに、画像処理装置１２は、画像プロセ
ッサ１４に通信可能に結合されたユーザインターフェースおよびディスプレイ（図示せず
）をさらに備える。
【００３５】
　［００３５］
　本明細書で使用されるように、画像データまたは画像データは、例えば、物の１つまた
は複数の画像を取得または構築するために使用することができる情報を含む、物の画像ま
たはビューを表す情報を指す。例えば、腫瘍の画像は、画素値の配列によって表すことが
でき、各画素は、輝度および色などのパラメータについての画像データと関連付けられる
。そのようなパラメータは、さまざまな規則（conventions）またはスキーム（schemes）
のいずれを使用することができ、例えば、色は、ＲＧＢ、ＣＭＹＫ、ＣＩＥ、またはＨＳ
Ｖカラーモデルを使用して表現することができる。画像データは、例えば、様々な画像、
ＡＳＣＩＩ、数値、圧縮、または標準化フォーマットのうちのいずれかでの１つまたは複
数のコンピュータファイルを含む、任意のフォーマットで格納することができる。画像は
、二次元（２Ｄ）および三次元（３Ｄ）を含む多次元であり得、そしてより少ない次元の
画像を得るために多くの次元の画像データが使用され得る。例えば、３Ｄ画像データは、
そこから複数の異なる２Ｄ画像を取得することができる、またはそこから様々な３Ｄ等面
（3D iso-surfaces）をレンダリングすることができるデータを含むことができる。同様
に、４Ｄ画像データ（例えば、時系列の３Ｄ画像）は、そこから複数の異なる３Ｄ画像ま
たは２Ｄ画像を得ることができるデータを含むことができる。
【００３６】
　［００３６］
　画像処理装置１２は、記憶装置１６と、画像プロセッサのようなプロセッサ１４と、ニ
ューラルネットワーク４７、通信インターフェース１８を含むことができる。ニューラル
ネットワーク４７は、深層畳み込みニューラルネットワーク（ＤＣＮＮ）アーキテクチャ
を含むことができ、ニューラルネットワーク４７は、メモリ装置１６に格納されたソフト
ウェアを介して、画像処理装置１２に結合された（ハードウェアアクセラレータまたはグ
ラフィックス処理ユニットのような）外部ハードウェアを介して、または、格納されてい
るソフトウェアと外部ハードウェアの組み合わせを介して、実装することができる。メモ
リ装置１６は、オペレーティングシステム４３、放射線療法治療計画４２（例えば、オリ
ジナルの治療計画、適合された治療計画など）、ソフトウェアプログラム４４（例えば、
人工知能、ニューラルネットワーク４７の全部または一部、および放射線療法治療計画ソ
フトウェア）、および、プロセッサ１４によって実行される他の任意のコンピュータ実行
可能命令のような非一時的に態様で、コンピュータ実行可能命令を記憶することができる
。一実施形態では、ソフトウェアプログラム４４は、擬似ＣＴ画像のような合成画像を生
成することによって、あるタイプ（例えば、ＭＲＩ）の医用画像を別のタイプ（例えば、
ＣＴ）の医用画像に変換することができる。本明細書で使用されるように、「医用画像」
は、医療目的に有用である人または動物の解剖学的領域のような対象を表す画像を指し、
「患者画像」を含む。医用画像データは、とりわけ、ＣＴ、磁気共鳴イメージング（ＭＲ
Ｉ）、機能的ＭＲＩ（例えば、ｆＭＲＩ、ＤＣＥ－ＭＲＩ、および拡散ＭＲＩ）、コーン
ビームコンピュータ断層撮影（ＣＢＣＴ）、スパイラルＣＴ、陽電子放出断層撮影法（Ｐ
ＥＴ）、単光子放出型コンピュータ断層撮影法（ＳＰＥＣＴ）、Ｘ線、光断層撮影法、蛍
光イメージング、超音波イメージング、放射線治療ポータルイメージングのような、任意
の種類の撮像モダリティによって取得することができる。医用撮像データは、ＤＩＣＯＭ
フォーマット、ＪＰＥＧ、ＴＩＦＦ、ＧＩＦ、ＥＰＳ、ＰＮＧ、ＰＤＦ、スケーラブルベ
クトルグラフィックス、ビットマップ、または他の任意の従来のもしくは従来にはない画
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像データフォーマットを含む任意のフォーマットで記憶することができる。「２Ｄ医用画
像」または「スライス」は、特定の視点から人または動物の解剖学的領域のような対象物
の平面表現を指す。「３Ｄ医用画像」は、人または動物の解剖学的領域のような対象物の
容積を表す画像を指す。例えば、ソフトウェアプログラム４４は、あるモダリティの医用
画像４６（例えば、ＭＲＩ画像）を異なるモダリティの合成画像（例えば、擬似ＣＴ画像
）に変換するための予測モデルをトレーニングするための画像処理プログラムを含むこと
ができ、あるいは、トレーニングされた予測モデルがＣＴ画像をＭＲＩ画像に変換するこ
とができる。メモリ装置１６は、（医用撮像データを含む）医用画像４６、患者データ４
５、および放射線療法治療計画４２を作成し実施するのに必要な他のデータを含むデータ
を記憶することができる。
【００３７】
　［００３７］
　ソフトウェアプログラム４４を記憶するメモリ１６の他に、固定された記憶媒体に加え
て、またはその代わりに使用できる取り外し可能なコンピュータ媒体にソフトウェアプロ
グラム４４を格納することができると考えられ、固定記憶媒体は、ハードドライブ、コン
ピュータディスク、ＣＤ－ＲＯＭ、ＤＶＤ、ＨＤ、ブルーレイＤＶＤ、ＵＳＢフラッシュ
ドライブ、ＳＤカード、メモリースティック、またはプロセッサ１４に接続される他の任
意の適切な非一時的媒体のようなデバイスを含む。ソフトウェアプログラム４４は、画像
処理装置１２にダウンロードされたとき、またはアクセス可能なときに、画像プロセッサ
１４によって実行することができる。
【００３８】
　［００３８］
　プロセッサ１４は、メモリ装置１６およびニューラルネットワーク４７に通信可能に結
合されてもよく、プロセッサ１４は、その上に格納されているコンピュータ実行可能命令
を実行するように構成されてもよい。プロセッサ１４は、ポジション４６に格納された医
用画像のようなメモリ１６またはニューラルネットワーク４７の任意の領域に送信または
受信することができる。例えば、プロセッサ１４は、通信インターフェース１８を介して
ネットワーク２０を介して画像取得装置３２から医用画像を受信してメモリ１６に格納す
ることができる。プロセッサ１４は、また、メモリ１６、４６に格納された医用画像を、
通信インターフェース１８を介してネットワーク２０に送信し、データベース２４または
病院データベース２６に格納することができる。
【００３９】
　［００３９］
　さらに、プロセッサ１４は、医用画像４６および患者データ４５と共にソフトウェアプ
ログラム４４（例えば治療計画ソフトウェア）およびニューラルネットワーク４７を利用
して、放射線治療計画４２を作成することができる。医用画像４６は、画像の解釈または
処理のためのデータ、患者の解剖学的領域に関連するデータ、臓器、または関心体積、な
らびにセグメンテーションデータのような画像データを含むことができる。患者データ４
５は、（１）機能的臓器モデリングデータ（例えば、連続対並列臓器、適切用量反応モデ
ルなど）、（２）放射線量データ（例えば、線量－体積ヒストグラム（ＤＶＨ）情報）、
または（３）患者および治療の経過に関する他の臨床情報（例えば、他の手術、化学療法
、および以前の放射線療法）のような情報を含むことができる。
【００４０】
　［００４０］
　さらに、プロセッサ１４は、ソフトウェアプログラムを利用して、例えばニューラルネ
ットワーク４７によって実施されるモデルによって使用される更新されたパラメータなど
の中間データを生成するか、その後メモリ１６に記憶される中間の２Ｄ画像または３Ｄ画
像を生成することができる。次に、プロセッサ１４は、ネットワーク２０を介して通信イ
ンターフェース１８を介して実行可能な放射線療法治療計画４２を放射線療法装置３０に
送信することができ、放射線療法装置３０において放射線療法計画は患者を放射線で治療
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するために使用される。さらに、プロセッサ１４は、ソフトウェアプログラム４４を実行
して、画像変換、画像分割、深層学習、ニューラルネットワークトレーニング、ニューラ
ルネットワーク評価、および人工知能のような機能を実施することができる。例えば、プ
ロセッサ１４は、医用画像をトレーニングするまたは輪郭を描くソフトウェアプログラム
４４を実行することができ、そのようなソフトウェア４４は、実行されたときに境界検出
器をトレーニングし、または形状辞書を利用することができる。
【００４１】
　［００４１］
　プロセッサ１４は、処理装置を含むことができ、また、マイクロプロセッサ、中央処理
装置（ＣＰＵ）、グラフィック処理装置（ＧＰＵ）、高速処理装置（ＡＰＵ）、高速処理
装置（ＡＰＵ）、ハードウェアアクセラレータなどのような１つまたは複数の汎用処理装
置を含むことができる。より具体的には、プロセッサ１４は、複合命令セット計算（ＣＩ
ＳＣ）マイクロプロセッサ、縮小命令セット計算（ＲＩＳＣ）マイクロプロセッサ、超長
命令語（ＶＬＩＡＶ）マイクロプロセッサ、他の命令セットを実装するプロセッサ、また
は命令セットの組み合わせを実装するプロセッサを含むことができる。プロセッサ１４は
、また、特定用途向け集積回路（ＡＳＩＣ）、フィールドプログラマブルゲートアレイ（
ＦＰＧＡ）、デジタル信号プロセッサ（ＤＳＰ）、システムオンチップ（ＳｏＣ）のよう
な１つまたは複数の専用処理装置によって実装されることができる。当業者に理解される
ように、いくつかの実施形態では、プロセッサ１４は、汎用プロセッサよりも専用プロセ
ッサであり得る。プロセッサ１４は、Ｉｎｔｅｌ（登録商標）により製造されたＰｅｎｔ
ｉｕｍ（登録商標）、Ｃｏｒｅ（登録商標）、Ｘｅｏｎ（登録商標）、Ｉｔａｎｉｕｍ（
登録商標）ファミリーのマイクロプロセッサ、ＡＭＤ（登録商標）により製造されたＴｕ
ｒｉｏｎ（登録商標）、Ａｔｈｌｏｎ（登録商標）、Ｏｐｔｅｒｏｎ（登録商標）、ＦＸ
（登録商標）、Ｐｈｅｎｏｍ（登録商標）ファミリーのマイクロプロセッサ、Ｓｕｎ　Ｍ
ｉｃｒｏｓｙｓｔｅｍｓによって製造された様々なプロセッサのいずれかのような１つま
たは複数の処理デバイスを含むことができる。プロセッサ１４は、また、Ｎｖｉｄｉａ（
登録商標）により製造されたＧｅＦｏｒｃｅ（登録商標）、Ｑｕａｄｒｏ（登録商標）、
Ｔｅｓｌａ（登録商標）ファミリー、Ｉｎｔｅｌ（登録商標）により製造されたＧＭＡ、
Ｉｒｉｓ（登録商標）ファミリー、ＡＭＤ（登録商標）により製造されたＲａｄｅｏｎ（
登録商標）ファミリーからのＧＰＵのようなグラフィカル処理ユニットを含むことができ
る。プロセッサ１４は、また、Ｉｎｔｅｌ（登録商標）により製造されたＸｅｏｎ　Ｐｈ
ｉ（登録商標）ファミリーのような加速処理ユニットを含むことができる。開示された実
施形態はプロセッサのタイプに限定されず、そのプロセッサは、本明細書に開示された方
法を実行するために、大量のデータを識別、分析、維持、生成、および／または提供する
、あるいはそのようなデータを操作するという計算要求を満たすように構成されている。
さらに、「プロセッサ」という用語は、１つより多いプロセッサ、例えば、マルチコアデ
ザインまたはそれぞれがマルチコアデザインを有する複数のプロセッサを含むことができ
る。プロセッサ１４は、メモリ１６に格納された一連のコンピュータプログラム命令を実
行して、以下さらに詳細に説明する様々な動作、プロセス、方法を実行することができる
。
【００４２】
　［００４２］
　メモリ装置１６は医用画像（画像データを含む）４６を記憶することができる。いくつ
かの実施形態では、医用画像４６は、１つまたは複数のＭＲＩ画像（例えば、２ＤＭＲＩ
、３ＤＭＲＩ、２ＤストリーミングＭＲＩ、４ＤＭＲＩ、４Ｄ容積測定ＭＲＩ、４Ｄシネ
ＭＲＩなど）、機能的ＭＲＩ画像（例えば、ｆＭＲＩ、ＤＣＥ－ＭＲＩ、拡散ＭＲＩ）、
デジタルカメラ画像（例えば、ＪＰＥＧ、ＲＡＷ、ＴＩＦＦ、ＧＩＦ形式）、コンピュー
タグラフィックス画像、コンピュータ断層撮影（ＣＴ）画像（例えば、２ＤＣＴ、コーン
ビームＣＴ、３ＤＣＴ、４ＤＣＴ）、超音波画像（例えば、２Ｄ超音波、３Ｄ超音波、４
Ｄ超音波）、陽電子放出断層撮影（ＰＥＴ）画像、Ｘ線画像、蛍光透視画像、放射線治療
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ポータル画像、単一写真放出コンピュータ断層撮影（ＳＰＥＣＴ）画像、コンピュータで
生成された合成画像（例えば、擬似ＣＴ画像）、ユーザ生成画像などを含むことができる
。さらに、医用画像４６は、また、トレーニング画像、期待結果画像、グラウンドトゥル
ース画像、架空の画像、処理済み画像、および輪郭付き画像を含むことができる。一実施
形態では、医用画像４６をデータベース２４、２６から受け取ることができる。別の実施
形態では、医用画像４６を画像取得装置３２から受信することがある。したがって、画像
取得装置３２は、例えば、ＭＲＩ撮像装置、ＣＴ撮像装置、ＰＥＴ撮像装置、超音波撮像
装置、蛍光透視装置、ＳＰＥＣＴ撮像装置、一体型線形加速器、ＭＲＩ画像装置を含むよ
うな撮像データを提供することができる任意の装置や、患者の医用画像を得るための他の
医用画像装置を含むことができる。医用画像（医用撮像データを含む）４６は、開示され
た実施形態と一致する動作を実行するために画像処理装置１２が使用することができる任
意の種類のデータまたは任意の種類のフォーマットで受信および格納することができる。
メモリ装置１６は、読み出し専用メモリ（ＲＯＭ）、相変化ランダムアクセスメモリ（Ｐ
ＲＡＭ）、スタティックランダムアクセスメモリ（ＳＲＡＭ）、フラッシュメモリ、ラン
ダムアクセスメモリ（ＲＡＭ）、シンクロナスＤＲＡＭ（ＳＤＲＡＭ）のようなダイナミ
ックランダムアクセスメモリ（ＤＲＡＭ）、電気的消去可能プログラマブルリードオンリ
ーメモリ（ＥＥＰＲＯＭ）、スタティックメモリ（例えば、フラッシュメモリ、フラッシ
ュディスク、スタティックランダムアクセスメモリ）、他のタイプのランダムアクセスメ
モリ、キャッシュ、レジスタ、コンパクトディスク読み取り専用メモリ（ＣＤ－ＲＯＭ）
、デジタル多用途ディスク（ＤＶＤ）または他の光学記憶装置、カセットテープ、他の磁
気記憶装置、または、プロセッサ１４または任意の他のタイプのコンピュータ装置によっ
てアクセスすることができる、画像、データ、またはコンピュータ実行可能命令（例えば
、任意のフォーマットで格納される）を含む情報を格納するために使用することができる
任意の他の非一時的媒体のような非一時的コンピュータ可読媒体であり得る。コンピュー
タプログラム命令は、プロセッサ１４によってアクセスされ、ＲＯＭ、または任意の他の
適切なメモリ位置から読み出され、プロセッサ１４による実行のためにＲＡＭにロードさ
れ得る。例えば、メモリ１６は１つまたは複数のソフトウェアアプリケーションを記憶す
ることができる。メモリ１６に格納されたソフトウェアアプリケーションは、例えば、一
般的なコンピュータシステム用のソフトウェア制御装置用のオペレーティングシステム４
３を含むことができる。さらに、メモリ１６は、プロセッサ１４によって実行可能なソフ
トウェアアプリケーション全体、またはソフトウェアアプリケーションの一部のみを記憶
することができる。例えば、記憶装置１６は１つまたは複数の放射線療法治療計画４２を
記憶することができる。さらに別の実施形態では、医用画像データ４６はデータベースと
デバイスの両方から受信することができる（例えば、デバイスは、変更された特徴を識別
することによってデータベースに格納されている画像の更新版を提供する）。
【００４３】
　［００４３］
　画像処理装置１２は、プロセッサ１４、メモリ１６、およびニューラルネットワーク４
７に通信可能に結合されている通信インターフェース１８を介してネットワーク２０と通
信することができる。通信インターフェース１８は、画像処理装置１２と放射線治療シス
テム１０の構成要素との間の通信接続を提供する（例えば、外部装置とのデータ交換を可
能にする）ことができる。例えば、通信インターフェース１８は、いくつかの実施形態で
は、ユーザが放射線治療システム１０に情報を入力することができる、ハードウェアキー
ボード、キーパッド、またはタッチスクリーンであり得るユーザインターフェース３６に
接続するための適切なインターフェース回路を有し得る。
【００４４】
　［００４４］
　通信インターフェース１８は、例えば、ネットワークアダプタ、ケーブルコネクタ、シ
リアルコネクタ、ＵＳＢコネクタ、パラレルコネクタ、高速データ伝送アダプタ（例えば
、ファイバ、ＵＳＢ３．０、サンダーボルトなど）、無線ネットワークアダプタ（例えば
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、ＷｉＦｉアダプタなど）、電気通信アダプタ（例えば、３Ｇ、４Ｇ／ＬＴＥなど）を含
むことができる。通信インターフェース１８は、画像処理装置１２がネットワーク２０を
介して遠隔地にある構成要素のような他の機械および装置と通信することを可能にする１
つまたは複数のデジタルおよび／またはアナログ通信装置を含むことができる。
【００４５】
　［００４５］
　ネットワーク２０は、ローカルエリアネットワーク（ＬＡＮ）、無線ネットワーク、ク
ラウドコンピューティング環境（例えば、サービスとしてのソフトウェア、サービスとし
てのプラットフォーム、サービスとしてのインフラストラクチャなど）、クライアントサ
ーバ、ワイドエリアネットワーク（ＷＡＮ）などの機能を提供することができる。例えば
、ネットワーク２０は、他のシステムＳ１（３８）、Ｓ２（４０）、およびＳ３（４１）
を含み得るＬＡＮまたはＷＡＮであり得る。システムＳ１、Ｓ２、およびＳ３は、画像処
理装置１２と同一でもよく、または異なるシステムでもよい。いくつかの実施形態では、
ネットワーク２０内の１つまたは複数のシステムは、本明細書に記載の実施形態を協調的
に実行する分散コンピューティング／シミュレーション環境を形成することができる。い
くつかの実施形態では、１つまたは複数のシステムＳ１、Ｓ２、Ｓ３は、ＣＴ画像（例え
ば、医用画像４６）を取得するＣＴスキャナを含むことができる。さらに、ネットワーク
２０をインターネット２２に接続して、インターネット上に遠隔に存在するサーバおよび
クライアントと通信することができる。追加の実施形態では、１つまたは複数のシステム
Ｓ１、Ｓ２、Ｓ３は、外部からアクセス可能なニューラルネットワークまたは関連する計
算機能を含むことができる。
【００４６】
　［００４６］
　したがって、ネットワーク２０は、画像処理装置１２と、ＯＩＳ２８、放射線治療装置
３０、および画像取得装置３２のような、他のさまざまなシステムおよび装置との間のデ
ータ伝送を可能にすることができる。さらに、ＯＩＳ２８および／または画像取得装置３
２によって生成されたデータは、メモリ１６、データベース２４、および／または病院デ
ータベース２６に格納することができる。データは、必要に応じてプロセッサ１４によっ
てアクセスされるために、通信インターフェース１８を介してネットワーク２０を介して
送信／受信されることができる。
【００４７】
　［００４７］
　画像処理装置１２は、ネットワーク２０を介してデータベース２４と通信し、データベ
ース２４に格納されている複数の様々な種類のデータを送受信することができる。例えば
、データベース２４は、放射線療法装置３０、画像取得装置３２、または放射線療法に関
連する他の機械に関する情報である機械データを含むことができる。機械データ情報は、
放射ビームサイズ、アーク配置、ビームオンオフ時間、制御点、セグメント、マルチリー
フコリメータ（ＭＬＣ）構成、ガントリ速度、ＭＲＩパルスシーケンスなどを含み得る。
データベース２４は、非一時的な記憶装置であり得る。当業者であれば、データベース２
４が集中方式または分散方式で配置された複数の装置を含むことができることを理解する
であろう。
【００４８】
　［００４８］
　いくつかの実施形態では、データベース２４は、プロセッサ可読非一時的記憶媒体（図
示せず）を含み得る。一実施形態におけるプロセッサ可読記憶媒体は単一の媒体とするこ
とができるが、「プロセッサ可読記憶媒体」という用語は、コンピュータ実行可能命令ま
たはデータの１つまたは複数の組を記憶する、単一の媒体または複数の媒体（例えば、集
中型または分散型データベース、および／または関連キャッシュ）を含むと解釈されるべ
きである。「プロセッサ可読記憶媒体」という用語は、プロセッサによる実行のために一
組の命令を記憶または符号化することができ、本開示の方法論のうちの任意の１つまたは
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複数をプロセッサに実行させる任意の媒体も含むものとする。したがって、「プロセッサ
可読記憶媒体」という用語は、それには限定されないが、固体メモリ、光媒体および磁気
媒体を含むと解釈されるものとする。例えば、プロセッサ可読記憶媒体は、１つまたは複
数の揮発性、非一時的、または不揮発性有形のコンピュータ可読媒体とすることができる
。
【００４９】
　［００４９］
　画像プロセッサ１４は、データベース２４と通信して、画像をメモリ１６に読み込むか
、または画像をメモリ１６からデータベース２４に格納することができる。例えば、デー
タベース２４は、データベース２４が画像取得装置３２から受信した複数の画像（例えば
、３ＤＭＲＩ、４ＤＭＲＩ、２ＤＭＲＩスライス画像、ＣＴ画像、２Ｄ透視画像、Ｘ線画
像、ＭＲスキャンまたはＣＴスキャンからの生データ、医学におけるデジタル画像形成通
信（ＤＦＭＣＯＭ）データなど）を格納するように構成されている。データベース２４は
、ソフトウェアプログラム４４を実行するとき、または放射線療法治療計画４２を作成す
るときに、画像プロセッサ１４によって使用されるデータを格納することができる。画像
処理装置１２は、データベース２４、放射線療法装置３０（例えば、ＭＲＩ－Ｌｉｎａｃ
）、および／または治療計画４２を生成するための画像取得装置３２のいずれかから画像
データ４６（例えば、２ＤＭＲＩスライス画像、ＣＴ画像、２Ｄ透視画像、Ｘ線画像、３
ＤＭＲＩ画像、４ＤＭＲＩ画像など）を受け取ることができる。
【００５０】
　［００５０］
　一実施形態において、放射線治療システム１０は、患者の医用画像（例えば、磁気共鳴
画像法（ＭＲＩ）画像、３ＤＭＲＩ、２ＤストリーミングＭＲＩ、４Ｄ体積ＭＲＩ、コン
ピュータ断層撮影（ＣＴ）画像、コーンビームＣＴ、陽電子放出断層撮影（ＰＥＴ）画像
、機能的ＭＲＩ画像（例えば、ｆＭＲＩ、ＤＣＥ－ＭＲＩ、拡散ＭＲＩ）、Ｘ線画像、Ｘ
線透視画像、超音波画像、放射線治療ポータル画像、単一光放出コンピュータ断層撮影（
ＳＰＥＣＴ）画像など）を取得することができる画像取得装置３２を含むことができる。
画像取得装置３２は、例えば、ＭＲＩ撮像装置、ＣＴ撮像装置、ＰＥＴ撮像装置、超音波
装置、蛍光透視装置、ＳＰＥＣＴ撮像装置、または、患者の１つまたは複数の医用画像を
取得するための任意の他の適切な医用撮像装置であり得る。撮像取得装置３２によって取
得された画像は、撮像データおよび／またはテストデータのいずれかとしてデータベース
２４内に格納することができる。例として、撮像取得装置３２によって取得された画像は
、また、医用画像データ４６として画像処理装置１２によってメモリ１６に格納され得る
。
【００５１】
　［００５１］
　一実施形態では、例えば、画像取得装置３２は、単一の装置３０Ａ（例えば、「ＭＲＩ
－Ｌｉｎａｃ」とも呼ばれる線形加速器と組み合わされたＭＲＩ装置）として放射線治療
装置３０と任意に一体化することができる。このようなＭＲＩ－Ｌｉｎａｃは、例えば、
放射線治療計画４２に従って放射線治療を所定の標的に正確に向けるように、患者の標的
器官または標的腫瘍の位置を決定するために使用することができる。
【００５２】
　［００５２］
　画像取得装置３２は、関心領域（例えば、標的器官、標的腫瘍、またはその両方）につ
いての患者の解剖学的構造の１つまたは複数の画像を取得するように構成することができ
る。各画像、通常は２Ｄ画像またはスライスは、１つまたは複数のパラメータ（例えば、
２Ｄスライスの厚さ、向き、および位置）を含むことができる。一例では、画像取得装置
３２は、任意の向きで２Ｄスライスを取得することができる。例えば、２Ｄスライスの配
向は、矢状配向、冠状配向、または軸方向配向を含み得る。プロセッサ１４は、標的臓器
および／または標的腫瘍を含むように、２Ｄスライスの厚さおよび／または向きのような
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１つまたは複数のパラメータを調整することができる。一例では、２Ｄスライスは３ＤＭ
ＲＩボリュームのような情報から決定することができる。このような２Ｄスライスは、例
えば、放射線治療装置３０を使用しているときに、患者が放射線治療を受けている間に「
リアルタイム」で画像取得装置３２によって取得することができる。「リアルタイム」と
は、少なくともミリ秒以下でデータを取得することを意味する。
【００５３】
　［００５３］
　画像処理装置１２は、１人または複数人の患者に対する放射線療法治療計画４２を生成
して記憶することができる。放射線療法治療計画４２は、各患者に適用されるべき特定の
放射線量についての情報を提供することができる。放射線療法治療計画４２は、また、ビ
ーム角度、線量－ヒストグラム－容積情報、治療中に使用される放射線ビームの数、ビー
ム当たりの最大線量またはガントリ速度などのような送達パラメータのような他の放射線
療法情報も含むことができる。
【００５４】
　［００５４］
　画像プロセッサ１４は、ジョージア州アトランタのエレクタ社によって製造されている
ＭＯＮＡＣＯ（登録商標）のような治療計画ソフトウェアのようなソフトウェアプログラ
ム４４を使用することによって放射線療法治療計画４２を生成することができる。放射線
療法治療計画４２を生成するために、画像プロセッサ１４は、画像取得装置３２（例えば
、ＣＴ装置、ＭＲＩ装置、ＰＥＴ装置、Ｘ線装置、超音波装置）、メモリ１６、またはデ
ータベース２４と通信して、患者の画像にアクセスし、腫瘍のような標的を描写すること
ができる。いくつかの実施形態では、腫瘍周囲のまたは腫瘍に近接した健康な組織のよう
な１つまたは複数のリスク臓器（ＯＡＲ）の描写が必要とされる。したがって、ＯＡＲの
セグメンテーション（すなわち、近くの治療体積から危険にさらされている器官の構造の
描写）は、ＯＡＲが標的腫瘍に近いときに実行される。さらに、標的腫瘍がＯＡＲに近い
場合（例えば、膀胱および直腸に近接している前立腺）、腫瘍からＯＡＲをセグメント化
することによって、治療計画装置は標的内だけでなくＯＡＲ内での線量分布も研究するこ
とができる。
【００５５】
　［００５５］
　ＯＡＲから標的器官または標的腫瘍を描写するために、ＭＲＩ画像、ＣＴ画像、ＰＥＴ
画像、ｆＭＲＩ画像、Ｘ線画像、超音波画像、放射線治療ポータル画像、ＳＰＥＣＴ画像
などのような放射線治療を受けている患者の医用画像は、身体部分の内部構造を明らかに
するために、画像取得装置３２によって非侵襲的に取得される。医用画像からの情報に基
づいて、関連する解剖学的部分の三次元構造を得ることができる。加えて、治療計画プロ
セスの間、標的腫瘍の効率的な治療（例えば、標的腫瘍が有効な治療のために十分な放射
線量を受けるように）と、ＯＡＲへの低照射（例えば、ＯＡＲはできるだけ低い放射線量
を受ける）との間のバランスを達成することを考慮して多くのパラメータがとられる。考
慮される他のパラメータは、標的器官および標的腫瘍の位置、ＯＡＲの位置、ならびにＯ
ＡＲに対する標的の移動を含む。例えば、３Ｄ構造は、ＭＲＩまたはＣＴ画像の各２Ｄ層
またはスライス内で標的を輪郭付けする、またはＯＡＲを輪郭付けし、各２Ｄ層またはス
ライスの輪郭を組み合わせることによって得ることができる。輪郭は、手動で（例えば、
医師、線量測定者、医療従事者により）または自動で（例えば、スウェーデン、ストック
ホルムのＥｌｅｋｔａＡＢ社製のアトラスベースの自動セグメンテーションソフトウェア
、ＡＢＡＳのようなプログラムを使用して）生成され得る。特定の実施形態において、標
的腫瘍またはＯＡＲの３Ｄ構造は、治療計画ソフトウェアによって自動的に生成され得る
。
【００５６】
　［００５６］
　標的腫瘍およびＯＡＲが特定され、描写された後、線量測定医、医師または医療従事者
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は、標的腫瘍に適用されるべき放射線量と、腫瘍に近いＯＡＲ（例えば、左右の耳下腺、
視神経、眼、水晶体、内耳、脊髄、脳幹など）で受けられ得る最大量の線量を決定するこ
とができる。各解剖学的構造（例えば、標的腫瘍、ＯＡＲ）について放射線量が決定され
た後、所望の放射線量分布を達成するであろう１つまたは複数の治療計画パラメータを決
定するために逆計画として知られるプロセスを実行することができる。治療計画パラメー
タの例には、（例えば、標的体積または輪郭に敏感な構造を定義する）体積描写パラメー
タ、標的腫瘍およびＯＡＲの周囲のマージン、ビーム角度選択、コリメータ設定、および
ビームオン時間が含まれる。逆計画プロセス中に、医師は、ＯＡＲがどれだけの放射線を
受けることができるかについての限界を設定する線量制約パラメータを定義することがで
きる（例えば、腫瘍標的に対する全線量および任意のＯＡＲに対するゼロ線量を定義する
こと；標的腫瘍に対する線量の９５％を定義すること；脊髄、脳幹、光学構造がそれぞれ
＜４５Ｇｙ、＜５５Ｇｙ、＜５４Ｇｙを受けることを定義すること）。逆計画の結果は、
メモリ１６またはデータベース２４に格納することができる放射線療法治療計画４２を構
成することができる。これらの治療パラメータのいくつかは相関している可能性がある。
例えば、治療計画を変更する試みにおいて１つのパラメータ（例えば、標的腫瘍への線量
を増加させるなどの異なる目的に対する重み）を調整することは、少なくとも１つの他の
パラメータに影響を与えることができ、その結果、別の治療計画が策定される可能性があ
る。したがって、画像処理装置１２は、放射線療法装置３０が患者に放射線療法治療を提
供するために、これらのパラメータを有する調整された放射線療法治療計画４２を生成す
ることができる。
【００５７】
　［００５７］
　さらに、放射線治療システム１０は、表示装置３４とユーザインターフェース３６とを
含むことができる。表示装置３４は、医用画像、インターフェース情報、治療計画パラメ
ータ（例えば、輪郭、線量、ビーム角など）、治療計画、目標、目標の位置特定および／
または目標の追跡、またはユーザや患者に関するいかなす情報を表示する１つまたは複数
の表示画面を含むことができる。ユーザインターフェース３６は、キーボード、キーパッ
ド、マウス、タッチパッド、タッチスクリーン、またはユーザが放射線治療システム１０
に情報を入力することができる任意の種類の装置とすることができる。また、表示装置３
４およびユーザインターフェース３６は、タブレットコンピュータ、例えば、アップルの
ｉＰａｄ（登録商標）、レノボのＴｈｉｎｋｐａｄ（登録商標）、サムスンのＧａｌａｘ
ｙ（登録商標）などのような装置に統合されてもよい。
【００５８】
　［００５８］
　さらに、放射線治療システム１０の任意のおよびすべての構成要素は、仮想マシン（例
えば、ＶＭＷａｒｅ、Ｈｙｐｅｒ－Ｖなど）として実装することができる。例えば、仮想
マシンはハードウェアとして機能するソフトウェアである。したがって、仮想マシンは、
少なくとも１つまたは複数の仮想プロセッサ、１つまたは複数の仮想メモリ、および一緒
になってハードウェアとして機能する１つまたは複数の仮想通信インターフェースを含む
ことができる。例えば、画像処理装置１２、ＯＩＳ２８、または画像取得装置３２は仮想
マシンとして実施することができる。利用可能な処理能力、メモリ、および計算能力が与
えられれば、放射線治療システム１０全体を仮想マシンとして実施することができる。
【００５９】
　［００５９］
　図２は、Ｘ線源または線形加速器などの放射線源、マルチリーフコリメータ（図示せず
）、治療台２１６、画像検出器２１４、および放射線治療出力２０４を含む例示的な放射
線治療装置２０２を示す図である。放射線治療装置２０２は、患者に治療を提供するため
に放射線ビーム２０８を放射するように構成することができる。放射線治療出力２０４は
、図５の例示的な例に記載されているように、マルチリーフコリメータ（ＭＬＣ）のよう
な１つまたは複数の減衰器またはコリメータを含むことができる。
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【００６０】
　［００６０］
　図２に戻ると、患者は、放射線療法治療計画に従って放射線療法線量を受けるためにテ
ーブルまたは治療台２１６を使用して、領域２１２内に配置することができる。放射線療
法出力２０４は、ガントリ２０６または他の機械的支持体に搭載するか取り付けることが
できる。治療台２１６が治療領域内にあるとき、１つまたは複数のシャーシモータ（図示
せず）が治療台２１６の周りでガントリ２０６および放射線治療出力２０４を回転させる
ことができる。一実施形態では、治療台２１６が治療領域内にあるとき、ガントリ２０６
は治療台２１６の周りを連続的に回転可能である。別の実施形態では、治療台２１６が治
療領域内にあるとき、ガントリ２０６は所定の位置まで回転することができる。例えば、
ガントリ２０６は、治療出力２０４を、軸（「Ａ」）を中心に回転させるように構成する
ことができる。治療台２１６は、ガントリ２０６および治療出力２０４とは独立に移動さ
せることができ、「Ｒ」によって示される横軸（「Ｔ」）を中心に回転し、横軸（「Ｌ」
）、縦軸（「Ｔ」）および残りの軸（「Ａ」）と平行に並進する。治療装置２０２に通信
可能に接続されたコントローラ（図示せず）は、放射線療法治療計画に従って患者を放射
線ビーム２０８の位置に出入りさせるために、治療台２１６の移動または回転を制御する
ことができる。治療台２１６とガントリ２０６の両方が互いに独立して多自由度で動くこ
とができるので、放射線ビーム２０８が正確に腫瘍を標的とすることができるように患者
を位置決めすることができる。
【００６１】
　［００６１］
　図２に示す（Ａ軸、Ｔ軸、Ｌ軸を含む）座標系は、アイソセンタ２１０に位置する原点
を有する。アイソセンタは、例えば、規定の放射線量を患者上または内部の位置に送達す
るために、放射線治療ビーム２０８が座標軸の原点と交差する位置として定義することが
できる。例えば、アイソセンタ２１０は、ガントリ２０６によって軸線Ａの周りに位置決
めされたときの放射線治療出力２０４の様々な回転位置に対して放射線治療ビーム２０８
が患者と交差する場所として定義することができる。
【００６２】
　［００６２］
　ガントリ２０６は、また、取り付けられたイメージング検出器２１４を有してもよい。
イメージング検出器２１４は好ましくは放射線源２０４とは反対側に配置され、一例では
、イメージング検出器２１４は治療ビーム２０８の視野内に配置することができる。
【００６３】
　［００６３］
　イメージング検出器２１４は、治療ビーム２０８との位置合わせを維持するように、好
ましくは放射線治療出力２０４の反対側でガントリ２０６に取り付けることができ、その
場合、イメージング検出器２１４はガントリ２０６が回転するにつれて回転軸の周りを回
転する。一実施形態では、イメージング検出器２１４は、フラットパネル検出器（例えば
直接検出器またはシンチレータ検出器）とすることができる。このようにして、イメージ
ング検出器２１４を用いて治療ビーム２０８を監視することができ、あるいはイメージン
グ検出器２１４をポータルイメージングなどの患者の解剖学的構造をイメージングするた
めに使用することができる。放射線治療装置２０２の制御回路は、システム２０２内に統
合されていてもよく、またはシステム２０２外であってもよい。
【００６４】
　［００６４］
　例示的な例では、治療台２１６、治療出力２０４、またはガントリ２０６のうちの１つ
または複数を自動的に位置決めすることができ、治療出力２０４は、特定の治療実施例の
指定線量に従って治療ビーム２０８を確立することができる。一連の治療送達は、ガント
リ２０６、治療台２１６、または治療出力２０４の１つまたは複数の異なる向きまたは場
所を使用するように、放射線療法治療計画に従って指定することができる。治療送達は連
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続して起こり得るが、アイソセンタ２１０のように、患者上または患者内の所望の治療場
所で交差することができる。それにより、治療部位の近くの組織への損傷を低減または回
避しながら、処方された累積線量の放射線療法を治療部位に送達することができる。
【００６５】
　［００６５］
　図３は、線形加速器と、コンピュータ断層撮影（ＣＴ）撮像システムのような撮像シス
テムとを組み合わせることを含み得る例示的な放射線療法装置３０２を示す。ＣＴ撮像シ
ステムは、キロ電子ボルト（ｋｅＶ）エネルギー範囲のＸ線エネルギーを提供するＸ線源
のようなイメージングＸ線源３１８を含むことができる。イメージングＸ線源３１８は、
フラットパネル検出器のようなイメージング検出器３２２に向けられる扇形および／また
は円錐形ビーム３２０を提供することができる。放射線治療システム３０２は、例えば、
放射線療法出力３０４、ガントリ３０６、プラットフォーム３１６、および他のフラット
パネル検出器３１４を含むように、図２に関して説明したシステム３０２と同様とするこ
とができる。Ｘ線源３１８は、治療用よりもイメージング用に比較的低エネルギーのビー
ムを提供することができる。
【００６６】
　［００６６］
　図３の例示的な例では、放射線治療出力３０４とＸ線源３１８は、互いに９０度回転し
て分離された同じ回転ガントリ３０６上に取り付けることができる。別の例では、それぞ
れが独自の検出器構成を有するように、２つ以上のＸ線源をガントリ３０６の円周に沿っ
て取り付けて、複数の角度の診断撮像を同時に提供することができる。同様に、複数の放
射線療法出力３０４を提供することができる。
【００６７】
　［００６７］
　図４は、放射線治療装置４０２と、開示された実施形態による（ＭＲ－Ｌｉｎａｃとし
て当該技術分野で知られている）核磁気共鳴（ＭＲ）イメージングシステム４３０のよう
なイメージングシステムとを組み合わせることができる例示的な放射線治療システム４０
０を示す図である。図示するように、システム４００は、治療台（図示せず）、画像取得
装置４３０、および放射線送達装置４２４を含み得る。システム４００は、放射線療法治
療計画に従って患者に放射線療法を施す。いくつかの実施形態において、画像取得装置４
３０は、第１のモダリティの原画像（例えば、ＣＴ画像またはＭＲＩ画像）を取得するこ
とができる、図１の画像取得装置３２に対応する。
【００６８】
　［００６８］
　治療台（図示せず）は、治療セッション中に患者を支持する。いくつかの実装形態では
、治療台は、治療台が患者をシステム４００の内外に移動させることができるように、水
平の並進軸（「Ａ」と示された）に沿って移動することができる。治療台は、また、並進
軸を横切る中心垂直回転軸を中心に回転することができる。そのような移動または回転を
可能にするために、治療台は、治療台を様々な方向に動かし、様々な軸に沿って回転させ
ることを可能にするモータ（図示せず）を有する。治療計画に従って患者を適切に位置決
めするために、コントローラ（図示せず）がこれらの動きまたは回転を制御してもよい。
【００６９】
　［００６９］
　いくつかの実施形態では、画像取得装置４３０は、治療セッションの前、最中、および
／または後に患者の２Ｄまたは３ＤのＭＲＩ画像を取得するために使用されるＭＲＩ装置
を含むことができる。画像取得装置４３０は、磁気共鳴イメージング用の一次磁場を発生
させるための磁石を含むことができる。いくつかの実施形態では、磁石内の１つまたは複
数のコイルは、磁石の中央窓にコイルを含まず、線源４０４からの治療ビームのアクセス
を可能にするように離間させることができる。他の実施形態では、磁石内のコイルは、そ
れらが放射線治療装置４００によって生成された波長の放射線に対して実質的に透明であ
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るように十分に薄いかまたは密度が低くなっていてもよい。画像取得装置４３０は、また
、磁石の外側の磁場を相殺または減少させるために、ほぼ等しい大きさおよび反対の極性
の磁石の外側の磁場を発生させることができる、１つまたは複数の遮蔽コイルを含むこと
ができる。
【００７０】
　［００７０］
　いくつかの実施形態では、画像取得装置４３０は、Ｘ線、ＣＴ、ＣＢＣＴ、スパイラル
ＣＴ、ＰＥＴ、ＳＰＥＣＴ、光断層撮影法、蛍光撮像、超音波イメージング、または放射
線治療ポータルイメージング装置などのような、ＭＲＩ以外の撮像装置であり得る。当業
者により認識されているように、画像取得装置４３０の上記説明は特定の実施形態に関す
るものであり、限定することを意図するものではない。
【００７１】
　［００７１］
　放射線治療装置４００は、Ｘ線源または線形加速器およびマルチリーフコリメータ（Ｍ
ＬＣ）のような放射線源４０４を含むことができる。放射線治療装置ガントリ４０６は、
シャーシに取り付けることができる。１つまたは複数のシャーシモータ（図示せず）は、
治療台が軸「Ａ」を通り治療領域に挿入されると、治療台の周りでシャーシを回転させる
ことができる。一実施形態では、治療台が治療領域に挿入されると、治療台の周りをシャ
ーシが連続的に回転可能である。シャーシは、また、好ましくは放射線源４０４の反対側
に配置され、シャーシの回転軸が放射線源４０４と検出器（図示せず）との間に配置され
た、取り付けられた放射線検出器（図示せず）を有する。さらに、装置４００は、例えば
、患者治療台、画像取得装置４３０、および放射線療法出力４２４のうちの１つ以上を制
御するために使用される制御回路（図示せず）を含むことができる。放射線治療装置４０
０の制御回路は、システム内に一体化されていてもよく、またはシステム外に設けてもよ
く、機能的には、図１に示されたユーザインターフェース３６によって表されている。
【００７２】
　［００７２］
　図２と図３と図４は、放射線治療出力が中心軸（例えば軸「Ａ」）の周りを回転するこ
とができる構成を含む、患者に放射線治療を提供するように構成された放射線治療装置の
例を示す。他の放射線治療出力構成を使用することができる。例えば、放射線治療出力は
、多自由度を有するロボットアームまたはマニピュレータに取り付けることができる。さ
らに別の例では、治療出力は、患者から横方向に離れた領域に位置するように固定するこ
とができ、患者を支持するプラットフォームを使用して放射線治療アイソセンタを患者内
の特定の標的部位と位置合わせすることができる。
【００７３】
　［００７３］
　上述したように、図２と図３と図４によって説明された放射線治療装置は、患者内の特
定の標的部位への放射線療法ビームの強度を成形、方向付け、または変調するためのマル
チリーフコリメータを含むことができる。図５は、腫瘍の断面または投影５４０に近似す
る開口を画定するために自動的に位置決めすることができるリーフ５３２Ａから５３２Ｊ
を含む例示的なマルチリーフコリメータ（ＭＬＣ）５３２を示す。リーフ５３２Ａから５
３２Ｊは、放射線療法ビームの変調を可能にする。リーフ５３２Ａから５３２Ｊは、放射
線治療計画に従って、開口部以外の領域で放射線ビームを減衰または遮断するように指定
された材料で作ることができる。例えば、リーフ５３２Ａから５３２Ｊは、タングステン
を含むような金属プレートまたはリーフを含むことができ、リーフの長軸およびリーフの
端部がビーム方向に平行に配向され、かつリーフの動きがビーム方向に直交している。Ｍ
ＬＣ５３２の「状態」は、腫瘍５４０または他の標的遺伝子座の形状または位置により良
く近似するような治療ビームを確立するように、放射線療法治療の過程中に適応的に調整
することができる。
【００７４】
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　［００７４］
　図６は、本開示のいくつかの実施形態による、別の種類の放射線療法装置６００（例え
ば、Ｌｅｋｓｅｌｌ　Ｇａｍｍａ　Ｋｎｉｆｅ）の一例を示す。放射線療法治療セッショ
ンにおいて、患者６０２は、手術または放射線療法を受けている患者の身体部分（例えば
、頭部）を安定に保つために、座標フレーム６２０を着用する。座標フレーム６２０およ
び患者位置決めシステム６２２は、空間座標系を確立することができ、それは患者を撮像
している間または放射線手術の間に使用する。放射線治療装置６００は、複数の放射線源
６１２を封入するための保護ハウジング６１４を含む。放射源６１２は、ビームチャネル
６１６を介して複数のミリメートル幅の放射ビーム（例えば、ビームレット）を生成する
。複数の放射ビームは、異なる方向からアイソセンタ６１８に集束するように構成されて
いる。個々の放射ビームは比較的低い強度を有するが、異なる放射ビームからの複数の線
量がアイソセンタ６１８に集積すると、アイソセンタ６１８は比較的高レベルの放射を受
けることができる。特定の実施形態では、アイソセンタ６１８は、外科手術または治療中
の腫瘍のような標的に対応している。
【００７５】
　［００７５］
　図７は、３つのフェーズ、すなわち、トレーニング準備フェーズ７２５、ネットワーク
トレーニングフェーズ７２６、ネットワーク推論フェーズ７２７を含む、本発明の一実施
形態のフローダイアグラム７００の概要を示す図である。
【００７６】
　［００７６］
　トレーニング準備フェーズ７２５では、ニューラルネットワーク構成要素をトレーニン
グする際に使用するためにトレーニング入力７２０が準備され処理される（図１、４７）
。ネットワークモデルがトレーニングで使用するために選択され（７０５）；そのような
モデル選択は、例えば、（例示的な実施形態として図８により以下でより詳細に論じるよ
うに）深層畳み込みニューラルネットワークアーキテクチャの識別および適切な処理層構
成を含む。ニューラルネットワーク構成要素モデル（図１、４７）は、初期層構成、初期
接続構成、一組の重み、および一組のバイアスで初期化される。医用画像７１０および期
待される結果（当業者には「グラウンドトゥルース」データとしても知られている）７１
５に加えて、他のパラメータ（以下で十分に説明されるように）がトレーニングデータ７
２０として入力のために特定され得る。一実施形態では、トレーニングデータ７２０は、
また、実際の患者または試験対象についてのデータを含み得る。別の実施形態では、トレ
ーニングデータ７２０は合成して作成されてもよく、例えば理論的に可能な状況に基づい
てコンピュータで生成された画像であってもよく、またはモデル試験の目的で考案されて
もよい。
【００７７】
　［００７７］
　ニューラルネットワーク構成要素モデルの一実施形態および構成（図１、４７）では、
入力患者データは３Ｄ情報に対応し、ネットワークからの出力データは、３Ｄ医用画像ま
たは構造の軸方向断面のような２Ｄ医用画像（または画像関数）に対応する。この実施形
態は、２Ｄ画像を操作するディープラーニングネットワークと相互運用するように最適化
することができる。一実施形態では、トレーニングデータ７２０は、全トレーニングデー
タコレクション７２０の互いに素な集合である、患者に関するトレーニングデータと患者
に関する試験データの両方を含み得る。この構成は、後に続くトレーニングフェーズ中の
ネットワーク反復収束の精度のテストを改善する。
【００７８】
　［００７８］
　様々な実施形態では、準備フェーズ７２５は、解剖学的構造および線量を整列させ、解
剖学的構造を患者画像の軸方向ビューの中心に置いて、トレーニングデータ７２０内のす
べてのイメージングデータを共通のグリッドサイズおよびグリッド間隔に再サンプリング
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することを含む。画像強度は、リサンプリングされ、出力画像に対応するチャンネル（例
えば、ＲＧＢチャンネル）に挿入され得る。次に、ネットワークに供給されたトレーニン
グデータに基づいて学習性能および収束を改善するために、トレーニングデータ７２０内
の全患者にわたる線量値を共通の尺度にリサンプリングすることができる。このようなト
レーニングデータを作成する前に、トレーニングデータ７２０は、医用（患者）画像、患
者画像に関連する画像関数、患者の解剖学的構造、および患者線量分布を含む。データ作
成後、トレーニングデータおよび試験データは、患者の画像と、グラウンドトゥルースデ
ータを含む対応する線量とを表す。
【００７９】
　［００７９］
　ネットワークトレーニングフェーズ７２６は、トレーニングデータ７２０がステップ７
０５から構成され初期化されたニューラルネットワークモデルに提示されることで開始す
る（入力線量が指定されていない場合）。ニューラルネットワーク構成要素（図１、４７
）は、患者画像データから結果７３５を推定し、推定結果、例えばフルエンスマップまた
は線量マップを生成する。次いで、ステップ７３５からの推定結果と医用画像データ７１
０に対応する予想結果７１５との間で比較が行われ、予想結果７３５と推定結果７３５と
の間の差に基づいてエラー（「トレーニングエラー」）マップが生成される。エラーマッ
プは評価基準７４５と比較される。例えば、平均絶対誤差関数（ＭＡＥ、下記により詳細
に説明される）のような損失関数は、誤差基準が満たされるかどうかを決定するために使
用され得る。誤差が誤差閾値基準を満たさない場合、ニューラルネットワークのモデルパ
ラメータ（図１、４７）（例えば、重みおよびバイアス）は、例えば、学習アルゴリズム
（例えば、正規化勾配）に従って誤差を最小にするために更新され（７５０）、ニューラ
ルネットワークの新たに割り当てられたモデルパラメータを用いてトレーニングデータが
ニューラルネットワーク（図１、４７）に再提示される（７３０）。
【００８０】
　［００８０］
　一実施形態では、基準が満たされるかどうかを判断すること（７４５）は、トレーニン
グ画像とは異なる１つまたは複数のテスト患者画像（しかし入力線量を指定していない）
を、現在そのようなテスト患者画像の患者線量の推定値を生成するようにネットワークモ
デルに提示することを含む。結果として得られた線量推定値は、ネットワークパラメータ
モデルの品質を評価するために、グラウンドトゥルース／予想線量と比較される。このテ
ストデータの予想線量と推定線量の差が「テスト誤差」である。いずれにしても、ステッ
プ７５０からステップ７３０、ステップ７３５および７４０、ステップ７４５までの反復
は、エラーしきい値基準が満たされるまで続き、その後、トレーニングプロセス７２５は
、トレーニングされたニューラルネットワークコンポーネントモデルが実際の患者の画像
およびデータを使用する準備ができた状態で終了（７５５）する（図１、４５、４６）。
【００８１】
　［００８１］
　いちどトレーニングされると、ニューラルネットワーク構成要素モデル（図１、４７）
は、メモリ（例えば、図１、１６）内、ネットワーク構成要素の非一時的メモリ（図１、
４７）内、またはデータベース内に格納される（例えば、図１、２４）。次いで、放射線
治療計画が望まれる患者データ（図１、４５、４６）と共に提示されたとき、トレーニン
グされたネットワークモデルをネットワーク推論ステップ７２７で使用して有用な出力（
例えば、フルエンスマップまたは線量マップ）を計算することができる。トレーニングさ
れたニューラルネットワークは、例えば、特定のトレーニングされたネットワーク構成の
ために記憶されている重みおよびバイアスをロードすることによって構成される（７６５
）。患者データ入力は、予測結果を得るために、トレーニングされ構成されたニューラル
ネットワーク構成要素（図１、４７）に提示される。好ましい実施形態では、予測結果は
フルエンスマップ情報および線量マップ情報の一方を含み；次いで、フルエンスマップま
たは線量マップ情報を使用して患者のための放射線治療計画を完成させることができる。
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したがって、関心のある患者について、予測された結果７７５を生成するために、トレー
ニングされ構成されたニューラルネットワークモデル７７０に患者の画像および／または
データ７６０が提示される。さらなる実施形態では、予測された結果は、次に、治療計画
システム（例えば、スウェーデン、ストックホルムのＥｌｅｋｔａＡＢ社によるＭＯＮＡ
ＣＯ（登録商標）システム）で使用するための線量－容積ヒストグラム（ＤＶＨ）の生成
のためのように、治療計画システム７８０による使用のために処理される。
【００８２】
　［００８２］
　本発明の実施形態は、内部および外部の放射線源を含むフルエンスおよび線量マップの
計算を提供する。実施形態は、内部近接照射療法アプリケーションのための計算を提供す
るものを含む。近接照射療法は一般に腫瘍部位に放射線源を直接配置することを含む。最
適治療プロファイルを決定するための計算は、多くの場合、様々な最適化ルーチンにおい
て線形ボルツマン輸送方程式を利用する複雑な計算および推定を必要とする。理想化され
た入力データ（例えば、患者の画像および所望の結果）からフルエンスマップを識別する
ために本発明のニューラルネットワークをトレーニングすることによって、近接照射療法
用途を支援することができる。
【００８３】
　［００８３］
　本発明の様々な実施形態では、近接照射療法計画は、計画基準を満たす線量分布を達成
するために、外部ビーム治療（目標とＯＡＲが描かれた計画ＣＴまたはＭＲ画像、および
目標処方とＯＡＲ制約）と類似の出発点から始まる。したがって、様々な実施形態におい
て、近接照射療法線量分布を予測するためのディープラーニングの適用は、外部ビーム分
布予測と類似している。両方の治療法で、ネットワークモデルは画像内の構造から線量マ
ップへのマッピングを学習し、それを使用して新しい患者の線量マップを予測する。その
学習されたマッピングは治療管理のメカニズムの詳細を無視する。
【００８４】
　［００８４］
　近接照射療法に関する本発明の更なる態様では、適用される放射線源の崩壊中の様々な
時点で推定線量を提供するための深層畳み込みニューラルネットワーク（ＤＣＮＮ）の使
用を提供する。そのような態様では、サンプリングの時間はトレーニングセットにおける
追加のパラメータであり、（滞留時間または治療時間を含む）４－Ｄ分析は特定の放射線
源に基づく累積線量を提供する。これらの実施形態の予測された結果は、患者の標的治療
領域における放射線源の配置、治療標的に送達されるべき放射線量強度、および経時的な
線量送達期間の決定を補助する。
【００８５】
　［００８５］
　別の実施形態では、リアルタイムのＭＲＩ画像を近接照射療法（brachytherapy）と組
み合わせて使用する。ＭＲＩ装置は、優れた軟組織コントラストと腫瘍および周囲の臓器
の正確な画像化を提供する。これにより、近接照射療法（brachytherapy）用放射線源移
植の精度の向上、標的およびリスク臓器の描写の向上、ならびに線量処方の向上が可能に
なる。ＭＲＩ装置からのリアルタイムＭＲＩ画像（例えば、ＭＲＩ装置と近接照射療法装
置が同時に動作している場合）は、近接照射療法アプリケータと近接照射療法用放射線源
の適切な配置のためのリアルタイム視覚化を提供し、（１）穿孔を回避し、（２）近接照
射療法治療を提供するために線源を標的に導く。ＣＴベースの画像に対するＭＲの別の利
点は、ＭＲがＣＴよりも正確な標的輪郭を提供することができ、それによって標的構造の
より良好な描写およびより高度の線量最適化が可能になることである。ＭＲＩはＣＴと比
較して標的構造の可視性を改善するが、標的輪郭形成は依然として画像誘導処置に関連す
る不確実性を提供する。ＭＲＩを用いて線源とアプリケータの両方を追跡することができ
れば、１）インプラント検証（例えば、典型的には２０個の線源が５ｍｍ間隔で設けられ
、線源当たり０．５秒の滞留時間である）、２）線源滞留位置測定（例えば、典型的には
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２０個の線源が５ｍｍ間隔で設けられ、線源当たり０．５秒の滞留時間である）、３）患
者における実際の放射線量分布を用いた計画立案が行える。さらなる実施形態では、機能
的ＭＲＩ（ｆＭＲＩ）を前立腺近接照射療法に使用することができる。機能的ＭＲＩは、
前立腺内病変の同定を改善することができ、これはサルベージ前立腺近接照射療法および
サブボリュームブーストのために特に重要である。
【００８６】
　［００８６］
　入力データは医用画像を含み得る。入力データは、解剖学的データおよび計画メタパラ
メータのうちの少なくとも一方を含み得る。いくつかの態様では、計画メタパラメータは
、装置による制約、診断情報、および計画された放射線療法の経過についての他の情報を
含み得る。装置による制約には、ビームガントリ角度、ビームレットベクトル、および放
射線送達に対する同様の制約を含み得る。
【００８７】
　［００８７］
　図９に示されているように、本発明のシステムおよび方法の実施形態は、入力データか
らフルエンスマップ９３０および線量マップ９５０を生成するために使用される。例えば
、システム９００は、入力データ９１０から放射線治療装置９６０と共に使用するための
線量マップ９５０を生成するように構成することができる。線量マップ９５０は、放射線
装置１６０によって課せられた制約を受ける患者における局所的なエネルギーの蓄積を表
すことができる。フルエンスマップ９３０は、典型的には線量マップ９５０とは異なり、
開示されたシステムおよび方法は、この差を減らすように構成される。いくつかの態様で
は、代替経路９３５に示すように、システム９００は、ニューラルネットワーク９２０を
使用して入力データ９１０から線量マップ９５０を直接生成するように構成され得る。入
力データ９１０は、医用画像９１２、解剖学的マップ９１４、および計画メタデータ９１
６を含み得る。医用画像９１２は、撮像モダリティを使用して患者から取得されたもので
あり得る。解剖学的マップは、患者の一組の定義された標的および敏感な器官を示し得る
。いくつかの局面において、定義された標的は腫瘍を含み得る。入力データ９１０はニュ
ーラルネットワーク９２０に提供され得る。図７に関連して以下および以上でより完全に
説明されているように。ニューラルネットワーク９２０は、入力データ９１０からフルエ
ンスマップ９３０（および、あるいは線量マップ９５０）を生成するようにトレーニング
される。ニューラルネットワーク９２０は畳み込みニューラルネットワークを含むことが
でき、いくつかの態様では、フルエンスマップ９３０はニューラルネットワーク９２０の
出力を含むことができる。図９に示されるニューラルネットワーク９２０は、図１に示す
ニューラルネットワーク構成要素４７と同一または類似のアーキテクチャと、図８に示す
ニューラルネットワーク９２０とを含むことができる。
【００８８】
　［００８８］
　さらに、図９のニューラルネットワーク９２０は、深層畳み込みニューラルネットワー
ク（ＤＣＮＮ）を含み得る。ＤＣＮＮモデルのアーキテクチャには、入力を出力に変換す
る個別のレイヤのスタックが含まれている。異なる層の例には、１つまたは複数の畳み込
み層、非線形演算子層（整流線形単位（ＲｅＬｕ）関数、シグモイド関数、双曲線正接関
数のような）、プーリング層またはサブサンプリング層、完全接続層、最終損失層、デコ
ンボリューション層、アンプーリング層またはアップサンプリング層、ピクセル単位の予
測層、および／または、コピー層およびクロップオペレータ層を含み得る。各層は、１つ
のアップストリーム層と１つのダウンストリーム層を接続してもよい。入力は入力層とす
ることができ、出力は最終出力層とすることができる。
【００８９】
　［００８９］
　ＤＣＮＮモデルの性能および学習能力を高めるために、異なる層の数を選択的に増やす
ことができる。入力層から出力層までの中間の別個の層の数は非常に多くなる可能性があ
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り、それによってＤＣＮＮモデルのアーキテクチャの複雑さが増す。本開示は、フルエン
スマップおよび／または出力マップを生成するために強力なラーニングＤＣＮＮモデルを
使用する。開示された実施形態によれば、システム９００は、入力データ９１０を受信す
るトレーニングされたＤＣＮＮモデル（ニューラルネットワーク９２０で実施される）を
使用してフルエンスマップ９３０または線量マップ９５０を生成するように構成され得る
。有利には、本開示の実施形態におけるフルエンスマップおよび線量マップの生成のため
のＤＣＮＮモデルは、手動の特徴抽出を必要とせずにそのようなマップの自動生成を可能
にする。
【００９０】
　［００９０］
　本明細書で使用されるように、開示された生成方法によって使用されるＤＣＮＮモデル
は、畳み込みニューラルネットワークの枠組みに基づいて定式化、適合、または修正され
た任意のニューラルネットワークモデルを指す。例えば、本開示の実施形態においてフル
エンスマップおよび／または線量マップの生成に使用されるＤＣＮＮモデルは、１つまた
は複数の畳み込み層、非線形演算子層、プーリング層またはサブサンプリング層、完全接
続層、最終損失層、デコンボリューション層、および／またはアンプーリング層またはア
ップサンプリング層のような、入力層と出力層との間の中間層を選択的に含み得る。
【００９１】
　［００９１］
　開示された出力マップを生成するシステムおよび方法は、一般に、２つのフェーズ、す
なわち、トレーニングデータセットを使用してＤＣＮＮモデルを「トレーニング」または
「学習」するトレーニングフェーズ、およびトレーニングＤＣＮＮモデルがトレーニング
データセットおよび出力マップを生成するための入力データを使用する予測フェーズまた
は推論フェーズを含む。上述のように、前述のトレーニングフェーズは一般に、図７に示
されたネットワークトレーニング７２６と相関する。本明細書で使用されるように、ＤＣ
ＮＮモデルを「トレーニングする」とは、ＤＣＮＮモデル内の少なくとも１つのレイヤの
１つまたは複数のパラメータを決定することを指す。例えば、ＤＣＮＮモデルの畳み込み
層は、少なくとも１つのフィルタまたはカーネルを含み得る。少なくとも１つのフィルタ
のカーネル重み、サイズ、形状、および構造などの１つまたは複数のパラメータは、例え
ば、逆伝播ベースのトレーニングプロセスによって決定され得る。
【００９２】
　［００９２］
　前述の予測フェーズは一般に、図７に示すようなネットワーク推論７２７と相関する。
本明細書に記載の実施形態に関して使用されるように、ＤＣＮＮモデルからの「予測」は
、２Ｄおよび３Ｄフルエンスおよび／または任意のタイプの撮像モダリティからの線量マ
ップを含む医用画像９１２を使用してフルエンスおよび／または線量マップを生成するこ
とを指す。
【００９３】
　（出力マップ生成のためのＤＣＮＮモデル）
　［００９３］
　図８は、本開示のいくつかの実施形態による、出力マップ生成（例えばフルエンスマッ
プおよび／または線量マップの生成）のための深層畳み込みニューラルネットワークアー
キテクチャを実装する例示的なニューラルネットワーク９２０を示す。ニューラルネット
ワーク９２０は、深層畳み込みニューラルネットワークを含み得る。図８に示すように、
ニューラルネットワーク９２０は、入力として１つまたは複数の第１の撮像モダリティを
使用して取得された医用画像９１２を受け取ることができる。本明細書で使用されるよう
に、医用画像は、医用画像９１２、解剖学的マップ９１４、および計画メタデータ９１６
を含む入力データ（図９、９１０）の内容を制限なく含むことができる。ニューラルネッ
トワーク９２０は、フルエンスマップまたは線量マップに対応する出力８４０を生成し得
る。出力８４０は、入力医用画像のうちの１つと同じ主題に関するものであり得る。例え
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ば、医用画像９１２が隣接する画像のスタックを含むとき、出力８４０は、スタック９１
２の中央にある画像のうちの１つと同じ主題に関係し得る。例えば、医用画像９１２が奇
数個の画像を含むとき、出力８４０は、スタックの中央の画像と同じ主題に関するもので
あり得る。あるいは、医用画像９１２が偶数個の画像を含むとき、出力８４０は、スタッ
クの２つの中間画像のうちの一方と同じ主題に関するものであり得る。
【００９４】
　［００９４］
　図８に示すように、本発明のニューラルネットワーク９２０の一実施形態は、一般に、
２つの部分、すなわち第１の特徴抽出部８２０と第２の出力マップ構成部８３０とを含み
得る。特徴抽出部８２０は、医用画像９１２の１つまたは複数の特徴を抽出し得る。特徴
抽出部８２０は、医用画像９１２を受信し、入力スタックの特徴を表す少なくとも１つの
特徴ベクトルまたは行列を出力するために深層畳み込みニューラルネットワークアプロー
チを使用する。したがって、特徴抽出部８２０は、異なるスケールおよび異なる複雑性レ
ベルで特徴を抽出することができ、特徴抽出部８２０の各層は、その入力として前の層の
潜在的表現を受け取る。出力マップ構築部８３０は、特徴抽出部８２０の出力を使用して
出力８４０を生成することができ、これは前述のようにフルエンスマップまたは線量マッ
プを含むことができる。第２の部分は、所望の画像解像度または画像サイズが達成される
まで、出力マップを粗い解像度から細かい解像度まで徐々に再構成することができる。
【００９５】
　［００９５］
　いくつかの実施形態では、ニューラルネットワーク９２０は、特徴抽出部８２０内のレ
イヤの出力から出力マップ構成８３０内のレイヤの入力への直接接続で構成されてもよい
。いくつかの態様では、そのような接続は、特徴抽出部８２０の最終層の出力から出力マ
ップ構成８３０の初期層の入力までのみであってもよい。様々な態様では、ニューラルネ
ットワーク９２０は、特徴抽出部８２０と出力マップ構成８３０との間の１つまたは複数
の追加の接続を用いて構成することができる。これらの接続は、特徴抽出部８２０の非最
終層および出力マップ構成８３０の非最終層、特徴抽出部８２０の最終層および出力マッ
プ構成８３０の非最終層、および／または特徴抽出部８２０の非最終層および出力マップ
構成８３０の最終層を含み得る。
【００９６】
　［００９６］
　いくつかの実施形態では、特徴抽出部８２０および出力マップ構成８３０は一緒にトレ
ーニングされてもよい。例えば、特徴抽出部８２０および出力マップ構成８３０のパラメ
ータは、モデルトレーニングの各反復中に一緒に更新されてもよい。様々な実施形態にお
いて、特徴抽出部８２０および出力マップ構成８３０は別々にトレーニングされてもよい
。例えば、特徴抽出部８２０は、ＶＧＧ画像分類モデルのような既知のモデルを含み、出
力マップ構成８３０のパラメータのみがトレーニング中に更新され得る。
【００９７】
　［００９７］
　有利には、医用画像９１２が依存構造情報を含む隣接する２Ｄ画像のスタックを含むと
き、ニューラルネットワーク９２０の精度が向上する。ニューラルネットワーク９２０は
、トレーニング時およびフルエンスマップまたは線量マップの形態の出力マップの生成時
の両方で、このような隣接２Ｄ画像のスタックを使用するように構成され得る。本明細書
で使用されるとき、依存構造情報は、２Ｄ画像の解剖学的平面に直交する軸に沿って隣接
する２Ｄ画像のスタックに示される解剖学的構造の間の空間的に依存する関係を指す。非
限定的な例として、スタックの第１の画像内の第１の画素群によって表される解剖学的構
造の形状および種類は、また、第１の画像に隣接する第２の画像内の第２の画素群によっ
て表されてもよい。これは、解剖学的平面に直交する軸に沿った第１の画像および第２の
画像の空間的な隣接が、これらの画像に示される解剖学的構造のある程度の依存性または
連続性を可能にするためである。したがって、１つの画像内の解剖学的構造の形状、サイ
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ズ、および／またはタイプは、同じ平面に沿って別の隣接する画像内の解剖学的構造の形
状、サイズ、および／またはタイプの情報を提供することができる。依存構造情報の効果
は、スタック内の隣接画像の数、医用画像９１２に描かれている解剖学的構造、および／
または画像を取得するために使用される撮像モダリティに依存し得る。
【００９８】
　［００９８］
　本開示の実施形態で使用されるニューラルネットワーク９２０の様々な構成要素および
特徴は、以下に詳細に説明される。
【００９９】
　（特徴抽出のためのＤＣＮＮ）
　［００９９］
　いくつかの実施形態では、ニューラルネットワーク９２０の特徴抽出部８２０は入力層
、例えば医用画像９１２を含む。いくつかの実施形態では、医用画像９１２は複数の画像
を含み得る。いくつかの態様では、医用画像９１２は１つまたは複数の組の医用画像を含
むことができる。例えば、医用画像９１２は１つまたは複数の３ＤＣＴ画像を含み得る。
様々な態様では、医用画像９１２は隣接する２ＤＣＴ画像のスタックを含み得る。上述の
ように、隣接スライスは、より正確なまたは頑強な（robust）予測を可能にする依存構造
情報をニューラルネットワーク９２０に提供することができる。
【０１００】
　［０１００］
　いくつかの実施形態では、ニューラルネットワーク９２０の特徴抽出部８２０は、入力
層、例えば医用画像９１２の機能または解剖学的マップ９１４の機能を含む。いくつかの
実施形態では、患者の解剖学的構造情報は、バイナリマスクまたは画像で符号化され、そ
こでは、放射線治療の標的および近くのリスク臓器のような輪郭を描かれた構造が固定ピ
クセル値によって表され、構造外のすべてのピクセルが背景値に設定される。いくつかの
実施形態では、患者の解剖学的構造情報は、各画素値が構造境界までの最短距離に等しい
符号付き距離マップとして符号化され、そこでは、構造内の画素に正の値が割り当てられ
、構造外の画素に負の値を割り当てられる。いくつかの実施形態では、患者の解剖学的構
造情報は、アルゴリズムによって、例えば解剖学的構造のエッジが強調されている新しい
画像に変換された元の画像の関数として符号化されてもよい。これらの実施形態は、特徴
抽出に有用であり得るものを例示するものであり、限定するものではない。
【０１０１】
　［０１０１］
　いくつかの実施形態では、入力層は体積を有し、その空間寸法は２Ｄ画像の幅および高
さによって決定され、その深さは部分的に医用画像９１２を構成する画像の数によって決
定される。
【０１０２】
　［０１０２］
　いくつかの実施形態では、ニューラルネットワーク９２０の特徴抽出部８２０は、１つ
または複数の畳み込み層３２２を含み得る。各畳み込み層３２２は、上部入力層によって
決定される幅（「Ｗ」）および高さ（「Ｈ」）（例えば、畳み込み層３２２の入力の大き
さ）、および、レイヤ内のフィルタまたはカーネルの数（「Ｎ」）とそれらの大きさのよ
うな複数のパラメータを有することができる。フィルタの数は、畳み込み層の深さと呼ば
れる。したがって、各畳み込み層３２２は、図８に示されるように３Ｄボリュームの観点
から説明することができる。各畳み込み層３２２の入力は、１つのフィルタと畳み込まれ
、そのフィルタに対応する特徴マップを生成することができる。そのような畳み込みは、
各畳み込み層の各フィルタに対して実行され得る。結果としての特徴マップは幅と高さを
有し、奥行き寸法に沿って積み重ねられ、３Ｄ出力を生成する。この出力は、次の畳み込
み層への入力を含み得る。
【０１０３】
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　［０１０３］
　いくつかの実施形態では、ニューラルネットワーク９２０の特徴抽出部８２０は、１つ
または複数のプーリング層（図示せず）を含み得る。ニューラルネットワーク９２０内の
２つの連続する畳み込み層３２２の間にプーリング層を追加することができる。プーリン
グ層は、入力（例えば、前の畳み込み層からの特徴マップ）のあらゆる深度スライスに対
して独立して動作し、非線形ダウンサンプリングの形式を実行することによってその空間
次元を縮小する。図８に示すように、プーリング層は、抽出された特徴マップの空間次元
を漸進的に縮小して、ネットワーク内のパラメータおよび計算量を削減することができる
。これは過学習（overfitting）を制御することもできる。プーリング層の数および配置
は、畳み込みネットワークアーキテクチャの設計、入力のサイズ、畳み込み層３２２のサ
イズ、および／またはニューラルネットワーク９２０の用途のような様々なファクタに基
づいて決定される。
【０１０４】
　［０１０４］
　プーリング層を実装するために様々な非線形関数を使用することができる。例えば、最
大プーリングが使用されてもよい。最大プーリングは、入力の画像スライスを、所定のス
トライドを有する一組の重複または非重複のサブ領域に分割することができる。各サブ領
域について、最大プーリングは、最大幅を出力することができ、深さ寸法を変更せずに、
その幅と高さの両方に沿って入力の各スライスをダウンサンプリングすることができる。
他の適切な機能を、平均プーリングまたはＬ２ノルムプーリングのようなプーリング層を
実装するために使用することができる。
【０１０５】
　［０１０５］
　様々な実施形態において、ニューラルネットワーク９２０の特徴抽出部８２０は１つま
たは複数の追加の層を含み得る。非限定的な例として、ＲｅＬｕ層（図示せず）を畳み込
み層の後に選択的に追加して中間活性化マップまたは特徴マップを生成することができる
。ＲｅＬｕ層は、畳み込み層３２２のそれぞれの寸法に影響を及ぼすことなく、予測関数
およびニューラルネットワーク９２０全体の非線形特性を増大させることができる。さら
に、ＲｅＬｕ層は、逆伝播トレーニングプロセス中の飽和を低減または回避することがで
きる。
【０１０６】
　［０１０６］
　別の非限定的な例として、畳み込み層および／またはプーリング層の後に、１つまたは
複数の完全接続層８２４を追加することができる。完全接続層８２４は、前の層のすべて
のアクティベーションマップまたは機能マップとの完全接続を有する。例えば、完全接続
層８２４は、最後の畳み込み層または最後のプーリング層の出力をベクトル形式の入力と
して取得し、高水準の決定を実行し、深さ次元に沿って配置された特徴ベクトルを出力す
る。出力ベクトルは、出力層と呼ばれることがある。ベクトルは、ニューラルネットワー
ク９２０の医用画像９１２の入力スタック内の解剖学的構造の情報を含み得る。
【０１０７】
　（出力マップ構築のための畳み込みニューラルネットワーク）
　［０１０７］
　上述のように、ニューラルネットワーク９２０の出力マップ構成８３０は、特徴抽出部
８２０によって出力された１つまたは複数の特徴を使用して出力マップ８４０を生成する
ことができる。他の箇所で述べたように、出力マップ８４０はフルエンスマップまたは線
量マップを含むことができ、図７、７７５で説明した予測結果を含むことができる。
【０１０８】
　［０１０８］
　図８に示すように、ニューラルネットワーク９２０の出力マップ構成８３０は、特徴抽
出部８２０の粗い出力特徴マップ（例えば、特徴ベクトル）を出力マップ８４０に変換す
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ることができる。様々な機能を使用して、逆方向アップサンプリングまたはアンプーリン
グ（例えば、双一次または非線形補間）、および逆方向畳み込み（デコンボリューション
）のような、ピクセル単位の予測レイヤを実装することができる。いくつかの態様では、
ニューラルネットワーク９２０の出力マップ構成８３０は、ニューラルネットワーク９２
０のミラー化バージョンの特徴抽出部８２０を含み得る。特徴抽出部８２０は抽出された
活性化マップまたは特徴マップの空間寸法を漸進的に縮小し得るが、出力マップ構築部８
３０はデコンボリューション層８２６および／またはアンプーリング層（図示せず）を使
用して漸進的に特徴マップを拡大し得る。アンプーリング層（例えば、アップサンプリン
グ層）は、特徴マップ内のピクセルを受け取り、特徴マップのピクセルをそれらの前のま
たは元のプーリング位置に戻して、より大きな特徴マップを出力することができ、それに
より、拡大されたがまばらな活性化マップまたは特徴マップを生成することができる。デ
コンボリューション層を使用して、入力活性化マップまたは特徴マップの単一のピクセル
を複数の出力ピクセルに関連付け、それにより、活性化マップまたは特徴マップの密度を
拡大および増大させることができる。したがって、出力マップ構築部８３０は、出力マッ
プ８４０を生成するために、特徴抽出部８２０と一緒にトレーニングされ使用されてもよ
い。
【０１０９】
　［０１０９］
　当業者によって理解されるように、出力マップ８４０を生成するための他の適切な方法
は、本開示の実施形態において適合、修正、および／または使用され得る。
【０１１０】
　（ＤＣＮＮモデルベースの出力マップ生成システム）
　［０１１０］
　図１０は、本開示のいくつかの実施形態による、少なくとも１つのＣＮＮモデルを使用
して出力マップを生成するための出力マップ生成システム１０００を示す本発明の例示的
な実施形態を示す図である。図１０に示すように、出力マップ生成システム１０００は、
２つのフェーズ、すなわち、トレーニングフェーズと生成フェーズを実行するための構成
要素を含み得る。トレーニングフェーズを実行するために、出力マップ生成システム１０
００はトレーニングデータベース１０１１およびトレーニングシステム１０１０を含み得
る。出力マップ生成フェーズを実行するために、出力マップ生成システム１０００は、予
測システム１０２０および予測データベース１０２１を含み得る。いくつかの実施形態で
は、出力マップ生成システム１０００は、図１０に示される構成要素のうちのより多いま
たは少ない構成要素を含み得る。例えば、出力マップ生成のためのＤＣＮＮモデルが予め
トレーニングされ提供されている場合、出力マップ生成システム１０００は、予測システ
ム１０２０と予測データベース１０２１のみを含む。出力マップ生成システム１０００は
、任意選択でネットワーク１０３０を含み得る。いくつかの実施形態では、ネットワーク
１０３０は有線データ通信システムまたは装置によって置き換えられてもよい。
【０１１１】
　［０１１１］
　いくつかの実施形態において、出力マップ生成システム１０００の様々な構成要素は、
互いに離れてまたは異なる空間に配置され得、図１０に示されるようにネットワーク１０
３０を介して接続され得る。いくつかの代替実施形態では、出力マップ生成システム１０
００の特定の構成要素は、同じ場所にまたは１つの装置内に配置することができる。例え
ば、トレーニングデータベース１０１１は、トレーニングシステム１０１０と共に現場に
配置されてもよく、またはトレーニングシステム１０１０の一部であってもよい。別の例
として、トレーニングシステム１０１０と予測システム１０２０は同じコンピュータまた
は処理装置内であってもよい。
【０１１２】
　［０１１２］
　図１０に示すように、トレーニングシステム１０１０はトレーニングデータベース１０
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１１と通信してトレーニングデータを受信することができる。トレーニングデータベース
１０１１に格納されたトレーニングデータは、医用画像データベース、例えば、放射線治
療セッション中に以前に取得された医用画像を含む医用画像データベースから取得するこ
とができる。トレーニングデータの各項目は、１つまたは複数の原点画像診断法で取得さ
れた１つまたは複数の医用画像、１つまたは複数の解剖学的マップ、計画メタデータ、お
よび対応する所定の出力マップを含み得る。
【０１１３】
　［０１１３］
　様々な態様では、１つまたは複数のトレーニング画像は、所定の空間的関係を有する医
用画像を含むことがある。いくつかの態様では、１つまたは複数のトレーニング画像は、
原点画像診断法で取得された３Ｄ医用画像を含むことがある。システム１０００は、３Ｄ
医用画像を隣接する２Ｄ医用画像の１つまたは複数の順次スタックに分割するように構成
することができる。各スタック内の隣接する２Ｄ画像の数は、３Ｄ画像のサイズ、ＣＮＮ
モデルの特定のフレームワーク、２Ｄ画像に直交する軸に沿って隣接する２Ｄ画像内の解
剖学的構造間の関係、および／または出力マップ生成のアプリケーションのような様々な
要因に基づいて決定される。
【０１１４】
　［０１１４］
　いくつかの実施形態では、１つまたは複数のトレーニング画像が１つまたは複数の原点
画像診断様式の医用画像のスタックを含むとき、出力マップはスタックの中間画像（例え
ば、奇数個の画像を有するスタックについての中央画像、および偶数個の画像を有するス
タックについての２つの中間画像のうちの一方）に空間的に対応する。
【０１１５】
　［０１１５］
　開示された実施形態によれば、１つまたは複数のトレーニング画像は、ＭＲＩ、機能的
ＭＲＩ（例えば、ｆＭＲＩ、ＤＣＥ－ＭＲＩ、および拡散ＭＲＩ）、ＣＴ、ＣＢＣＴ、ス
パイラルＣＴ、ＰＥＴ、ＳＰＥＣＴ、Ｘ線、光断層撮影、蛍光イメージング、超音波イメ
ージング、および放射線療法ポータルイメージング、などを含む様々な画像診断様式を用
いて取得される。いくつかの実施形態では、１つまたは複数のトレーニング画像は、腫瘍
学情報システムから収集することができる。
【０１１６】
　［０１１６］
　様々な態様では、１つまたは複数の解剖学的マップは、１つまたは複数のトレーニング
画像に対応するセグメンテーション情報を含むことがある。例えば、１つまたは複数の解
剖学的マップは、１つまたは複数のトレーニング画像内の目標体積および正常な重要臓器
の描写を含むことがある。例えば、解剖学的マップは、ピクセルまたはボクセルを解剖学
的構造と関連付けるラベル、またはトレーニング画像の各ピクセルまたはボクセルが表す
解剖学的構造の予測を含むことができる。これらの解剖学的マップは、手動セグメンテー
ションまたはアトラスベースの自動セグメンテーションのような当業者に知られている方
法に従って生成することができる。解剖学マップはまた、機械学習方法を使用して生成さ
れ得る。
【０１１７】
　［０１１７］
　いくつかの態様では、計画メタデータは計画プロセスに関する情報を含み得る。例えば
、計画メタデータは、患者の診断、放射線治療装置の種類および特性に関する情報、ある
いは同様の情報を含むことができる。例えば、計画メタデータは、ビームガントリ角度、
ビームレットベクトル、および同様の情報を含み得る。
【０１１８】
　［０１１８］
　トレーニングシステム１０１０は、トレーニングデータベース１０１１から受け取った
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トレーニングデータを使用して、フルエンスマップおよび／または線量マップの形で出力
マップを生成するためにＣＮＮモデルをトレーニングすることができる。トレーニングシ
ステム１０１０は、プロセッサおよび（図１により詳細に説明された）非一時的コンピュ
ータ可読媒体を含み得る。プロセッサは、コンピュータ可読媒体に格納されているトレー
ニングプロセスの命令を実行することによってトレーニングを実施することができる。ト
レーニングシステム１０１０は、さらに、トレーニングデータベース１０１１、ネットワ
ーク１０３０、および／またはユーザインターフェース（図示せず）と通信するための（
図１により詳細に説明された）入力および出力インターフェースを含み得る。ユーザイン
ターフェースは、トレーニングデータ（すなわち、１つまたは複数の元の撮像モダリティ
および目的の撮像モダリティ内の画像）を選択し、トレーニングプロセスの１つまたは複
数のパラメータ（例えば、各スタック内の隣接する画像スライスの数）を調整し、ＤＣＮ
Ｎモデルのフレームワークを選択または修正し、および／または、手動または半自動でト
レーニング用に画像を編集するために使用される。トレーニングプロセスの例は、更に下
の図１１を参照して詳細に説明される。
【０１１９】
　［０１１９］
　いくつかの実施形態によれば、トレーニングシステム１０１０は、トレーニング処理（
例えば、図１および図７に示されるような）を実行するソフトウェアで特別にプログラミ
ングされたハードウェア（例えば、図１に示されるような）で実現されてもよい
　［０１２０］
　予測システム１０２０は、トレーニングシステム１０１０から少なくとも１つのトレー
ニングされたＣＮＮモデルを受け取ることができる。予測システム１０２０は、プロセッ
サおよび非一時的コンピュータ可読媒体（図１で詳細に説明されるような）を含み得る。
プロセッサは、非一時的コンピュータ可読媒体に格納された画像生成プロセスの命令を実
行して、予測システム１０２０に出力マップを生成するための動作を実行させることがで
きる。予測システム１０２０は、さらに、予測データベース１０２１、ネットワーク１０
３０、および／またはユーザインターフェース（図示しないが、図１に対応する一実施形
態内のような）と通信するための入力および出力インターフェース（図１により詳細に説
明されたような）を含む。ユーザインターフェースは、出力マップを生成し、生成プロセ
スを開始し、出力マップを出力し、および／または出力マップに基づいて更なる分析を実
行するための基礎として１つまたは複数の医用画像を選択するために使用され得る。
【０１２０】
　［０１２１］
　いくつかの実施形態によれば、予測システム１０２０は、出力マップ（例えば、図１２
に示されるような）を生成するように予測システム１０２０を構成するソフトウェアによ
って特別にプログラムされたハードウェア（例えば、図１に示されるような）が実装され
る。
【０１２１】
　［０１２２］
　予測システム１０２０は、入力データベースを受信するために予測データベース１０２
１と通信することができる。いくつかの態様では、入力データは１つまたは複数の医用画
像を含むことができる。予測データベース１０２１に格納された医用画像は、例えば、放
射線療法治療セッションの２Ｄおよび／または３Ｄ画像を含む医用画像データベースから
取得することができる。本明細書に記載されるように、医用画像は、図１、３２の画像取
得装置のような医用撮像装置によって取得された２Ｄ投影画像から再構成することができ
る３Ｄ医用画像を含むことができる。
【０１２２】
　［０１２３］
　開示された実施形態によれば、医用画像は、ＭＲＩ、機能的ＭＲＩ（例えば、ｆＭＲＩ
、ＤＣＥ－ＭＲＩおよび拡散ＭＲＩ）、ＣＴ、ＣＢＣＴ、スパイラルＣＴ、ＰＥＴ、ＳＰ
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ＥＣＴ、Ｘ線、光トモグラフィ、蛍光イメージング、超音波イメージング、放射線治療ポ
ータルイメージングなど、を含む様々な画像診断様式を用いて取得される。いくつかの実
施形態では、予測データベース１０２１は、予測システム１０２０の統合された部分、ま
たは、放射線療法治療室のような予測システム１０２０の同じ場所に配置される。
【０１２３】
　［０１２４］
　いくつかの態様では、入力データは解剖学的マップをさらに含み得る。上述のように、
１つまたは複数の解剖学的マップは、１つまたは複数の医用画像に対応するセグメンテー
ション情報を含み得る。例えば、１つまたは複数の解剖学的マップは、１つまたは複数の
医用画像内の目標体積および正常な重要臓器の描写を含み得る。いくつかの態様では、入
力データは計画メタデータをさらに含み得る。例えば、計画メタデータは、患者の診断、
放射線治療装置の種類および特性に関する情報、あるいは同様の情報を含み得る。例えば
、計画メタデータは、ビームガントリ角度、ビームレットベクトル、および同様の情報を
含み得る。
【０１２４】
　［０１２５］
　予測システム１０２０は、トレーニングシステム１０１０から受信した少なくとも１つ
のトレーニングされたＣＮＮモデルを使用して、出力マップを生成することができる。こ
の生成が完了すると、予測システム１０２０は出力マップを出力する。出力マップは、ユ
ーザインターフェースに表示されてもよく、および／または治療計画におけるさらなる使
用のために予測データベース１０２１に記憶されてもよい。いくつかの実施形態では、出
力マップはトレーニングデータベース１０１１に自動的に格納されてもよい。例えば、出
力マップは、受信した医用画像、受信した解剖学的マップ、および計画メタデータと関連
付けることができる。これらの関連する項目のうちの１つまたは複数は、トレーニングデ
ータベース１０１１にトレーニングデータとして格納される。
【０１２５】
　［０１２６］
　ネットワーク１０３０は、画像セグメンテーションシステム１０００内の上述の構成要
素のいずれかの間の接続を提供し得る。例えば、ネットワーク１０３０は、とりわけ、ロ
ーカルエリアネットワーク（ＬＡＮ）、無線ネットワーク、クラウドコンピューティング
環境（例えば、サービスとしてのソフトウェア、サービスとしてのプラットフォーム、サ
ービスとしてのインフラストラクチャ）、クライアントサーバ、およびワイドエリアネッ
トワーク（ＷＡＮ）であり得る。
【０１２６】
　（例示的なＤＣＮＮモデルトレーニング処理）
　［０１２７］
　開示されたシステムおよび出力マップ生成方法によって実行される例示的なトレーニン
グプロセスは、図１により上記で説明され、本開示のいくつかの実施形態によるＤＣＮＮ
モデルをトレーニングするための例示的なトレーニングプロセス１１００を示すフローチ
ャートである図１１により下記で更に詳細が説明されている。いくつかの実施形態では、
トレーニングプロセス１１００はトレーニングシステム１０１０によって実行される。
【０１２７】
　［０１２８］
　トレーニングプロセス１１００は、トレーニングシステム１０１０がトレーニングデー
タを受信したときに開始する（ステップ１１０５）。上述のように、トレーニングデータ
は、１つまたは複数の画像診断法および対応する出力マップを使用して取得された少なく
とも１つまたは複数の医用画像を含み得る。医用画像は３Ｄまたは２Ｄ医用画像であり得
る。例えば、医用画像は、頭部、胴体、腹部、および／または四肢などの患者の解剖学的
領域のＣＴ画像を含み得る。いくつかの実施形態では、ＣＴ画像は３ＤＣＴ画像、または
２Ｄ画像の１つまたは複数のスタックであり得る。出力マップは、フルエンスマップまた
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は線量マップを含み得る。いくつかの態様では、トレーニングデータは１つまたは複数の
解剖学的マップも含み得る。様々な態様では、トレーニングデータは計画メタデータも含
み得る。
【０１２８】
　［０１２９］
　いくつかの実施形態では、トレーニングシステム１０１０はトレーニングデータを前処
理するように構成されている。例えば、１つまたは複数の医用画像が１つまたは複数の３
Ｄ医用画像を含むとき、トレーニングシステム１０１０は、１つまたは複数の３Ｄ医用画
像から１つまたは複数の隣接する２Ｄ画像のスタックを生成するように構成され得る。１
つまたは複数のスタックは、実質的に全体の３Ｄトレーニング画像を構成する。１つまた
は複数のスタックは重なり合う画像を含むことができる（例えば、同じまたは実質的に類
似の画像が複数のスタックに存在することができる）。上述のように、隣接する２Ｄ医用
画像のスタックは、解剖学的平面に直交する軸に沿って依存構造情報を集合的に含む。出
力マップが３Ｄ医用画像を含むとき、トレーニングシステム１０１０は、３Ｄ出力マップ
から２Ｄ出力マップを生成するように構成される。１つまたは複数の解剖学的マップが１
つまたは複数の３Ｄ画像を含むとき、トレーニングシステム１０１０は、１つまたは複数
の３Ｄ解剖学的マップから隣接する２Ｄ解剖学的マップの１つまたは複数のスタックを生
成するように構成される。隣接する２Ｄ解剖学的マップの１つまたは複数のスタックにお
ける２Ｄ解剖学的マップは、隣接する２Ｄ医用画像の１つまたは複数のスタックにおける
２Ｄ医用画像に対応する。いくつかの実施形態では、トレーニングシステム１０１０は、
ＤＣＮＮモデルをトレーニングするための１つのバッチのトレーニングデータとして１つ
または複数の医用画像のスタックおよび対応する出力マップを集合的に使用するように構
成される。様々な実施形態では、トレーニングシステム１０１０は、隣接する２Ｄ解剖学
的マップの１つまたは複数のスタック、および／または計画メタデータも使用するように
構成される。
【０１２９】
　［０１３０］
　いくつかの実施形態では、１つまたは複数のスタックの医用画像は、３つの解剖学的面
から選択された面、例えば、軸平面、矢状面、または冠状面に沿うことができる。そのよ
うな場合、プロセス１１００は、この選択された平面についてトレーニングされたＤＣＮ
Ｎモデルを出力する（例えば、この選択された平面に沿って医用画像から出力マップを生
成する）ことができる。いくつかの実施形態では、プロセス１１００を繰り返して、３つ
の解剖学的平面に沿ってそれぞれ出力マップを生成するようにトレーニングされた３つの
異なるＤＣＮＮモデルを出力することができる。
【０１３０】
　［０１３１］
　他の実施形態では、隣接する２Ｄ画像の１つまたは複数のスタックは、２つ以上の選択
された解剖学的平面に沿っている。プロセス１１００は、２つ以上の選択された解剖学的
平面のうちの任意の１つに沿って出力マップを生成するために使用され得る１つのトレー
ニングされたＤＣＮＮモデルを出力するために実行される。他の実施形態では、隣接する
２Ｄ画像の１つまたは複数のスタックは、３つの解剖平面のいずれに沿ってもよく、例え
ば、隣接する２Ｄ画像の少なくとも１つのスタックが各解剖平面のために選択される。プ
ロセス１１００は、３つの解剖学的平面のうちのいずれかに沿って出力マップを生成する
ために使用され得る１つのトレーニングされたＣＮＮモデルを得るために実行される。そ
のような場合、ＤＣＮＮモデルは、３つ全ての解剖学的平面に沿って隣接する２Ｄ画像の
組み合わせスタックを使用してトレーニングされる。
【０１３１】
　［０１３２］
　ステップ１１０５から１１２５を繰り返し実行し、ＤＣＮＮモデルが満足のいく出力マ
ップを出力するまで、ＤＣＮＮモデルをトレーニングする。反復回数は様々な停止基準に
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よって決定される。いくつかの実施形態では、最大の反復回数が使用される。各反復で、
トレーニングデータの新しいバッチは、以前に受信したデータから受信されるか、生成さ
れる。トレーニングデータの新しいバッチは、最大反復回数に達するまでＤＣＮＮモデル
をトレーニングするために使用される。追加的または代替的に、ＤＣＮＮモデルをトレー
ニングする前に、予想される精度が予め決定されていてもよい。ＤＣＮＮモデルパラメー
タのバッチ選択および更新は、出力２Ｄおよび／または３Ｄラベルマップの精度が予想さ
れる精度を満たすまで繰り返し実行される。
【０１３２】
　［０１３３］
　上述したように、ステップ１１０５で、トレーニングデータを受信して前処理する。ト
レーニングシステム１０１０は、トレーニングデータの選択されたバッチを、ステップ１
１１０でトレーニングされたＤＣＮＮモデルに入力するように構成されている。トレーニ
ングシステム１０１０は、ＤＣＮＮモデルをその現在のパラメータ、例えば、フィルタの
重みと共に使用して、原点医用画像の入力スタックに対応する出力マップを計算すること
ができる。いくつかの実施形態では、ＤＣＮＮモデルの動作は、関数Ｙ＊＝ｆ（Ｘ；θ）
で表される。ここで、Ｙ＊は、ＤＣＮＮモデルの計算された出力であり、θ＝（θ１，θ

２，・・・θL）は、ＤＣＮＮモデルのパラメータである。ＤＣＮＮは、データセット｛
Ｘ、Ｙ｝ｉ、ここでｉ＝１，．．．，Ｎを使用してトレーニングされる。ここで、Ｘｉは
、入力画像データ（例えば、医用画像、解剖学的マップ、画像または解剖学的マップの関
数、計画メタデータ）を含み、Ｙｉは、対応する出力マップである。ステップ１１２０に
おいて、トレーニングシステム１０１０は、計算された出力マップをステップ１１０５に
おいて受信されたトレーニングデータと比較し、対応するエラーマップを計算する。トレ
ーニングシステム１０１０は、ステップ１１２０で取得されたエラーマップに基づいてθ
を決定または更新する。例えば、逆伝播法（back-propagation method）を使用して、計
算された出力マップとトレーニングマップとの間の差に基づいてθを決定または更新する
。逆伝播法は、ＤＣＮＮモデル内のパラメータに関して損失関数を最小化することによっ
てパラメータを最適化する。当業者であれば、様々な損失関数に精通している。損失関数
は、例えば、モデル予測の平均絶対誤差（ＭＡＥ）、すなわち、
【０１３３】
【数１】

【０１３４】
または、平均二乗誤差（ＭＳＥ）、すなわち、
【０１３５】

【数２】

【０１３６】
である。ここで、θ＊は、ＹとＹの間の誤差を最小化するパラメータの選択を含む。逆伝
播アルゴリズムを使用して、モデルパラメータまたは重みに関する誤差関数の勾配を計算
することができる。その後、確率的勾配降下アルゴリズムを用いてθを反復的に更新して
、θ＊に収束させることができる。
【０１３７】
　［０１３４］
　いくつかの態様では、コスト関数は、問題変数の確率関数、すなわち、パラメータθの
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値に従う所与のＸのＹを観測する条件付き可能性（Ｐ（Ｙ｜Ｘ；θ）と表記される）とし
てのデータ近似関数を表している。ここで、最適パラメータθＭＬは、可能性
【０１３８】
【数３】

【０１３９】
を最小化することで獲得される。または、最適パラメータθＭＬは、トレーニングデータ
にわたって合計された
【０１４０】
【数４】

【０１４１】
として表される。どのように表されても、最適なθは逆伝搬によって決定される。
【０１４２】
　［０１３５］
　ステップ１１２５において、トレーニングシステム１０１０は、停止基準が満たされる
かどうかを判定する。上記のように、いくつかの実施形態では、停止基準は最大反復回数
として表現される。したがって、例えば、トレーニングシステム１０１０は、反復回数が
所定の最大数回数以上であるかどうかを判定する。それに加えて、またはその代わりに、
トレーニングシステム１０１０は、例えば、損失関数がしきい値より小さいかどうかを判
定することによって、出力マップの精度が予想される精度を満たすか上回るかを判定する
ことができる。トレーニングシステム１０１０が、停止基準が満たされていないと判定し
た場合、プロセス１１００は、ステップ１１０５に戻ってＤＣＮＮモデルをトレーニング
するためにトレーニングデータを受信するか、または、以前に受信したトレーニングデー
タから新しいトレーニングデータを生成する。トレーニングシステム１０１０が、反復を
停止するための基準が満たされたと判断した場合、トレーニングプロセス１１００は、ス
テップ１１３０に進み、そこで、トレーニングシステム１０１０は、ＤＣＮＮモデルを更
新されたパラメータと共に保存し、および／または、トレーニングされたＤＣＮＮモデル
を出力する。
【０１４３】
　［０１３６］
　いくつかの実施形態では、ＤＣＮＮモデルをトレーニングするために、２つ以上のトレ
ーニング画像データセット（例えば、２つ以上の３Ｄオリジナル医用画像および対応する
３Ｄディスティネーション医用画像、および任意に解剖学的マップおよび／または計画メ
タデータ）が使用される。そのような場合、ステップ１１０５でトレーニングデータを受
信すると、トレーニングシステム１０１０は、１つまたは複数のトレーニング画像データ
セットを選択し、次に入力データを選択（または生成）するように構成される。その後、
ステップ１１１０から１１２５は、上記と同様に進行する。
【０１４４】
　（例示的なＤＣＮＮモデルベースの出力マップ生成プロセス）
　［０１３７］
　開示されたシステムおよび方法によって実行される例示的な出力マップ生成プロセスは
、例示的な出力マップ生成プロセス１２００を説明するフローチャートを示す図１２を参
照して以下に詳細に説明される。出力マップ生成プロセス１２００は、予測システム１０
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２０によって実行される。
【０１４５】
　［０１３８］
　図１２に示されているように、予測システム１０２０は、ステップ１２１０において、
トレーニングされたＤＣＮＮモデル（例えば、ニューラルネットワーク９２０）を受信す
るように構成されている。トレーニングされたＤＣＮＮモデルは、図１１で説明されたプ
ロセス１１００を介して、または、別のプロセスを介して取得することができる。予測シ
ステム１０２０は、特定の解剖学的平面に沿うような特定の視点について出力マップ生成
プロセス１２００を実行するように構成されている。例えば、予測システム１０２０は、
軸平面、矢状面、および冠状面などの３つの解剖学的平面の中から選択するように構成さ
れている。受信したトレーニングされたＤＣＮＮモデルは、選択された解剖学的平面に沿
ってスライス（または、スライスのスタック）を用いてトレーニングされていてもよく、
あるいは選択された解剖学的平面を含む複数の解剖学的平面に沿ってスライス（または、
スライスのスタック）を用いてトレーニングされてもよい。
【０１４６】
　［０１３９］
　ステップ１２２０において、予測システム１０２０は入力データを受信するように構成
されている。入力データは、１つまたは複数の医用画像を含み得る。１つまたは複数の医
用画像は、１つまたは複数の３Ｄ医用画像を含み得る。３Ｄ医用画像は、患者の頭部、胴
体、腹部、四肢、または他の解剖学的領域の少なくとも一部を描写する。予測システム１
０２０は、オリジナル医用画像を前処理するように構成されている。例えば、医用画像が
１つまたは複数の３Ｄ医用画像を含むとき、予測システム１０２０は、１つまたは複数の
３Ｄ医用画像を２Ｄ医用画像の１つまたは複数のスタックに変換するように構成されるこ
とができる。上述のように、２Ｄ医用画像の１つまたは複数のスタックは連続していても
よく、１つまたは複数の重なり合う画像を有していてもよく、その結果、スタックの中間
画像は一緒になって実質的に３Ｄ医用画像全体を構成する。
【０１４７】
　［０１４０］
　予測システム１０２０は、ステップ１２２０で受け取られた３Ｄ画像の平面を選択する
ように構成されてもよく、受け取った入力データおよび選択された平面に基づいてオリジ
ナル医用画像の１つまたは複数のスタックを生成するように構成されてもよい。いくつか
の態様では、予測システム１０２０は、選択された解剖学的平面に沿って１つまたは複数
の医用画像からスライスを生成することができる。様々な態様では、予測システム１０２
０は、選択された解剖学的平面に沿って１つまたは複数の解剖学的画像からスライスを生
成することができる。いくつかの態様では、予測システム１０２０は、一連の個々の医療
用スライス、または任意選択的に解剖学的スライスを生成することができる。様々な態様
では、予測システム１０２０は、生成された出力マップに対応する各スタック内の中間ス
ライスを用いて、スライスのスタックのシーケンスのシーケンスを生成することができる
。
【０１４８】
　［０１４１］
　いくつかの実施形態では、予測システム１０２０は、ＤＣＮＮモデルがトレーニングさ
れるのと同じ種類の医用画像を使用して出力マップを生成するように構成される。例えば
、予測システム１０２０は、トレーニング画像と同じ画像診断法を使用して取得された画
像から出力マップを生成するように構成される。例えば、ＤＣＮＮモデルがＣＴ画像につ
いてトレーニングされるとき、予測システム１０２０はＣＴ画像を使用して出力マップを
生成するように構成される。ＤＣＮＮモデルが３ＤＣＴ画像についてトレーニングされる
とき、予測システム１０２０は、３ＤＣＴ画像を使用して出力マップを生成するように構
成される。さらに、ＤＣＮＮモデルが隣接する医用画像のスタックについてトレーニング
されるとき、予測システム１０２０は、そのモデルを隣接する医用画像の同じタイプのス
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タックに適用するように構成される。
【０１４９】
　［０１４２］
　いくつかの実施形態では、予測システム１０２０は、トレーニングデータが収集された
複数の患者と同じ一般診断を有する現在の患者についての出力マップを生成するように構
成される。例えば、現在の患者は、トレーニングデータが収集された複数の患者と同じ種
類の癌、および／または同じ場所に腫瘍を有する可能性がある。
【０１５０】
　［０１４３］
　いくつかの実施形態では、予測システム１０２０は、ＤＣＮＮモデルがトレーニングさ
れるのと同じ種類の解剖学的マップを使用して出力マップを生成するように構成される。
例えば、ＤＣＮＮモデルが、ピクセルまたはボクセルを重要な構造およびターゲットと関
連付ける解剖学的マップについてトレーニングされるとき、予測システム１０２０は、同
様に、ピクセルまたはボクセルを重要な構造およびターゲットと関連付ける解剖学的マッ
プを用いて出力マップを生成するように構成される。
【０１５１】
　［０１４４］
　ステップ１２３０において、トレーニングされたＤＣＮＮモデルが入力データに適用さ
れる。予測システム１０２０は、図８から図１１において上述したように、入力データを
使用して出力マップを決定することができる。ステップ１２４０において、出力マップ生
成プロセス１２００は、１つまたは複数の出力マップを出力する予測システム１０２０を
さらに含み得る。例えば、予測システム１０２０は、ステップ１２３０で生成された出力
マップを出力するように構成されてもよい。出力することは、さらなる分析または観察の
ために１つまたは複数の出力マップを表示すること、１つまたは複数の出力マップを非一
時的媒体に格納すること、または、１つまたは複数の出力マップをコンピュータプロセス
、プログラム、および／またはアプリケーションに提供することを含む。非一時的媒体お
よびコンピュータプロセス、プログラム、および／またはアプリケーションは、離れたシ
ステム上にあり得る。
【０１５２】
　［０１４５］
　いくつかの実施形態では、予測システム１０２０は、１つまたは複数の出力マップを３
Ｄ出力マップに組み立てるように構成される。上記のように、予測システム１０２０は、
３つの解剖学的平面のうちの２つ以上に沿って入力データを処理するように構成され得る
。そのような場合、プロセス１２００は最終的な３Ｄ出力マップを生成することを含む。
いくつかの態様では、予測システム１０２０は、２つ以上の解剖学的平面について決定さ
れた２つ以上の３Ｄ出力マップを融合することによって最終的な３Ｄ出力マップを決定す
るように構成され得る。いくつかの実施形態では、融合３Ｄ出力マップのボクセルの値は
平均値である。非限定的な例として、３つの融合３Ｄ出力マップが０．７、０．８、およ
び０．３のフルエンス値を有するとき、ボクセルは０．６のＣＴ値を有することができる
。本明細書に記載されるように、出力マップ生成プロセス１２００において決定された３
つの３Ｄ出力マップを融合するために任意の適切な方法が使用されてもよい。
【０１５３】
　（前立腺放射線療法のためのデータ作成、ニューラルネットワークトレーニング、およ
びトレーニングされたニューラルネットワークの評価）
　［０１４６］
　１７８人の前立腺患者についての医用画像のデータベースがトレーニングデータとして
選択された。以下のように、トレーニングデータにおいて期待される結果として役立つよ
うに、各患者に対して前立腺放射線療法治療計画を作成した。最初に、輪郭（関連する解
剖学的構造物の輪郭）を見直し、放射線治療腫瘍学グループ（Radiation Therapy Oncolo
gy Group）とＲＴＯＧファウンデーションインク（RTOG Foundation Inc.）（www.rtog.o
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rg/）の解剖学的構造ガイドラインを合わせて多くのものを再描画した。その後、Ｍｏｎ
ａｃｏ（登録商標）のマージニングツールを使用して、各患者の臨床治療量（ＣＴＶ）お
よび計画治療量（ＰＴＶ）を算出した。その後、放射線療法計画が、エラスムスのアイサ
イクル治療計画プログラム（Erasmus iCycle treatment planning program）を使用して
各患者に対して行われた。このプログラムは、厳格な制約の順位付けされたリストと、医
師の目標範囲およびリスクを回避する目的を特定する優先順位付けされた目的に対して、
複数基準計画最適化を適用する。線量マップを含む完成した計画は、テンプレートとして
アイサイクル計画（iCycle plan）を使用してＥｌｅｋｔａ　Ｍｏｎａｃｏ（登録商標）
によって計算され、画像、構造、計画、および線量ファイルが、ＤＩＣＯＭフォーマット
で保存された。医用画像は、１６５人の患者からなるトレーニングセットと１３人の患者
からなるテストセットに分けられた。１３のテストケースは、数年にわたって長期的に取
得されたデータに固有の分散をサンプリングすることを目的として、セット全体にわたっ
てほぼ等間隔で選択された。
【０１５４】
　［０１４７］
　トレーニングデータ内の患者の医用画像は多くの点で異なった。それらは、非常に小さ
いものから非常に大きいものまで、前立腺精嚢治療量の範囲から、さまざまな疾患の特徴
を示した。それらは、画素密度およびスライス厚が異なっていた（１．２５ｍｍから３ｍ
ｍまで）。視野内の標的領域の位置も異なっていた。これらの変動の原因を最小限に抑え
るために、データは同じ３Ｄグリッドサイズと間隔に再サンプリングされ、ターゲットは
視野内に一貫して配置されるように再配置した。データは、まず、ＤＩＣＯＭフォーマッ
トからＩＴＫフォーマットに変換された。ある特定の構成では、画像、構造、および線量
データを、ボクセル間隔が２．２５×２．２５×２．２５ｍｍで、（ｘ、ｙ、ｚ）＝（２
５６，２５６、Ｎ）グリッドに再サンプリングした。ここで、Ｎは、ｚ軸に沿って３Ｄ線
量分布にまたがるために必要な軸方向スライスの数である。まずＰＴＶの重心が配置され
、次に線量が軸方向中心のＰＴＶと一致して変換される。線量のｚスパンを測定し、線量
スライスと同じｚ位置にＮ個の再サンプリングしたＣＴ画像を作成する。その後、データ
はＤＩＣＯＭフォーマットに再変換された。
【０１５５】
　［０１４８］
　腸管ガスは、ニューラルネットワークに提示された医用画像においてボイドとして現れ
た。これにより、推定線量分布にアーティファクトが生じた。ＤＣＮＮトレーニングのた
めのさらなる準備において、ガスボクセルが識別され、それらの強度が軟組織強度範囲か
ら無作為にサンプリングされた値によって置換され、そして処理された画像がニューラル
ネットワークに提示された。以前に観測されたアーティファクトは、推定線量分布にはも
はや存在しなかった。
【０１５６】
　［０１４９］
　いくつかのフォーマットの解剖学的画像が検討され、解剖学的オブジェクトの境界まで
の最短距離を詳細に示す符号付き距離マップと、ＣＴ画像自体であって画像の強化版（ラ
プラシアンシャープ化、反転化（Laplacian sharpened, inverted））と、ＣＴ画像のソ
ーベルエッジ検出バージョン（Sobel edge-detected versions）を含むニューラルネット
ワークモデルに提示した。さらに、３Ｄ再構成をこれらの画像に適用して、患者の外部輪
郭、および各ビューについての符号付き距離マップを決定した。
【０１５７】
　［０１５０］
　ＤＣＮＮのＲＧＢチャネル層はＤＣＮＮに入力されている画像のカラーデータを特定す
るためにしばしば使用されるが、本発明の実施形態は新規な方法でＲＧＢチャネル層を利
用する。３つの別々だが関連する画像を使用して、ＤＣＮＮのＲＧＢチャネルに、患者の
外部輪郭符号付き距離マップに関する画像と、リスク臓器の対応する軸方向符号付き距離
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マップと、患者の計画治療量の符号付き距離マップとを表示することができる。３つのＲ
ＧＢチャネルがそのように配置されると、合成カラー画像を、ＤＣＮＮをトレーニングす
るために使用することができる。トレーニングに使用されると期待される結果は、後述す
る図１４に示されており、この患者に対する予め確立された「ゴールドスタンダード」治
療計画に対応する。ここで、ＤＣＮＮは、トレーニング画像１３と図１４に示される予想
される結果とを用いて、適切な数のトレーニング反復と学習率パラメータを選択すること
を目標にトレーニングされて（トレーニングプロセスを説明する上記の図７および図１１
の説明を参照）、学習アルゴリズムを、期待される結果に適切に類似して他の診断基準を
満たすフルエンスマップを作成するネットワーク構成に収束させる。
【０１５８】
　［０１５１］
　図１３は、以下の図においてさらに分析されたアキシャルＣＴビューを示す。図１４は
、患者の解剖学的構造および治療情報を使用してトレーニングされたネットワーク精度を
試験するために使用されるべきである、予測される（グラウンドトゥルースの）線量に対
応する選択された軸方向図を示す。この予測される結果はトレーニングで使用され、それ
は、この患者のために事前に設定された「ゴールドスタンダード」治療計画に対応してい
る。
【０１５９】
　（初期トレーニング－２．２５ｍｍ×２．２５ｍｍ×２．２５ｍｍのグリッドボクセル
間隔）
　［０１５２］
　ネットワークモデルは、文献「Ronneberger, O., Fischer, P. and Brox, T., U-Net: 
Convolutional networks for biomedical image segmentation, arXiv: 1505.0459/vl, 2
015」によって記載されたＵ－Ｎｅｔが選択された。上記文献の全体は参照により本明細
書に組み込まれる。このネットワークは、いくつかのスケールで学習されたフィーチャを
、同じスケールでのプーリングされていないフィーチャとマージする。
【０１６０】
　［０１５３］
　このネットワークモデルは、文献「Jia, Y., Shelhammer, E., Donahue, J., Karayev,
 S., Girshick, R., Guadarrama, S., Darrell, T., Caffe: Convolutional architectur
e for fast feature embedding, arXiv: 1408:5093vl, 2014」に記載されたオープンソー
スのＣａｆｆｅプラットフォームで使用されたモデルであった。上記文献の全体は参照に
より本明細書に組み込まれる。入力画像および線量の大きさは２５６ｘ２５６であった。
「オーグメンテーション（augmentation）」オプションが選択された。このオプションを
使用すると、Ｃａｆｆｅは画像と線量のペアの２２４×２２４中央部分をランダムにトリ
ミングし、オーバーフィットを減らすためにデータをランダムなオフセットでネットワー
クに提示する。
【０１６１】
　［０１５４］
　Ｃａｆｆｅから出力された２Ｄ線量画像を受け取り、ＤＩＣＯＭ線量オブジェクトをネ
イティブのＤＩＣＯＭ線量ファイルに再構築するプログラムが作成された。その線量は、
既存のＤＩＣＯＭ患者データセットに追加され、Ｅｒａｓｍｕｓ－ｉＣｙｃｌｅプログラ
ムの線量と比較するためにＭｏｎａｃｏプログラムに読み込まれた。「解剖学的オブジェ
クトの体積（縦座標）の％」対「線量によってカバーされる解剖学的対象（横座標）の％
」をプロットした線量体積ヒストグラム（ＤＶＨ）を使用して結果を評価した。
【０１６２】
　［０１５５］
　トレーニングセットは、ｎＶｉｄｉａグラフィックスプロセッサユニットを搭載したコ
ンピュータ上のＤＣＮＮモデルに提示された。ラーニングレートは最初０．０１に設定さ
れ、このレートは３００００回の反復ごとに０．１ずつ減少した。ｎＶｉｄｉａ　Ｔｉｔ
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ａｎＸカードを搭載したコンピュータは、１日当たり約１００００回の繰り返しを完了し
た。ｎＶｉｄｉａ　Ｔｅｓｌａカードを搭載したコンピュータは、１日当たり３０００回
の繰り返しを完了した。その後、テストセット内の各画像はトレーニングされた各モデル
に提示された。ネットワークは、強固で目に見える（robust and viewable）線量推定値
を提供した。これは、トレーニングにおけるより多い反復回数およびより少ない反復回数
の両方（例えば、約１００００回の反復）に当てはまった。
【０１６３】
　［０１５６］
　トレーニングを実行するために、ラーニングレートを最初０．０１に設定し、１７４０
０回トレーニング反復して、ディープラーニングモデルをトレーニングして、図１５に示
された結果を得た。図１５において、左側の画像は、入力画像を示し、真ん中の画像は、
トレーニングアルゴリズムに入力されたグラウンドトゥルースまたは期待された結果を示
し、「unet-result」とラベル付けされた右側の画像は、１７４００回のトレーニング反
復の完了後にＤＣＮＮが生成した入力データに対応する予測結果出力マップ（フルエンス
マップ）を示す。
【０１６４】
　［０１５７］
　図１６は、線量プロファイルの期待した結果（左図）と予測した結果（右図）を示す。
図１６は、このトレーニングセット（２．２５ｍｍ×２．２５ｍｍ×２．２５ｍｍのボク
セル間隔、１７４００回の反復、０．０１のラーニングレート）での期待された結果に対
する予測された結果が合理的に近似していることを示している。
【０１６５】
　［０１５８］
　図１７は、ラーニングレートが０．００１で６００００回の反復である同じトレーニン
グデータについてのトレーニングシナリオの状態を示す。図１７の右側に示された予測し
た出力（フルエンスマップ）は、１７４００回のみ反復した図１５よりも、図１７の真ん
中における期待した結果のグラウンドトゥルースにより近似している。それに対応して、
図１８の線量ヒストグラムは、期待した結果（左側）と予測した結果（右側）がより近い
一致を示し、それは。図１６と比較したとき、特に曲線の下向きのピークが近い一致を示
している。
【０１６６】
　［０１５９］
　図１９に示すように、ボクセル間隔および学習率が同じままで、様々な反復回数につい
ての線量体積ヒストグラム（ＤＶＨ）が準備された。１０ｋ、２０ｋ、６０ｋ、９０ｋ回
の反復が、異なるトレーニングトライアルで使用され、ヒストグラムは、９０ｋ回の反復
トレーニングサイクルでのグラウンドトゥルースデータと予想した結果との間の非常に近
い適合を示している。ＤＶＨにおいて、ＰＴＶは緑色で示され、膀胱プロットは青色で示
され、直腸プロットは赤色で示されている。トレーニングアルゴリズムの予測した結果が
グラウンドトゥルース（すなわち、期待した結果）と正確に一致する場合、グラウンドト
ゥルースのＤＶＨ曲線および最適化された予測した結果を生成する特定の反復回数は本質
的に同一であろう。ボクセル間隔サイズおよび学習率と共に、使用するトレーニング反復
回数は、トレーニング時間の間隔についてのＤＶＨプロットが予測した結果にどれほど密
接に収束するかを調べることによって実験的に決定することができる。
【０１６７】
　［０１６０］
　本明細書では、ソフトウェアコードまたは命令として実施または定義することができる
様々な動作または機能を説明する。そのようなコンテンツは、直接実行可能（「オブジェ
クト」または「実行可能」形式）、ソースコード、または差分コード（「デルタ」または
「パッチ」コード）であり得る。本明細書に記載された実施形態のソフトウェアの実装は
、コードまたは命令を格納した製品を介して、または通信インターフェースを介してデー
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タを送信するように通信インターフェースを動作させる方法を介して提供することができ
る。機械またはコンピュータ可読記憶媒体は、説明された機能または動作を機械（例えば
、コンピューティングデバイス、電子システムなど）に実行させることができ、記録可能
／記録不可能媒体（例えば、リードオンリーメモリ（ＲＯＭ）、ランダムアクセスメモリ
（ＲＡＭ）、磁気ディスク記憶媒体、光記憶媒体、フラッシュメモリデバイスなど）のよ
うな機械によってアクセス可能な形式で情報を記憶する任意の機構を含む。通信インター
フェースは、メモリバスインターフェース、プロセッサバスインターフェース、インター
ネット接続、ディスクコントローラ、およびディスクコントローラなどのような、有線、
無線、光学など、他の装置への通信する媒体のいずれかにインターフェースする任意の機
構を含む。通信インターフェースは、構成パラメータを提供すること、および／またはソ
フトウェアコンテンツを記述するデータ信号を提供するために通信インターフェースを準
備するために信号を送信することによって構成することができる。通信インターフェース
は、通信インターフェースに送信された１つまたは複数のコマンドまたは信号を介してア
クセスすることができる。
【０１６８】
　［０１６１］
　本発明はまた、本明細書の動作を実行するためのシステムに関する。このシステムは、
要求される目的のために特別に構築されてもよく、あるいはコンピュータに格納されたコ
ンピュータプログラムによって選択的に起動または再構成された汎用コンピュータを含ん
でもよい。そのようなコンピュータプログラムは、これらに限定されないが、フロッピー
ディスク、光ディスク、ＣＤ－ＲＯＭ、および光磁気ディスクを含む任意の種類のディス
ク、読み取り専用メモリ（ＲＯＭ）、ランダムアクセスメモリ（ＲＡＭ）、ＥＰＲＯＭ、
ＥＥＰＲＯＭ、磁気または光学カード、または電子命令を格納するのに適した任意の種類
の媒体であって、それぞれコンピュータシステムバスに結合されているような、コンピュ
ータ可読記憶媒体に記憶することができる。
【０１６９】
　［０１６２］
　本明細書に図示および記載された本発明の実施形態における動作の実行または実行の順
序は、他に特定されない限り必須ではない。すなわち、動作は、他に特定されない限り、
任意の順序で実行されてもよく、本発明の実施形態は、本明細書に開示されたものよりも
追加の動作を含んでもよく、またはより少ない動作でもよい。例えば、特定の動作を他の
動作の前、それと同時に、またはその後に実行することは、本発明の態様の範囲内である
と考えられる。
【０１７０】
　［０１６３］
　本発明の実施形態は、コンピュータ実行可能命令を用いて実施することができる。コン
ピュータ実行可能命令は、１つまたは複数のコンピュータ実行可能コンポーネントまたは
モジュールに編成することができる。本発明の態様は、任意の数および構成のそのような
構成要素またはモジュールを用いて実施することができる。例えば、本発明の態様は、図
に示され本明細書に記載された特定のコンピュータ実行可能命令または特定の構成要素も
しくはモジュールに限定されない。本発明の他の実施形態は、本明細書に図示および説明
されたものよりも多いまたは少ない機能を有する異なるコンピュータ実行可能命令または
構成要素を含み得る。
【０１７１】
　［０１６４］
　開示された原理の例および特徴が本明細書に記載されているが、開示された実施形態の
精神および範囲から逸脱することなく、修正、適応、および他の実装が可能である。また
、「含む」、「有する」、「含む」、「含んでいる」という用語、および他の同様の形態
は、意味において同等であり、これらの単語のいずれかに続く単数または複数の項目は、
単数または複数の項目の網羅的なリストであることを意味するのではなく、またはリスト
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された単数または複数の項目のみに限定されることを意味するように、オープンエンドと
して解釈されるように意図されている。そして、単数形「ａ」、「ａｎ」、「ｔｈｅ」は
、文脈が明らかにそうでないことを示さない限り、複数の言及を含むことを意図している
。
【０１７２】
　［０１６５］
　本発明の態様を詳細に説明してきたが、添付の特許請求の範囲に規定されるような本発
明の態様の範囲から逸脱することなく修正および変形が可能であることは明らかであろう
。本発明の態様の範囲から逸脱することなく上記の構成、製品、および方法に様々な変更
を加えることができるので、上記の説明に含まれ添付の図面に示されるすべての事項は例
示として解釈されるべきであり、限定的な意味ではない。

【図１】 【図２】
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