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AUDIO FRAME LOSS CONCEALMENT

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of priority as a con-
tinuation of U.S. application Ser. No. 14/764,318, filed Jul.
29, 2015, which is a 35 U.S.C. § 371 national stage
application of PCT International Application No. PCT/
SE2014/050067, filed on 22 Jan. 2014, which itself claims
priority to U.S. provisional Application No. 61/760,814,
filed 5 Feb. 2013. The disclosures and contents of all of the
above referenced applications are incorporated by reference
herein in their entireties. The above-referenced PCT Inter-
national Application was published in the English language
as International Publication No. WO 2014/123470 Al on 14
Aug. 2014.

TECHNICAL FIELD

The invention relates generally to a method of concealing
a lost audio frame of a received audio signal. The invention
also relates to a decoder configured to conceal a lost audio
frame of a received coded audio signal. The invention
further relates to a receiver comprising a decoder, and to a
computer program and a computer program product.

BACKGROUND

A conventional audio communication system transmits
speech and audio signals in frames, meaning that the sending
side first arranges the audio signal in short segments, i.e.
audio signal frames, of e.g. 20-40 ms, which subsequently
are encoded and transmitted as a logical unit in e.g. a
transmission packet. A decoder at the receiving side decodes
each of these units and reconstructs the corresponding audio
signal frames, which in turn are finally output as a continu-
ous sequence of reconstructed audio signal samples.

Prior to the encoding, an analog to digital (A/D) conver-
sion may convert the analog speech or audio signal from a
microphone into a sequence of digital audio signal samples.
Conversely, at the receiving end, a final D/A conversion step
typically converts the sequence of reconstructed digital
audio signal samples into a time-continuous analog signal
for loudspeaker playback.

However, a conventional transmission system for speech
and audio signals may suffer from transmission errors,
which could lead to a situation in which one or several of the
transmitted frames are not available at the receiving side for
reconstruction. In that case, the decoder has to generate a
substitution signal for each unavailable frame. This may be
performed by a so-called audio frame loss concealment unit
in the decoder at the receiving side. The purpose of the frame
loss concealment is to make the frame loss as inaudible as
possible, and hence to mitigate the impact of the frame loss
on the reconstructed signal quality.

Conventional frame loss concealment methods may
depend on the structure or the architecture of the codec, e.g.
by repeating previously received codec parameters. Such
parameter repetition techniques are clearly dependent on the
specific parameters of the used codec, and may not be easily
applicable to other codecs with a different structure. Current
frame loss concealment methods may e.g. freeze and
extrapolate parameters of a previously received frame in
order to generate a substitution frame for the lost frame. The
standardized linear predictive codecs AMR and AMR-WB
are parametric speech codecs which freeze the earlier
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received parameters or use some extrapolation thereof for
the decoding. In essence, the principle is to have a given
model for coding/decoding and to apply the same model
with frozen or extrapolated parameters.

Many audio codecs apply a coding frequency domain-
technique, which involves applying a coding model on a
spectral parameter after a frequency domain transform. The
decoder reconstructs the signal spectrum from the received
parameters and transforms the spectrum back to a time
signal. Typically, the time signal is reconstructed frame by
frame, and the frames are combined by overlap-add tech-
niques and potential further processing to form the final
reconstructed signal. The corresponding audio frame loss
concealment applies the same, or at least a similar, decoding
model for lost frames, wherein the frequency domain param-
eters from a previously received frame are frozen or suitably
extrapolated and then used in the frequency-to-time domain
conversion.

However, conventional audio frame loss concealment
methods may suffer from quality impairments, e.g. since the
parameter freezing and extrapolation technique and re-
application of the same decoder model for lost frames may
not always guarantee a smooth and faithful signal evolution
from the previously decoded signal frames to the lost frame.
This may lead to audible signal discontinuities with a
corresponding quality impact. Thus, audio frame loss con-
cealment with reduced quality impairment is desirable and
needed.

SUMMARY

The object of embodiments of the present invention is to
address at least some of the problems outlined above, and
this object and others are achieved by the method and the
arrangements according to the appended independent
claims, and by the embodiments according to the dependent
claims.

According to one aspect, embodiments provide a method
for concealing a lost audio frame, the method comprising a
sinusoidal analysis of a part of a previously received or
reconstructed audio signal, wherein the sinusoidal analysis
involves identifying frequencies of sinusoidal components
of'the audio signal. Further, a sinusoidal model is applied on
a segment of the previously received or reconstructed audio
signal, wherein said segment is used as a prototype frame in
order to create a substitution frame for a lost audio frame.
The creation of the substitution frame involves time-evolu-
tion of sinusoidal components of the prototype frame, up to
the time instance of the lost audio frame, in response to the
corresponding identified frequencies.

According to a second aspect, embodiments provide a
decoder configured to conceal a lost audio frame of a
received audio signal, the decoder comprising a processor
and memory, the memory containing instructions executable
by the processor, whereby the decoder is configured to
perform a sinusoidal analysis of a part of a previously
received or reconstructed audio signal, wherein the sinusoi-
dal analysis involves identifying frequencies of sinusoidal
components of the audio signal. The decoder is configured
to apply a sinusoidal model on a segment of the previously
received or reconstructed audio signal, wherein said seg-
ment is used as a prototype frame in order to create a
substitution frame for a lost audio frame, and to create the
substitution frame by time evolving sinusoidal components
of the prototype frame, up to the time instance of the lost
audio frame, in response to the corresponding identified
frequencies.
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According to a third aspect, embodiments provide a
decoder configured to conceal a lost audio frame of a
received audio signal, the decoder comprising an input unit
configured to receive an encoded audio signal, and a frame
loss concealment unit. The frame loss concealment unit
comprises means for performing a sinusoidal analysis of a
part of a previously received or reconstructed audio signal,
wherein the sinusoidal analysis involves identifying fre-
quencies of sinusoidal components of the audio signal. The
frame loss concealment unit also comprises means for
applying a sinusoidal model on a segment of the previously
received or reconstructed audio signal, wherein said seg-
ment is used as a prototype frame in order to create a
substitution frame for a lost audio frame. The frame loss
concealment unit further comprises means for creating the
substitution frame for the lost audio frame by time-evolving
sinusoidal components of the prototype frame, up to the time
instance of the lost audio frame, in response to the corre-
sponding identified frequencies.

The decoder may be implemented in a device, such as e.g.
a mobile phone.

According to a fourth aspect, embodiments provide a
receiver comprising a decoder according to any of the
second and the third aspects described above.

According to a fifth aspect, embodiments provide a com-
puter program being defined for concealing a lost audio
frame, wherein the computer program comprises instruc-
tions which when run by a processor causes the processor to
conceal a lost audio frame, in agreement with the first aspect
described above.

According to a sixth aspect, embodiments provide a
computer program product comprising a computer readable
medium storing a computer program according to the above-
described fifth aspect.

The advantages of the embodiments described herein are
to provide a frame loss concealment method allowing miti-
gating the audible impact of frame loss in the transmission
of audio signals, e.g. of coded speech. A general advantage
is to provide a smooth and faithful evolution of the recon-
structed signal for a lost frame, wherein the audible impact
of frame losses is greatly reduced in comparison to conven-
tional techniques.

Further features and advantages of the teachings in the
embodiments of the present application will become clear
upon reading the following description and the accompany-
ing drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments will be described in more detail and
with reference to the accompanying drawings, in which:

FIG. 1 illustrates a typical window function;

FIG. 2 illustrates a specific window function;

FIG. 3 displays an example of a magnitude spectrum of a
window function;

FIG. 4 illustrates a line spectrum of an exemplary sinu-
soidal signal with the frequency f;

FIG. 5 shows a spectrum of a windowed sinusoidal signal
with the frequency f;;

FIG. 6 illustrates bars corresponding to the magnitude of
grid points of a DFT, based on an analysis frame;

FIG. 7 illustrates a parabola fitting through DFT grid
points;

FIG. 8 is a flow chart of a method according to embodi-
ments;

FIGS. 9, 10a, and 105 illustrate a decoder(s) according to
embodiments; and
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4

FIG. 11 illustrates a computer program and a computer
program product, according to embodiments.

DETAILED DESCRIPTION

In the following, embodiments of the invention will be
described in more detail. For the purpose of explanation and
not limitation, specific details are disclosed, such as particu-
lar scenarios and techniques, in order to provide a thorough
understanding.

Moreover, it is apparent that the exemplary method and
devices described below may be implemented, at least
partly, by the use of software functioning in conjunction
with a programmed microprocessor or general purpose
computer, and/or using an application specific integrated
circuit (ASIC). Further, the embodiments may also, at least
partly, be implemented as a computer program product or in
a system comprising a computer processor and a memory
coupled to the processor, wherein the memory is encoded
with one or more programs that may perform the functions
disclosed herein.

A concept of the embodiments described hereinafter com-
prises a concealment of a lost audio frame by:

Performing a sinusoidal analysis of at least part of a
previously received or reconstructed audio signal,
wherein the sinusoidal analysis involves identifying
frequencies of sinusoidal components of the audio
signal;

applying a sinusoidal model on a segment of the previ-
ously received or reconstructed audio signal, wherein
said segment is used as a prototype frame in order to
create a substitution frame for a lost frame, and

creating the substitution frame involving time-evolution
of sinusoidal components of the prototype frame, up to
the time instance of the lost audio frame, in response to
the corresponding identified frequencies.

Sinusoidal Analysis

The frame loss concealment according to embodiments
involves a sinusoidal analysis of a part of a previously
received or reconstructed audio signal. The purpose of this
sinusoidal analysis is to find the frequencies of the main
sinusoidal components, i.e. sinusoids, of that signal. Hereby,
the underlying assumption is that the audio signal was
generated by a sinusoidal model and that it is composed of
a limited number of individual sinusoids, i.e. that it is a
multi-sine signal of the following type:

K (6.1)
s(n) = a -cos(Zﬂf—k R+ @ ]
Z 2

In this equation K is the number of sinusoids that the
signal is assumed to consist of. For each of the sinusoids
with index k=1 . .. K, a, is the amplitude, {, is the frequency,
and ¢, is the phase. The sampling frequency is denominated
by f, and the time index of the time discrete signal samples
s(n) by n.

It is important to find as exact frequencies of the sinusoids
as possible. While an ideal sinusoidal signal would have a
line spectrum with line frequencies f,, finding their true
values would in principle require infinite measurement time.
Hence, it is in practice difficult to find these frequencies,
since they can only be estimated based on a short measure-
ment period, which corresponds to the signal segment used
for the sinusoidal analysis according to embodiments
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described herein; this signal segment is hereinafter referred
to as an analysis frame. Another difficulty is that the signal
may in practice be time-variant, meaning that the parameters
of the above equation vary over time. Hence, on the one
hand it is desirable to use a long analysis frame making the
measurement more accurate; on the other hand a short
measurement period would be needed in order to better cope
with possible signal variations. A good trade-off is to use an
analysis frame length in the order of e.g. 20-40 ms.

According to a preferred embodiment, the frequencies of
the sinusoids f,, are identified by a frequency domain
analysis of the analysis frame. To this end, the analysis
frame is transformed into the frequency domain, e.g. by
means of DFT (Discrete Fourier Transform) or DCT (Dis-
crete Cosine Transform), or a similar frequency domain
transform. In case a DFT of the analysis frame is used, the
spectrum is given by:

-1 6.2)

X(m) = DFT(w(n)-x(n)) = eij'zLirm" -w(n) - x(n).
0

n=

In this equation, w(n) denotes the window function with
which the analysis frame of length L is extracted and
weighted.

FIG. 1 illustrates a typical window function, i.e. a rect-
angular window which is equal to 1 for n€[0 . . . L-1] and
otherwise 0. It is assumed that the time indexes of the
previously received audio signal are set such that the pro-
totype frame is referenced by the time indexes n=0 ... L-1.
Other window functions that may be more suitable for
spectral analysis are e.g. Hamming, Hanning, Kaiser or
Blackman.

FIG. 2 illustrates a more useful window function, which
is a combination of the Hamming window and the rectan-
gular window. The window illustrated in FIG. 2 has a rising
edge shape like the left half of a Hamming window of length
L1 and a falling edge shape like the right half of a Hamming
window of length [.1 and between the rising and falling
edges the window is equal to 1 for the length of L-L1.

The peaks of the magnitude spectrum of the windowed
analysis frame [X(m)l constitute an approximation of the
required sinusoidal frequencies f,. The accuracy of this
approximation is however limited by the frequency spacing
of the DFT. With the DFT with block length L the accuracy
is limited to

I3
2L

However, this level of accuracy may be too low in the scope
of the method according the embodiments described herein,
and an improved accuracy can be obtained based on the
results of the following consideration:

The spectrum of the windowed analysis frame is given by
the convolution of the spectrum of the window function with
the line spectrum of a sinusoidal model signal S(€2), subse-
quently sampled at the grid points of the DFT:

27 ©.3)
X(m) = f 5(9 —m- T] (W) #S(Q) - dQ.
pog
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By using the spectrum expression of the sinusoidal model
signal, this can be written as

X(m) = %fzﬂa(n_m. =) (6.4
S (Wt eufa-sel om0
Hence, the sampled spectrum is given by
X(m) = (6.5)

3wl L oo - L))

with m=0 ... L-1.

Based on this, the observed peaks in the magnitude
spectrum of the analysis frame stem from a windowed
sinusoidal signal with K sinusoids, where the true sinusoid
frequencies are found in the vicinity of the peaks. Thus, the
identifying of frequencies of sinusoidal components may
further involve identifying frequencies in the vicinity of the
peaks of the spectrum related to the used frequency domain
transform.

If m,, is assumed to be a DFT index (grid point) of the
observed k” peak, then the corresponding frequency is

m,

fk=fk'ﬁ

which can be regarded an approximation of the true sinu-
soidal frequency f,. The true sinusoid frequency f, can be
assumed to lie within the interval

=112 2 172 2]

For clarity it is noted that the convolution of the spectrum
of the window function with the spectrum of the line
spectrum of the sinusoidal model signal can be understood
as a superposition of frequency-shifted versions of the
window function spectrum, whereby the shift frequencies
are the frequencies of the sinusoids. This superposition is
then sampled at the DFT grid points. The convolution of the
spectrum of the window function with the spectrum of the
line spectrum of the sinusoidal model signal are illustrated
in the FIG. 3-FIG. 7, of which FIG. 3 displays an example
of the magnitude spectrum of a window function, and FIG.
4 the magnitude spectrum (line spectrum) of an example
sinusoidal signal with a single sinusoid with a frequency f.
FIG. 5 shows the magnitude spectrum of the windowed
sinusoidal signal that replicates and superposes the fre-
quency-shifted window spectra at the frequencies of the
sinusoid, and the bars in FIG. 6 correspond to the magnitude
of the grid points of the DFT of the windowed sinusoid that
are obtained by calculating the DFT of the analysis frame.
Note that all spectra are periodic with the normalized
frequency parameter Q where Q=2 that corresponds to the
sampling frequency f.
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Based on the above discussion, and based on the illustra-
tion in FIG. 6, a better approximation of the true sinusoidal
frequencies may be found by increasing the resolution of the
search, such that it is larger than the frequency resolution of
the used frequency domain transform.

Thus, the identifying of frequencies of sinusoidal com-
ponents is preferably performed with higher resolution than
the frequency resolution of the used frequency domain
transform, and the identitfying may further involve interpo-
lation.

One exemplary preferred way to find a better approxima-
tion of the frequencies f, of the sinusoids is to apply
parabolic interpolation. One approach is to fit parabolas
through the grid points of the DFT magnitude spectrum that
surround the peaks and to calculate the respective frequen-
cies belonging to the parabola maxima, and an exemplary
suitable choice for the order of the parabolas is 2. In more
detail, the following procedure may be applied:

1) Identifying the peaks of the DFT of the windowed
analysis frame. The peak search will deliver the number of
peaks K and the corresponding DFT indexes of the peaks.
The peak search can typically be made on the DFT magni-
tude spectrum or the logarithmic DFT magnitude spectrum.

2) For each peak k (with k=1 . . . K) with corresponding
DFT index m,, fitting a parabola through the three points
{P.: Pyy Py}={(m;-1, log(IX(m,-D)I): (my. log(Ix(my)));
(my+1, log(IX(m,+1))}. This results in parabola coefficients
b,(0), b,(1), b,(2) of the parabola defined by

2
AOEDWACES

i=0

FIG. 7 illustrates the parabola fitting through DFT grid
points P,, P, and P;.

3) For each of the K parabolas, calculating the interpo-
lated frequency index th, corresponding to the value of q for
which the parabola has its maximum, wherein f, =, f/L is
used as an approximation for the sinusoid frequency f,.
Applying a Sinusoidal Model

The application of a sinusoidal model in order to perform
a frame loss concealment operation according to embodi-
ments may be described as follows:

In case a given segment of the coded signal cannot be
reconstructed by the decoder since the corresponding
encoded information is not available, i.e. since a frame has
been lost, an available part of the signal prior to this segment
may be used as prototype frame. If y(n) with n=0 . . . N-1
is the unavailable segment for which a substitution frame
z(n) has to be generated, and y(n) with n<0 is the available
previously decoded signal, a prototype frame of the avail-
able signal of length L and start index n_, is extracted with
a window function w(n) and transformed into frequency
domain, e.g. by means of DFT:

L-1 P
Yoim)= Y yn—n_p)-win)-e L.
n=0

The window function can be one of the window functions
described above in the sinusoidal analysis. Preferably, in
order to save numerical complexity, the frequency domain
transformed frame should be identical with the one used
during sinusoidal analysis.
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In a next step the sinusoidal model assumption is applied.
According to the sinusoidal model assumption, the DFT of
the prototype frame can be written as follows:

i~ ool L ol -4

s s

This expression was also used in the analysis part and is
described in detail above.

Next, it is realized that the spectrum of the used window
function has only a significant contribution in a frequency
range close to zero. As illustrated in FIG. 3 the magnitude
spectrum of the window function is large for frequencies
close to zero and small otherwise (within the normalized
frequency range from —x to m, corresponding to half the
sampling frequency. Hence, as an approximation it is
assumed that the window spectrum W(m) is non-zero only
for an interval M=[-m,,,;,,m,, .| with m,,,, and m,,, being
small positive numbers. In particular, an approximation of
the window function spectrum is used such that for each k
the contributions of the shifted window spectra in the above
expression are strictly non-overlapping. Hence in the above
equation for each frequency index there is always only at
maximum the contribution from one summand, i.e. from one
shifted window spectrum. This means that the expression
above reduces to the following approximate expression:

min

ol

for non-negative m&EM,. and for each k.

Herein, M, denotes the integer interval

M, = [round (J;—k -L) — Mymin ., roUd (f_" .

s s

L] + mmax,k]a

where m,,,,,, and m,,,. . fulfill the above explained con-
straint such that the intervals are not overlapping. A suitable
choice for m,,,,  and m,, . , is to set them to a small integer
value, e.g. 8=3. If however the DFT indices related to two
neighboring sinusoidal frequencies f, and f,,, are less than
20, then 0 is set to

fk+1
55

round ( -L]—round(f—k- )

s

floor

2

such that it is ensured that the intervals are not overlapping.
The function floor(*) is the closest integer to the function
argument that is smaller or equal to it.

The next step according to embodiments is to apply the
sinusoidal model according to the above expression and to
evolve its K sinusoids in time. The assumption that the time
indices of the erased segment compared to the time indices
of the prototype frame differs by n_, samples means that the
phases of the sinusoids advance by
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6, =2n- %n, 1-
Hence, the DFT spectrum of the evolved sinusoidal model
is given by:

O e St

Applying again the approximation according to which the
shifted window function spectra do no overlap gives:

Valm) = %" . W(Zﬂ(% - %)).ej(wkwk)

for non-negative m&EM,. and for each k.

Comparing the DFT of the prototype frame Y_,(m) with
the DFT of evolved sinusoidal model Y, (m) by using the
approximation, it is found that the magnitude spectrum
remains unchanged while the phase is shifted by

0/( =2 %I’Ll,
for each m&EM,. Hence, the substitution frame can be
calculated by the following expression:
Z(m)=IDFT{Z(m)} with Z(m)=Y(m)-¢%* for non-negative
mEM,, and for each k.

A specific embodiment addresses phase randomization for
DFT indices not belonging to any interval M,. As described
above, the intervals M,, k=1 . . . K have to be set such that
they are strictly non-overlapping which is done using some
parameter 8 which controls the size of the intervals. It may
happen that § is small in relation to the frequency distance
of two neighboring sinusoids. Hence, in that case it happens
that there is a gap between two intervals. Consequently, for
the corresponding DFT indices m no phase shift according
to the above expression Z(m)=Y(m)-¢% is defined. A suit-
able choice according to this embodiment is to randomize
the phase for these indices, yielding Z(m)=Y (m)-&/>7*"¢),
where the function rand(*) returns some random number.

Based on the above, FIG. 8 is a flow chart illustrating an
exemplary audio frame loss concealment method according
to embodiments:

In step 81, a sinusoidal analysis of a part of a previously
received or reconstructed audio signal is performed, wherein
the sinusoidal analysis involves identifying frequencies of
sinusoidal components, i.e. sinusoids, of the audio signal.
Next, in step 82, a sinusoidal model is applied on a segment
of the previously received or reconstructed audio signal,
wherein said segment is used as a prototype frame in order
to create a substitution frame for a lost audio frame, and in
step 83 the substitution frame for the lost audio frame is
created, involving time-evolution of sinusoidal components,
i.e. sinusoids, of the prototype frame, up to the time instance
of the lost audio frame, in response to the corresponding
identified frequencies.
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According to a further embodiment, it is assumed that the
audio signal is composed of a limited number of individual
sinusoidal components, and that the sinusoidal analysis is
performed in the frequency domain. Further, the identifying
of frequencies of sinusoidal components may involve iden-
tifying frequencies in the vicinity of the peaks of a spectrum
related to the used frequency domain transform.

According to an exemplary embodiment, the identifying
of frequencies of sinusoidal components is performed with
higher resolution than the resolution of the used frequency
domain transform, and the identifying may further involve
interpolation, e.g. of parabolic type.

According to an exemplary embodiment, the method
comprises extracting a prototype frame from an available
previously received or reconstructed signal using a window
function, and wherein the extracted prototype frame may be
transformed into a frequency domain.

A further embodiment involves an approximation of a
spectrum of the window function, such that the spectrum of
the substitution frame is composed of strictly non-overlap-
ping portions of the approximated window function spec-
trum.

According to a further exemplary embodiment, the
method comprises time-evolving sinusoidal components of
a frequency spectrum of a prototype frame by advancing the
phase of the sinusoidal components, in response to the
frequency of each sinusoidal component and in response to
the time difference between the lost audio frame and the
prototype frame, and changing a spectral coefficient of the
prototype frame included in an interval M, in the vicinity of
a sinusoid k by a phase shift proportional to the sinusoidal
frequency f, and to the time difference between the lost
audio frame and the prototype frame.

A further embodiment comprises changing the phase of a
spectral coeflicient of the prototype frame not belonging to
an identified sinusoid by a random phase, or changing the
phase of a spectral coefficient of the prototype frame not
included in any of the intervals related to the vicinity of the
identified sinusoid by a random value.

An embodiment further involves an inverse frequency
domain transform of the frequency spectrum of the proto-
type frame.

More specifically, the audio frame loss concealment
method according to a further embodiment may involve the
following steps:

1) Analyzing a segment of the available, previously
synthesized signal to obtain the constituent sinusoidal fre-
quencies f, of a sinusoidal model.

2) Extracting a prototype frame y_; from the available
previously synthesized signal and calculate the DFT of that
frame.

3) Calculating the phase shift 0, for each sinusoid k in
response to the sinusoidal frequency f, and the time advance
n_,, between the prototype frame and the substitution frame.

4) For each sinusoid k advancing the phase of the proto-
type frame DFT with 0, selectively for the DFT indices
related to a vicinity around the sinusoid frequency f,.

5) Calculating the inverse DFT of the spectrum obtained
4).
The embodiments describe above may be further
explained by the following assumptions:

a) The assumption that the signal can be represented by a
limited number of sinusoids.

b) The assumption that the substitution frame is suffi-
ciently well represented by these sinusoids evolved in time,
in comparison to some earlier time instant.
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¢) The assumption of an approximation of the spectrum of
a window function such that the spectrum of the substitution
frame can be built up by non-overlapping portions of
frequency shifted window function spectra, the shift fre-
quencies being the sinusoid frequencies.

FIG. 9 is a schematic block diagram illustrating an
exemplary decoder 1 configured to perform a method of
audio frame loss concealment according to embodiments.
The illustrated decoder comprises one or more processor 11
and adequate software with suitable storage or memory 12.
The incoming encoded audio signal is received by an input
(IN), to which the processor 11 and the memory 12 are
connected. The decoded and reconstructed audio signal
obtained from the software is outputted from the output
(OUT). An exemplary decoder is configured to conceal a lost
audio frame of a received audio signal, and comprises a
processor 11 and memory 12, wherein the memory contains
instructions executable by the processor 11, and whereby the
decoder 1 is configured to:

perform a sinusoidal analysis of a part of a previously

received or reconstructed audio signal, wherein the
sinusoidal analysis involves identifying frequencies of
sinusoidal components of the audio signal;

apply a sinusoidal model on a segment of the previously

received or reconstructed audio signal, wherein said
segment is used as a prototype frame in order to create
a substitution frame for a lost audio frame, and
create the substitution frame for the lost audio frame by
time-evolving sinusoidal components of the prototype
frame, up to the time instance of the lost audio frame,
in response to the corresponding identified frequencies.

According to a further embodiment of the decoder, the
applied sinusoidal model assumes that the audio signal is
composed of a limited number of individual sinusoidal
components, and the identifying of frequencies of sinusoidal
components of the audio signal may further comprise a
parabolic interpolation.

According to a further embodiment, the decoder is con-
figured to extract a prototype frame from an available
previously received or reconstructed signal using a window
function, and to transform the extracted prototype frame into
a frequency domain.

According to a still further embodiment, the decoder is
configured to time-evolve sinusoidal components of a fre-
quency spectrum of a prototype frame by advancing the
phase of the sinusoidal components, in response to the
frequency of each sinusoidal component and in response to
the time difference between the lost audio frame and the
prototype frame, and to create the substitution frame by
performing an inverse frequency transform of the frequency
spectrum.

A decoder according to an alternative embodiment is
illustrated in FIG. 10a, comprising an input unit configured
to receive an encoded audio signal. The figure illustrates the
frame loss concealment by a logical frame loss concealment
unit 13, wherein the decoder 1 is configured to implement a
concealment of a lost audio frame according to embodi-
ments described above. The logical frame loss concealment
unit 13 is further illustrated in FIG. 105, and it comprises
suitable means for concealing a lost audio frame, i.e. means
14 for performing a sinusoidal analysis of a part of a
previously received or reconstructed audio signal, wherein
the sinusoidal analysis involves identifying frequencies of
sinusoidal components of the audio signal, means 15 for
applying a sinusoidal model on a segment of the previously
received or reconstructed audio signal, wherein said seg-
ment is used as a prototype frame in order to create a
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substitution frame for a lost audio frame, and means 16 for
creating the substitution frame for the lost audio frame by
time-evolving sinusoidal components of the prototype
frame, up to the time instance of the lost audio frame, in
response to the corresponding identified frequencies.

The units and means included in the decoder illustrated in
the figures may be implemented at least partly in hardware,
and there are numerous variants of circuitry elements that
can be used and combined to achieve the functions of the
units of the decoder. Such variants are encompassed by the
embodiments. A particular example of hardware implemen-
tation of the decoder is implementation in digital signal
processor (DSP) hardware and integrated circuit technology,
including both general-purpose electronic circuitry and
application-specific circuitry.

A computer program according to embodiments of the
present invention comprises instructions which when run by
a processor causes the processor to perform a method
according to a method described in connection with FIG. 8.
FIG. 11 illustrates a computer program product 9 according
to embodiments, in the form of a non-volatile memory, e.g.
an EEPROM (Electrically Erasable Programmable Read-
Only Memory), a flash memory or a disk drive. The com-
puter program product comprises a computer readable
medium storing a computer program 91, which comprises
computer program modules 91a,b,¢,d which when run on a
decoder 1 causes a processor of the decoder to perform the
steps according to FIG. 8.

A decoder according to embodiments of this invention
may be used e.g. in a receiver for a mobile device, e.g. a
mobile phone or a laptop, or in a receiver for a stationary
device, e.g. a personal computer.

Advantages of the embodiments described herein are to
provide a frame loss concealment method allowing mitigat-
ing the audible impact of frame loss in the transmission of
audio signals, e.g. of coded speech. A general advantage is
to provide a smooth and faithful evolution of the recon-
structed signal for a lost frame, wherein the audible impact
of frame losses is greatly reduced in comparison to conven-
tional techniques.

It is to be understood that the choice of interacting units
or modules, as well as the naming of the units are only for
exemplary purpose, and may be configured in a plurality of
alternative ways in order to be able to execute the disclosed
process actions. It should also be noted that the units or
modules described in this disclosure are to be regarded as
logical entities and not with necessity as separate physical
entities. It will be appreciated that the scope of the technol-
ogy disclosed herein fully encompasses other embodiments
which may become obvious to those skilled in the art, and
that the scope of this disclosure is accordingly not to be
limited.

The invention claimed is:

1. A frame loss concealment method, wherein a segment
from a previously received or reconstructed audio signal is
used as a prototype frame in order to create a substitution
frame for a lost audio frame, the method comprising:

transforming the prototype frame into a frequency

domain;

applying a sinusoidal model to the prototype frame in the

frequency domain to identify frequencies of sinusoidal
components of the audio signal;

calculating a phase shift 6,for the identified sinusoidal

components;

phase shifting the identified sinusoidal components of the

prototype frame by the phase shift 6,; and
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creating the substitution frame by performing an inverse
frequency transform of a frequency spectrum of the
prototype frame after phase shifting the identified sinu-
soidal components of the prototype frame;
wherein phase shifting the identified sinusoidal compo-
nents comprises shifting a phase of all spectral coeffi-
cients in the prototype frame included in an interval M,
around a sinusoid k by the phase shift 6,;

wherein phases of spectral coefficients that are not phase
shifted are randomized and the spectral coefficients that
are not phase shifted include spectral coefficients in a
gap outside the interval M,; and

wherein a magnitude of the spectral coefficients is kept

unchanged while the phases of the spectral coefficients
are shifted.

2. The frame loss concealment method according to claim
1, wherein the phase shift 6, depends on the sinusoidal
frequency f, and a time shift between the prototype frame
and the lost frame.

3. The frame loss concealment method according to claim
1, wherein at least one of transforming, applying, calculat-
ing, phase shifting, and/or creating is performed by a pro-
cessor, the method further comprising:

providing by the processor an audio signal for speaker

playback, wherein the audio signal is provided using
the substitution frame.

4. An apparatus for creating a substitution frame for a lost
audio frame, the apparatus comprising:

a processor; and

memory communicatively coupled to the processor, said

memory comprising instructions executable by the pro-

cessor, which cause the processor to:

generate a prototype frame from a segment of a previ-
ously received or reconstructed audio signal;

transform the prototype frame into a frequency domain;

apply a sinusoidal model to the prototype frame in the
frequency domain to identify frequencies of sinusoi-
dal components of the audio signal;

calculate a phase shift 0, for the identified sinusoidal
components;

phase shift the identified sinusoidal components of the
prototype frame by the phase shift 0,; and

create the substitution frame by performing an inverse
frequency transform of a frequency spectrum of the
prototype frame after phase shifting the identified
sinusoidal components of the prototype frame;

wherein phase shifting the identified sinusoidal com-
ponents comprises shifting a phase of all spectral
coeflicients in the prototype frame included in an
interval M, around a sinusoid k by 6,;

wherein phases of spectral coefficients that are not
phase shifted are randomized and the spectral coef-
ficients that are not phase shifted include spectral
coeflicients in one or more gaps between intervals in
the interval M,; and

wherein a magnitude of the spectral coefficients is kept
unchanged while the phases of the spectral coeffi-
cients are shifted.

5. The apparatus according the claim 4, wherein the phase
shift 6, depends on the sinusoidal frequency f, and a time
shift between the prototype frame and the lost frame.

6. An audio decoder comprising the apparatus according
to claim 4.

7. A frame loss concealment method, wherein a segment
of a previously synthesized audio signal is used as a proto-
type frame in order to create a substitution frame for a lost
audio frame, the method comprising:
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transforming the prototype frame into a frequency

domain;

applying a sinusoidal model to the prototype frame in the

frequency domain to identify a frequency of a sinusoi-
dal component of the audio signal;
calculating a phase shift 6, for the sinusoidal component;
phase shifting the sinusoidal component by the phase shift
0,; and

creating the substitution frame by performing an inverse
frequency transform of a frequency spectrum of the
prototype frame after phase shifting the sinusoidal
component of the prototype frame;
wherein phase shifting the sinusoidal component com-
prises shifting a phase of all spectral coefficients in the
prototype frame included in an interval M, around a
sinusoid k by the phase shift 0,;

wherein phases of spectral coefficients that are not phase
shifted are randomized and the spectral coefficients that
are not phase shifted include spectral coefficients in a
gap outside the interval M,; and

wherein a magnitude of the spectral coeflicients is kept

unchanged while the phases of the spectral coefficients
are shifted.

8. The frame loss concealment method according to claim
7, wherein the phase shift 6, depends on the sinusoidal
frequency f, and a time shift between the prototype frame
and the lost frame.

9. The frame loss concealment method according to claim
7, wherein the identifying of the frequency of a sinusoidal
component further involves identifying frequencies in the
vicinity of peaks of the spectrum related to a used frequency
domain transform.

10. The frame loss concealment method according to
claim 7, wherein the identifying of the frequency of a
sinusoidal component is performed with higher resolution
than the frequency resolution of the used frequency domain
transform.

11. The frame loss concealment method according to
claim 7, wherein at least one of transforming, applying,
calculating, phase shifting, and/or creating is performed by
a processor, the method further comprising:

providing by the processor an audio signal for speaker

playback, wherein the audio signal is provided using
the substitution frame.

12. An apparatus for creating a substitution frame for a
lost audio frame, the apparatus comprising:

a processor; and

memory communicatively coupled to the processor, said

memory comprising instructions executable by the pro-

cessor, which cause the processor to:

generate a prototype frame from a segment of a previ-
ously synthesized audio signal;

transform the prototype frame into a frequency domain;

apply a sinusoidal model to the prototype frame in the
frequency domain to identify a frequency of a sinu-
soidal component of the audio signal;

calculate a phase shift 8, for the sinusoidal component;

phase shift the sinusoidal component of the prototype
frame by the phase shift 6,; and

create the substitution frame by performing an inverse
frequency transform of a frequency spectrum of the
prototype frame after phase shifting the sinusoidal
component of the prototype frame;

wherein phase shifting the sinusoidal component com-
prises shifting a phase of all spectral coefficients in
the prototype frame included in an interval M,
around a sinusoid k by the phase shift 0,;
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wherein phases of spectral coefficients that are not
phase shifted are randomized and the spectral coef-
ficients that are not phase shifted includes spectral
coeflicients in a gap outside the interval M,; and

wherein a magnitude of the spectral coefficients is kept
unchanged while the phases of the spectral coeffi-
cients are shifted.

13. The apparatus according the claim 12, wherein the
phase shift 0, depends on the sinusoidal frequency f, and a
time shift between the prototype frame and the lost frame.

14. The apparatus according to claim 12, wherein the
identifying of the frequency of a sinusoidal component
further involves identifying frequencies in the vicinity of
peaks of the spectrum related to a used frequency domain
transform.

15. The apparatus according to claim 12, wherein the
identifying of the frequency of a sinusoidal component is
performed with higher resolution than the frequency reso-
Iution of the used frequency domain transform.

16. An audio decoder comprising the apparatus according
to claim 12.

17. The frame loss concealment method according to
claim 1 further comprising:

using the substitution frame in place of the lost audio

frame to reduce audible impact of the audio signal from
the lost audio frame.

18. The frame loss concealment method according to
claim 1 further comprising:

providing a decoded and reconstructed audio signal for

speaker playback, wherein the decoded and recon-
structed audio signal is provided using the substitution
frame and the previously received or reconstructed
audio signal; and

transmitting the audio signal through output circuitry

towards a speaker for the speaker playback.
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19. The frame loss concealment method according to
claim 1 further comprising:
playing the substitution frame that is created through a
loudspeaker device.
20. The frame loss concealment method according to
claim 1 further comprising:
receiving the segment from the previously received or
reconstructed audio signal through an input circuit, and
output the substitution frame through an output circuit
toward an electronic device have a loudspeaker for
playback through the loudspeaker.
21. The frame loss concealment method according to
claim 1 further comprising:
replace the lost audio frame with the substation frame in
the previously received or reconstructed audio signal,
output the substitution frame and the previously received
or reconstructed audio signal towards storage.
22. The apparatus according to claim 4, further compris-
ing:
a loudspeaker,
wherein the instructions comprise further instructions to
play the substitution frame that is created through the
loudspeaker.
23. The apparatus according to claim 4, further compris-
ing:
an input circuit; and
an output circuit,
wherein the processor is operated to receive the segment
from the previously received audio signal through the
input circuit, and to output the substitution frame
through the output circuit toward a device having a
loudspeaker for playback through the loudspeaker.
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