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DELAY COMPENSATION WHILE CONTROLLING A REMOTE
SENSOR

FIELD OF THE PRESENTLY DISCLOSED SUBJECT MATTER

The presently disclosed subject matter relates to the remote operation of a

sensing device in the presence of a communication delay.
BACKGROUND

In many applications, an operator of a system for surveillance and remote
tracking of objects controls a remote image sensor via a communication link.
Examples are traffic control, border control, search and rescue operations, land

surveys, police surveillance, military applications, etc.

In general, a system for surveillance and remote tracking of objects comprises
a control unit at one end and a remote sensing unit at the other end which
communicate over a communication link. The sensing unit, with the help of an image
sensor, can be used for surveying a scene including one or more objects, and
transmitting sensing-data, which includes data that was acquired by the sensing unit
or data generated by the sensing unit in relation to the acquired data (e.g. captured
images, object-data characterizing identified objects etc.) to a control unit. In the
control unit the images can be displayed on a display for viewing by an operator.
Furthermore, the sensing unit can be configured to lock and track a sighted object.
The control unit provides to the sensing unit control data, including for example,
different types of commands, such as track command, zoom command, centering

command, etc. and the commands can be executed by the sensing unit.

According to one possible scenario, in case an operator of the control unit
decides that it is desirable to track an object in the surveyed scene, he initiates a
sequence of operations directed for this purpose. The operator can first send
commands (including pointing instructions being a type of control déta) to the

sensing unit which identifies the object that should be tracked. The pointing
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instructions are coarse pointing instructions which are generated manually by the
operator and include for example, "move up", "move right", "zoom" or similar
commands. In response, the sensing unit acts upon these instructions, and directs

the image sensor towards the required area.

The operator can send additional control data including for example a lock
and track command (including locking instructions) directing a sensing unit to lock on
a selected object in the scene. In response, the sensing unit receives the instructions

and attempts to lock onto the object indicated in the command.

Once the object has been locked, the sensing unit begins to operate in
response to tracking instructions, which are generated within the sensing unit and
are directed for tracking the locked object. The tracking instructions are forwarded
to the image sensor which in turn tracks the moving object and keeps the object in
the center of field of view (FOV) of the display, even while the object moves relative

to the sensing unit.

In many applications, there is a time-delay between the time when the
sensing unit acquires an image of an object, to when the image is displayed on the
display located at the control unit, and further to the time the corresponding
instructions are received at the sensing unit. Factors that can contribute to the delay
include for example, signal processing, image compression/decompression, duration
of the communication, and/or link bandwidth limitations. Consequently, when taking
into account the delayed reaction time of the operator, the accumulated delayed

time can be from fractions of a second to several seconds.

Humans do not function well in feedback loops with time-delay and their
reactions and directions are less precise than, for example, computer or processor

generated instructions.

When a human operator inputs the commands the process can become
complicated. Assuming for the sake of example, an operator issued a command

instructing the sensing unit to move the center of FOV by a few degrees to the north.
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Due to the time delay between the time the command is issued at the control unit to
the time it is executed by the sensor, the operator may not see an immediate
reaction on the display at the control unit. As a result the operator cannot know in
real-time the actual effect of his command and whether the issued commahd is

sufficient for moving the center of the FOV to the desired location.

As a result, the operator may mistakenly think that the first command was
insufficient, and may repeat and issue another command to move the center of FOV
to the north. By the time both the first and second commands are executed, the
image sensor is directed too far to the north. The operator is then likely to issue
another command in attempt to rectify and direct the image sensor towards the
desired location (now back towards the south). As before, the operator may not see
an immediate reaction to the rectifying command, which may lead to additional
commands attempting to more accurately place the center of FOV in the desired

location.

In addition to the above, due to this time-delay, the location of the object as
displayed on the display at the control unit is generally not the current location of
the object. The location displayed on the display is the location of the object before
the transfer of the sensing-data from the sensing unit to the control unit (e.g. x
seconds ago). Additionally, by the time the sensing unit receives the control data
from the control unit and generates the instruction for the image sensor, an
additional time-delay occurs, (e.g. an additional y seconds). Consequently, by the
time image sensor is instructed to locate an object, the object may no longer be in
the same location it was when the image picture was taken over x + y seconds ago.
This may result from the motion of a mobile object, from the motion of the imagek

sensor device, or from a combination of these two factors.

Clearly, this time-delay complicates the efforts to lock onto an object. The
operator has to accurately calculate and estimate the expected location of the object

at a time in the future when the instructions arrive at the sensing unit. Only then is
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the sensing unit directed to the calculated estimated location, and a locking and

tracking operation can be initiated.

If the calculation of the estimated location is not sufficiently accurate, the
sensing unit will lock onto some other background object and the entire estimate,
calculate and lock process has to be repeated. As such, the effect is a continuous
feedback control loop with delay, a situation which is liable to suffer from overshoots

and instability.

Publications considered to be relevant as background to the presently
disclosed subject matter are listed below. Acknowledgement of the publications
herein is not to be inferred as meaning that these are in any way relevant to the

patentability of the presently disclosed subject matter.

US Patent No. 7184574 discloses a tracking apparatus including a sensor
tracker and a control tracker. The sensor tracker is connected to a sensor which
senses a scene having at least one object therein, the sensor tracker provides sensor
movement instructions to the sensor, enabling it to track a selected object. The
control tracker is located remotely from and communicates with the sensor tracker.
Additionally, the control tracker takes measurements regarding the selected object
and provides tracking instructions to the sensor tracker. The sensor tracker then
utilizes the tracking instructions to adjust the sensor movement instructions, when

necessary.

US Patent Publication No. 2008267451 discloses a method for tracking an
object that is embedded within images of a scene, including: in a sensor module that
includes a movable sensor, generating, storing and transmitting over a
communication link a succession of images of a scene. In a remote control unit, the
succession of images is received. Also disclosed is receiving a user command for
selecting an object of interest in a given image of the received succession of images
and determining object-data associated with the object and transmitting through the

link to the sensor module the object-data. In the sensor module, the given image of
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the stored succession of images and the object of interest using the object-data are
identified, and the object in the other image of the stored succession of images is
tracked. The other image is later than the given image. In case the object cannot be
located in the latest image of the stored succession of images, information of images
in which the object was located are used to predict estimated real-time location of
the object, and direction command is generated to the movable sensor for

generating real-time image of the scene and locking on the object.

EP Patent No. 0423984 discloses a synergistic tracker system which includes
both a correlation tracker and an object tracker for processing sensing-data input
and for generating tracking error signals. The operation of the synergistic tracker
system is controlled by a central processing unit. The system operates by first
correlating a reference region image with a portion of a current digitized image
provided by an analog to digital converter. Secondly, the object tracker provides a
precisely defined track point for an object within the current image. The correlation
tracker stabilizes and limits the portion of the digitized image that the object tracker
must operate upon. Stabilizing and limiting this portion of the digitized image
reduces the object tracker's sensitivity to background clutter and sensitivity to a loss
of lock induced by sensor motion. The object tracker provides a non-recursive
update for the correlation's reference region image. The correlation tracker and the
object tracker are used simultaneously and cooperatively so that the strengths of
one tracker are used to overcome the weaknesses of the other. This invention
provides a greater tracking tenacity, a reduction in tracker angle noise, and a

reduction in hardware complexity.

US Patent No. 7620483 relates to a method for guiding from a remote control
unit a vehicle towards a target object, said remote control unit communicating with

the vehicle by means of a lagged communication channel, comprising:

At the vehicle: (a) Periodically capturing frame images by a camera, assigning to each

of said captured frames an associated unique time stamp, and saving within a
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storage at the vehicle full frame data or partial frame data of captured frames and
their associated time stamps; (b) For a plurality of saved frames, sending to the
control unit via the lagged communication channel full frame data, partial frame
data or a combination thereof with the corresponding associated time stamp for
each sent frame so that an approximate or exact version of the sent frames can be

reconstructed and displayed at the control unit;

At the control unit: (c) Receiving said frame data and associated time stamps,
sequentially reconstructing frame images from each said sent full and/or partial
frame data, and displaying the reconstructed images on a display; (d) Upon marking
by an operator at the control unit a point on a specific displayed frame, sending
coordinates indication relating to said marked point as appearing on said specific
frame or on a reference frame available at the control unit, and the time stamp

associated with said specific or reference frame, as is the case, to the vehicle;

At the vehicle: (e) Receiving said coordinates indication as marked and the sent
frame time stamp; (f) Given the coordinates indication and frame time stamp as
received, fast forward tracking said point or object coordinates from the said frame
towards the most recently available captured frame, thereby finding the coordinates
of the same point or object as appearing in the most recently available captured
frame; and (g) Providing the coordinates of the target point or object within the
most recently available captured frame, as found, to an inner guidance sub-system

of the vehicle, for enabling it to track said object.
GENERAL DESCRIPTION

According to an aspect of the presently disclosed subject matter there is
provided a delay compensation unit: the delay compensation unit being operatively
connectible to a sensing unit and a control unit; the sensing unit comprising a sensor
module and configured to communicate over a communication link with a control
unit, to capture two or more images of a scene, to generate a succeséion of images

and transmit the succession of images to the control unit; wherein communication
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between the control unit and the delay compensation unit is faster than
communication between the control unit and the sensing unit; the delay
compensation unit is configured, responsive to a command issued in the control unit
with respect to the succession of images, to: obtain from the control unit
information indicative of command dynamics parameters; determine, based on the
information and a respective transfer function which models the dynamics of the
sensor module, the expected reaction of the sensing module to the command; and
provide to the control unit information indicative of the reaction before the

command is executed in the sensing unit.

The delay compensation unit disclosed herein wherein the data indicative of
the command dynamics parameters include data indicative of the angular velocity of

a respective command operation.

The delay compensation unit disclosed herein wherein said command is a
sensor-movement command, directed for pointing the sensor in a desired direction;
the delay compensation unit being configured to: determine based on the
information indicative of the command dynamics parameters and the respective
transfer function, the future location of the center of field of view (FOV) following
execution of the command; provide an indication to the control unit indicating the
future location of the center of FOV before the command is executed in the sensing

unit.

The delay compensation unit disclosed herein wherein the command is a lock
command, directed for locking the sensor on a selected object of interest in the
scene, the delay compensation unit being configured to: In case said object of
interest is moving, to determine future location of said object at the time the
command is executed in said sensing unit; to modify the lock command to include
the future location; and transmit the modified lock command to the sensing unit,
thereby providing the sensing unit with information indicative of predicted real-time

location of the selected object.
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The delay compensation unit disclosed herein wherein the command is a
zoom command; the delay compensation unit is configured to: determine based on
the data indicative the command dynamics parameters to and the respective
transfer function, the effect of the zoom command on the captured images;
generate a digital simulation of the effect of the zoom command; provide the control

unit with the digital simulation before the command is executed in the sensing unit.

The delay compensation unit disclosed herein wherein the information
indicative of the command dynamics parameters includes information with respect

to a zoom direction and zoom extent.

The delay compensation unit disclosed herein wherein the command is a
focus command; the delay compensation unit is configured to: generate based on
the information indicative of the command dynamics parameters, obtained from one
or more initial focus commands, and the respective transfer function, a focus curve
indicative of the optimal focus of the sensor; provide the control unit with data
indicative of said focus curve; indicate a position of a current focus with respect to
the focus curve before the focus command is executed in the sensing unit, thereby

providing the control unit with information indicative of the optimal focus.

The delay compensation unit disclosed herein wherein the information
indicative of the command dynamics parameters includes information with respect

to a focus direction and focus extent.

The delay compensation unit disclosed herein is configured to execute said
command with respect to the selected object notwithstanding a time-delay between
a time when the sensing unit acquires the image with the selected object, to a time
when a corresponding command is received at the sensing unit with respect to the

selected object.

According to another aspect of the presently disclosed subject matter there is
provided an electro optic system, comprising: a sensing unit comprising a sensor

module, the sensing unit configured to communicate over a communication link with
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a control unit, to capture two or more images of a scene and to generate a
succession of images and transmit the succession of images to the control unit; a
delay compensation unit operatively connected to the sensing unit and the control
unit, wherein communication between the control unit and the delay compensation
unit is faster than communication between the control unit and the sensing unit; the
delay compensation unit is configured, responsive to a command issued in the
control unit with respect to the succession of images, to: obtain from the control unit
information indicative of command dynamics parameters; determine, based on the
information and a respective transfer function which models the dynamics of the
sensor module, the expected reaction of the sensing module to the command; and
provide to the control unit information indicative of the reaction before the

command is executed in the sensing unit.

The system disclosed herein wherein the command is a lock command,
directed for locking the sensor on a selected object of interest in the scene, the delay
compensation unit is configured to: In case said object of interest is moving, to
determine future location of said object at the time the command is executed in said
sensing unit; to modify the lock command to include the future location; and
transmit the modified lock command to the sensing unit thereby providing the
sensing unit with information indicative of predicted real-time location of the

selected object.

The system disclosed herein wherein said sensing unit is configured,
responsive to a lock command received from delay compensation unit: to search for
moving objects in a predefined area surrounding the predicted real-time location of

the selected object in order to ensure that the correct moving object is selected.

According to yet another aspect of the presently disclosed subject matter
there is provided a method comprising: in a delay compensation unit being
operatively connectible to a sensing unit and a control unit; wherein communication

between the control unit and the delay compensation unit is faster than
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communication between the control unit and the sensing unit; receiving from said
sensing a succession of two or more captured images; obtaining from the control
unit information indicative of command dynamics parameters; determining based on
the information and a respective transfer function which models the dynamics of
the sensor module, the expected reaction of the sensing module to the command;
and providing to the control unit information indicative of the reaction before the

command is executed in the sensing unit.

According to yet another aspect of the presently disclosed subject matter a
non-transitory computer storage device readable by machine, tangibly embodying a
program of instructions executable by the machine to perform a method of
compensating a delay in communication between a sensing unit and a control unit,

the method comprising:

receiving from said sensing unit a succession of two or more captured
images; obtaining from the control unit information indicative of command dynamics
parameters; determining, based on the information and a respective transfer
function which models the dynamics of the sensor module, the expected reaction of
the sensing module to the command; and providing to the control unit information

indicative of the reaction before the command is executed in the sensing unit.

It is noted that any feature mentioned above with respect to one of the

aspects may be similarly applicable, mutatis mutandis, to the other aspects.
BRIEF DESCRIPTION OF THE DRAWINGS

In order to understand the presently disclosed subject matter and to see how
it may be carried out in practice, the subject matter will now be described, by way of

non-limiting examples only, with reference to the accompanying drawings, in which:

Fig. 1 is a functional block diagram schematically illustrating an electro optic

system, in accordance with the presently disclosed subject matter;
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Fig. 2 is another functional block diagram schematically illustrating a delay

compensation unit, in accordance with the presently disclosed subject matter;

Fig. 3 is a flowchart illustrating operations at high-level performed by a

sensing unit, in accordance with the presently disclosed subject matter;

Fig. 4 is a flowchart illustrating operations performed responsive to a sensor

movement command, in accordance with the presently disclosed subject matter;

Figs. 5a and 5b are flowcharts illustrating operations performed responsive to

a lock command, in accordance with the presently disclosed subject matter;

Fig. 6 is a flowchart illustrating operations performed responsive to a zoom

command, in accordance with the presently disclosed subject matter; and

Fig. 7 is a flowchart illustrating operations performed responsive to a focus

command, in accordance with the presently disclosed subject matter.

DETAILED DESCRIPTION

In the drawings and descriptions set forth, identical reference numerals
indicate those components that are common to different embodiments or

configurations.

Unless specifically stated otherwise, as apparent from the following
discussions, it is appreciated that throughout the specification discussions utilizing
terms such as "receiving", "obtaining", "determining", "providing", or the like,
include action and/or processes of a computer that manipulate and/or transform
data into other data, said data represented as physical quantities, e.g. such as

electronic quantities, and/or said data representing the physical objects.

The electro optic observation system disclosed herein comprises or is
otherwise associated with at least one computer. The term “computer” should be
expansively construed to cover any kind of electronic device with data processing

capabilities, including, by way of non-limiting example, a personal computer, a
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server, a computing system, a communication device, a processor (e.g. digital signal
processor (DSP), a microcontroller, a field programmable gate array (FPGA), an
application specific integrated circuit (ASIC), etc.), any other electronic computing

device with suitable processing capabilities, and or any combination thereof.

The operations in accordance with the teachings herein may be performed by
a computer specially constructed for the desired purposes or by a general purpose
computer specially configured for the desired purpose by a computer program

stored in a computer readable storage medium.

As used herein, the phrase "for example," "such as", "for instance" and
variants thereof describe non-limiting embodiments of the presently disclosed
subject matter. Reference in the specification to "one case", "some cases", "other
cases” or variants thereof means that a particular feature, structure or characteristic
described in connection with the embodiment(s) is included in at least one
embodiment of the presently disclosed subject matter. Thus the appearance of the
phrase "one case", "some cases", "other cases" or variants thereof does not

necessarily refer to the same embodiment(s).

It is appreciated that certain features of the presently disclosed subject
matter, which are, for clarity, described in the context of separate embodiments,
may also be provided in combination in a single embodiment. Conversely, various
features of the presently disclosed subject matter, which are, for brevity, described
in the context of a single embodiment, may also be provided separately or in any

suitable sub-combination.

In embodiments of the presently disclosed subject matter, fewer, more
and/or different stages than those shown in Figs. 3 to 7 may be executed. In
eMbodiments of the presently disclosed subject matter one or more stages
illustrated in Figs. 3 to 7 may be executed in a different order and/or one or more
groups of stages may be executed simultaneously. Figs. 1 and 2 illustrate a general

schematic of the system architecture in accordance with an embodiment of the
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presently disclosed subject matter. Functional elements in (modules) in Figs. 1 and 2
can be made up of a combination of software and hardware and/or firmware that
performs the functions as defined and explained herein. Functional elements (e.g.
modules) in Figs. 1 and 2 can comprise at least one respective computer processor
and/or computer memory or can be a part of a computer processor or of a computer
memory, the computer processor and the memory being configured for executing
instruction for performing the respective functions. . Functional elements (modules)
in Figs. 1 and 2 may be centralized in one location or dispersed over more than one
location. In other embodiments of the presently disclosed subject matter, the
system may comprise fewer, more, and/or different modules than those shown in

Figs. 1and 2.

Bearing the above in mind, attention is now drawn to Fig. 1 showing a
functional block diagram schematically illustrating an electro optic (EO) observation
system, in accordance with the presently disclosed subject matter. Fig. 1 shows an
electro optic observation system 100 comprising a sensing unit 110 and control unit
120 communicating over a communication link 160. Sensing unit 110 and control
unit 120 can be located remotely from each other. For example, control unit 120 can
be located on the ground while sensing unit 110 is located onboard any one of the
following: an Unmanned Aerial Vehicle, an Unmanned Ground Vehicle, missile, a
satellite, another remote location on the ground etc. Communication between
sensing unit 110 and control unit 120 can be facilitated for example, with the help of
communication module 111, located in sensing unit 110 and communication module

121 located at the control unit 120.

EO observation system 100 further comprises delay compensation unit 130
communicating with both sensing unit 110 and control unit 120. Delay compensation
unit 130 can be configured as part of control unit 120 or otherwise configured as a
separate unit operatively connectable to control unit 120 (for example it can be
incorporated together with control unit 120 in the same control station 140). The

delay in communication transmission between control unit 120 and delay
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compensation unit 130 is negligible relative to the total delay between control unit

120 and sensing unit 110.

According to the teaching disclosed herein, sensing unit 110 comprises at
least one image sensor 113, a sensor controller 115 and processor 140. Fig. 1
illustrates a sensor module 119 comprising image sensor 113 and sensor controller
115. Image sensor 113 can be any device configured to acquire information with
respect to a surveyed scene and generate respective images. Image sensor 113
includes for example an image sensing device such as a camera, radar (e.g. Synthetic
Aperture Radar), sonar, laser, etc. A succession of captured images is generated in
sensing unit 110 and transmitted via communication module 111 to control unit 120
via delay compensation unit 130. Sensor controller 115 is configured to control
sensor 113 in response to instructions generated based on received commands.
Sensor controller 115 also includes the functionalities of a servo controller
configured for physically adjusting the positioning of the sensor (e.g. by controlling a

gimbal mechanism).

As explained in more detail below, sensing unit can further comprise a VMD
module 117 configured for implementing a VMD (Video Motion Detection) algorithm

on the succession of images for identifying moving objects therein.

Images generated by sensing unit are received

in control unit 120 and can be displayed on display screen 123 (e.g. LCD screen).

Different types of commands can be issued at control unit 120 directed for
controlling the sensor module 119. Types of commands include for example, sensor-
movement commands, lock command and commands directed for controlling other

features of the sensor such as zooming commands and focus commands.

A sensor-movement command is directed for pointing sensor 113 in a desired
direction for example in order to view a desired area. A lock command is directed for
locking sensor 113 on a desired object in the monitored scene and tracking the

object in case the object is in motion. A zooming command is directed for adjusting
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the zoom of sensor 113 and a focus command is directed for adjusting the focus of

sensor 113.

It is noted that the term "object" as used herein should be broadly
interpreted to include any type of identifiable object or area in an image of a scene
or part thereof, including a specific type of object in an image of a scene (e.g. car,
building, person, aircraft, etc.) as well as a discernible group of one or more pixels
(e.g. a group of moving pixels or a group of pixels characterized by a discernible
temperature with respect to the surrounding area) or an area selected in an image of

the scene.

Commands can be issued with the help of any type of input device (125)
which includes for example, a joystick, a mouse, a touch pad, a keyboard or any

other device enabling interaction with the display.

Delay compensation unit 130 is configured in general to receive information
with respect to an issued command from control unit 120. As explained in more
detail bélow, the received information characterizes the dynamics of the issued
commands. Delay compensation unit 130 is further configured to determine, based
on the received information, the expected reaction of the sensor module 119 to the
respective issued command. Information indicative of the expected reaction of the
sensor to the issued command is transmitted back from delay compensation unit

130 to control unit 120 and displayed on the display screen.

Unlike the actual execution of a command at sensing unit 110, determination
of the expected reaction of the sensor to a command is performed immediately after
the command is issued without a significant time-delay. Accordingly, delay
compensation unit 130 provides the operator with feedback practically with no delay
(or with insignificant delay) to issued commands enabling a smoother and more
intuitive operation. Furthermore, delay compensation unit 130 enables to execute a
lock command issued with respect to a selected moving object notwithstanding a

time-delay between a time when the sensing unit acquires the image with the
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selected object, to a time when a corresponding command is received at the sensing

unit with respect to the selected object.

Fig. 2 is a functional block diagram illustrating a delay compensation unit, in
accordance with the presently disclosed subject matter. Fig. 2 is an example showing

different functional elements operating within delay compensation unit 130.

Delay compensation unit 130 comprises one or more processors 201
configured for controlling and executing operations in response to respective
instructions. Delay compensation unit 130 further comprises lock command
prediction module 210 configured to predict, responsive to a lock command issued
at control unit 120, the location of a target object, as it appears to the sensor at the
time the command is executed at the sensing unit; sensor-movement command
prediction module 203 is configured to predict the expected reaction of sensor
module 119 to a specific command directed for pointing the sensor in a desired
direction, which is issued at cdntrol unit 120; Zoom command prediction module
205 is configured to predict the expected reaction of sensor module 119 to a specific
zoom command issued at control unit 120; and Focus command prediction module
207 is configured to predict the expected reaction of sensor module 119 to a specific
focus command issued at cbntrol unit 120. The specific operations executed by each
of these modules are described below in detail with reference to Figs. 4-7. The
functional modules mentioned above can comprise at least one respective computer
processor and/or computer memory or can be a part of a computer processor or of a
computer memory, the computer processor and the memory being configured for

executing instruction for performing the respective functions.

Fig. 3 is a flowchart illustrating general operations performed by system 100
in response to a command, in accordance with the presently disclosed subject
matter. Responsive to a command which is issued at control unit 120, control unit is
configured to generate the appropriate control data required for the specific type of

issued command (block 301).
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For example, as explained below, in case a lock command or a sensor-
movement command is issued, the control data of the command includes
information indicative of the command dynamics parameters including for example,

the angular velocity characterizing the command operation.

To this end control unit 120 can be configured (e.g. with the help of
command generation module 127) to obtain the respective angular velocity of the
issued command and incorporate information indicative of the angular velocity in
the control data sent to delay compensation unit 130. Information indicative of the
angular velocity of the issued command can be obtained for example from a
controller operatively connected to the input device (e.g. joystick) which is used to

issue the command.

In case a zoom command is issued, the control data of the command includes
information indicative of parameters of the zoom-command dynamics including for
example, the zoom direction (whether it is a zoom-in or zoom-out) and the extent of

the zoom.

To this end control unit 120 can be configured (e.g. with the help of
command generation module 127) to obtain the respective information indicative of
the zoom command and incorporate this information in the control data sent to

delay compensation unit 130.

In case a focus command is issued, the control data of the command includes
information indicative of the parameters of the focus command dynamics including
for example, the focus direction (whether it is a far-focus or near-focus) and the

extent of the focus.

To this end control unit 120 can be configured (e.g. with the help of
command generation module 127) to obtain the respective information indicative of
the focus command and incorporate this information in the control data sent to

delay compensation unit 130.
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The control data is transmitted to delay compensation unit 130. Delay
compensation unit 130 is configured in turn to execute the appropriate process for
processing the respective command. A sensor movement command can be handled
for example with the help of sensor movement command module 203 in accordance
with the operations described below with reference to Fig. 4; a lock command can be
handled for example with the help of lock command module 210 in accordance with
the operations described below with reference to Figs. 5a and 5b; a zoom command
can be handled for example with the help of zoom command module 205 in
accordance with the operations described below with reference to Fig. 6; and a focus
command can be handled for example with the help of focus command module 207

in accordance with the operations described below with reference to Fig. 7.

The actual reaction of the sensor module to a given command is also
dependent on the time of the delay of communication between the control unit and
the sensing unit. For example, for a given command to change the pointing direction
of the sensor the sensor would move faster in a smaller delay and slower in a greater
delay. Accordingly, when determining the expected reaction of the sensor module to
any (of any type including all the commands specified below) given command the

time delay between the sensing unit and control unit is also considered.

To this end the time delay is made available to delay compensation unit 130.
In some cases the time-delay can be a substantially constant duration (with some
acceptable variance) of time which can be provided as input data to delay
compensation unit 130. In other cases delay compensation unit 130, can be
operable to calculate the time-delay. This can be accomplished for example by
issuing a zoom command and measuring the time delay from the time the zoom
command is issued to The time a change in the zoom is noticed in an image
displayed at the control center. the measured time delay provides good estimation

of the time delay between the control center and sensing unit.
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It is noted that while the presently disclosed subject matter describes in
detail the operation related to the processing of a sensor moving command, a lock
command, a zoom command and a focus command, this is done for the sake of
example only and therefore should not be construed as limiting in any way. The
principles disclosed herein (including providing the user with real time feedback of
the system response to his commands), are similarly applicable for processing other

types of commands as well.

Proceeding to Fig. 4 which shows a flowchart illustrating operations
performed responsive to a sensor movement command, in accordance with the
presently disclosed subject matter. Operations described with reference to Fig. 4 can
be executed, for example, with the help of EO observation system 100. More
specifically operations described with reference to Fig. 4 with respect to block 430
can be executed for example with the help of sensor movement command

prediction module 203 in delay compensation unit 130.

Images of the surveyed scene are captured by a sensor (e.g. sensor 113)
operating in the sensing unit (block 401). The captured images are transmitted, in a
succession of images, from the sensing unit to the delay compensation unit and the
control unit, where the images are displayed on a display screen (e.g. an LCD screen)
(block 403). The images can be transmitted to control unit 120 via delay

compensation unit 130.

Responsive to a sensor-movement command issued at the control unit,
control data characterizing the issued command is sent to sensing unit 110 for
execution and to delay compensation unit 130 (block 405). The control data can be

sent to the sensing unit via the delay compensation unit.

The control data which is sent to delay compensation unit includes data
indicative of the type of command which was issued. As mentioned above, the
control data further includes information indicative of the dynamics of the command

operation. In case of sensor-movement command, the dynamics of the command
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include the angular velocity characterizing the command operation. For example, in
case a command to move the sensor by a few degrees to the left was issued by
moving a joystick in a desired direction, the control data includes data indicative of

the angular velocity of the joystick movement (e.g. in terms of degrees per second).

As known in the art, a sensor module 119 is characterized by a respective
transfer function which models the dynamics of the sensor module and provides
information with respect to the relation between the input provided to the sensor
module 119 and the output generated by the sensor module 119 in response to this
input. An expected reaction of a given sensor module 119 to a command, generated
for controlling the sensor module 119, can be determined based on the transfer

function of the sensor module 119 and certain characteristics of the command.

Accordingly, knowing the angular velocity of the issued command the
expected reaction of the sensor module 119 to the command can be determined

with the help of the respective transfer function.

Operations performed by delay compensation unit are described in Fig. 4
with reference to block 430. Data indicative of the angular velocity of the command
operation is obtained from the control data of the received command (block 411).
The transfer function of the respective sensor module 119 which is being used in
sensing unit for executing the issued command is made available to the delay
compensation unit (e.g. can be stored in a data repository in the delay compensation

unit).

The expected reaction of the sensor module 119 to the issued command is
determined with the help of the transfer function of the sensor module and is based
on the angular velocity of the command operation (block 415). An indicator (e.g.
cross indicator or tracking window indicator) is placed in the latest available image of
the scene (e.g. most recently captured image which is available for processing in
delay compensation unit 130), indicating the future location of a point in the image

of the scene towards which the sensor will be pointing (which can be for example
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the. center of field of view (FOV)) following execution of the received sensor-

movement command (block 419).

To this end, delay compensation unit 130 can further comprise an indicator
generation module 215 configured, based on the information obtained from module
203, to determine the correct location of the indicator in the image and add the

indicator to the image.

The marked image is transmitted to the control unit where it is displayed on a
display screen, thereby providing the operator with feedback indicative of the result
of the issued command (block 423). The feedback is provided to the operator
without delay (or with insignificant delay) and before the command is executed at
the sensing unit. By simulating to an operator the predicted reaction of the image
sensor, immediately after the command is issued the operator can ’determine
whether the issued command provides the desired results and whether or not

additional commands are required.

In the meantime, the command is received at the sensing unit where it is
processed and executed by the sensor module 119 where the sensor is moved in
accordance with the instructions generated based on the received command (block

409).

As mentioned above, the succession images which are generated in sensing
unit are sent to the delay compensation unit which is configured in turn to maintain
a constant location of the indicator with respect to the scene along the images in the
succession of images. When the sensor completes its movement an image
representing the desired pointing direction of the sensor (e.g. the center of FOV) is
received. In this image the location of the indicator coincides with the new desired

pointing direction of the sensor resulting from movement of the sensor.

In addition to angular velocity, additional operational parameters can be used
by the delay compensation unit for predicting the reaction of the sensor unit to the

issued sensor moving command. These parameters include, for example, current
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operational mode of sensor, FOV size and line of sight (LOS) angular report.

Information with respect to these parameters can be obtained from the sensing unit.

For instance, a command to move the sensor characterized by a given angular
velocity would elicit a wider movement angle in cases where the FOV is wider, than
in cases where the same command is issued with narrower FOV. Also, a command
issued in different elevation angles (LOS angular report) of the sensor has a different
effect on the resulting sensor azimuth. Therefore, the elevation angle parameters

are also considered.

As explained above, an additional challenge of the electro optic observation
system is to lock on a selected moving object which may change its position by the
time a command with respect to that object is processed and executed in the
sensing unit. Figs. 5a and 5b are flowcharts illustrating operations performed by
system 100 for locking on a selected object, in accordance with the presently
disclosed subject matter. Operations described with reference to Fig. 5b with respect
to block 530 can be executed for example with the help of lock command prediction

module 210 in delay compensation unit 130.

As explained above with reference to Fig. 4 images of the surveyed scene are
captured by a sensor operating in the sensing unit (block 501) and are sent to delay

compensation unit and control unit (block 503).

Responsive to a lock command issued in the control unit with respect to a
selected object, respective control data is sent to the delay compensation unit and
to sensing unit (block 505). A track command includes instructions for directing the
sensing module to locate the selected object, lock the sensor on the selected object
and track the object. A lock command usually starts wifh one or more sensor moving
commands directed for pointing the sensor towards the object of interest to lock on

and possibly track.
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The control data which is sent to delay compensation unit includes data
indicative of the type of command which was issued as well as information indicative

of the angular velocity of the command operation.

Proceeding to Fig. 5b, as disclosed above, the delay compensation unit is
configured, responsive to receiving the control data, to obtain information indicative
of the angular velocity of the respective lock command from the control data and
use this information together with the transfer function of the sensor module in
order to determine the expected reaction of the sensor module 119 to the issued

command (blocks 511 and 513).

In addition, the delay compensation unit is configured to determine whether
the selected object is moving or stationary (block 515). This can be accomplished for
example, based on the dynamics of one or more received commands generated
during the obtaining process of the object of interest. When an operator is
attempting to obtain a moving object, the target obtaining process is characterized
by different dynamics than the selection operation of a stationary object. Since the
object of interest is on the move, the operator is required to use a control device
(e.g. joystick) to follow the object and adjust the control device until the object of
interest is captured and selected in the desired manner. The delay compensation
unit is configured to determine, based on the dynamics of the obtaining process,

whether the selected object is in motion or stationary.

In case it is determined that the selected object is stationary, the process
continues to block 521. In case it is determined that the selected object is a moving
object, the delay compensation unit is configured to determine a predicted location
of the selected object at the time the issued command is executed at the sensing
unit (block 517). This predication is based, inter alia, on the velocity of the selected
object, the direction of the selected object and information with respect to the
movement of the sensing unit and/or sensor with respect to the scene, which is

received from sensing unit.
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Once the predicted location of a moving object is determined, a modified
command is generated in delay compensation unit comprising modified instructions.
The modified instructions direct the sensing unit to the predicted real-time location
of the selected object of interest rather than the original location in which the object
was initially selected by the operator. The modified command is transmitted from

the delay compensation unit to the sensing unit (block 519).

The delay compensation unit is further configured to place an indicator (e.g.
cross or tracking window indicator) in the latest available captured image of the
scene, marking the future location to which the sensor is about to point after it is

moved towards the selected object (block 521).

The marked image is transmitted to control unit where it is displayed on the
display screen, thereby providing the operator with feedback indicative of the result
of the issued command (block 523). The feedback is provided to the operator
practically without delay (or with insignificant delay) and before the command is

executed at the sensing unit.

Reverting to Fig. 5a, at the sensing unit, in response to the received lock
command, the command is processed and executed and the senor locks on and
tracks the selected object in accordance with instructions generated based on the
command (block 511). In some cases, following the lock command, the sensor is

moved such that the locked object is located at the center of FOV (block 513).

Optionally, in order to reduce the risk of a failure to detect a moving object
by the sensing unit, it can further comprise a VMD module implementing a VMD
algorithm. Once the modified command is received, the sensing unit is configured to
open a window covering an area of a predefined size around the predicted location
of the selected object, as indicatéd in the modified command. The sensing unit
activates the VMD algorithm to identify moving objects in the area within the

window (block 507). In case the VMD identifies moving objects within the window,
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the sensing unit can designate these objects as being candidate objects for the

selected object.

Sensing unit can use information obtained by the VMD module in order to
validate the locking instructions provided in the received command (block 509). For
example, in case the selected object is not located at the predicted location specified
in the command and the VMD module identifies a nearby moving object within the
window, sensing unit can determine that this is the sought after object of interest
and lock onto that object (or request from the operator a confirmation to lock onto
the object). in another example, in case more than one moving object is identified
within the selected area, sensing unit can select the moving objects characterized by
similar dynamics (e.g. velocity and direction) to the dynamics of the selected object
as determined by the delay compensation unit. Alternatively or additionally, when
more than one moving object is detected, sensing unit can send a query to the
operator requesting the operator to indicate which of the moving objects is the

sought after object.

Thus, the electro optic observation system and method disclosed herein
enable to execute a lock command issued with respect to a selected object
notwithstanding a time-delay between the time when the sensing unit acquires the
image with the selected object, to a time when a corresponding command is

received at the sensing unit with respect to the selected object.

In addition to the above, the presently disclosed subject matter enables to
remedy the problems resulting from the time delay discussed above, which arise in

the execution of other types of commands.

Fig. 6 is a flowchart illustrating operations performed in response to a zoom
command, in accordance with the presently disclosed subject matter. Operations
described with reference to Fig. 6 can be executed by electro optic observation

system 100 described herein. Operations described with reference to Fig. 6 with
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respect to block 620 can be executed for example with the help of lock command

prediction module 205 in delay compensation unit 130.

As explained above, images of a monitored scene are captured by the sensor
in the sensing unit and are transmitted to the delay compensation unit and to the
control unit. At block 605 responsive to a zoom command issued in the control unit,
control data is sent from the control unit to the delay compensation unit and the
sensing unit. The control data which is sent to the delay compensation unit includes
information indicative of parameters of the zoom command dynamics (block 607).
This data includes for example information indicating whether it is a zoom-out or

zoom-in command and the extent of the zoom.

The delay compensation unit is configured to use the received information
indicative of the dynamics of the zoom command together with the respective
transfer function (which models the dynamics of the zoom mechanism in sensing
module) to determine the expected effect of the zoom command on the captured

images (block 609).

Once the expected reaction of the sensing unit to the zoom command is
obtained, the delay compensation unit generates a zoom simulation window in
which a digital simulation of the zoom is displayed (block 611). To generate the
simulation window, a piece of the image surrounding the object or area (e.g. a
rectangle of a predefined size) in the image which was selected in the zoom
command, is copied. The zoom simulation window is displayed on the display screen

in the control center (block 613).

Based on the calculated reaction of the zoom command, the zoom command
is simulated in the zoom simulation window, thereby providing the operator with a
simulation of the zoom command practically without delay (or with insignificant

delay) from the time the command is issued.
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If the operator is satisfied with the result of the zoom command, he can stop
any further zooming. Otherwise, the operator can issue additional zoom commands

in order to further adjust the zoom of the sensor.

In the meantime, the zoom command is processed and executed by the
sensing unit. Once the zoom command is executed, the simulation window can be

closed.

Fig. 7 is a flowchart illustrating operations performed in response to a focus
command, in accordance with the presently disclosed subject matter. Operations
described with reference to Fig. 7 can be performed by system 100 disclosed herein.
More specifically, operations described with reference to Fig. 7 with respect to block
720 can be executed for example with the help of lock command prediction module

207 in delay compensation unit 130.

As disclosed earlier, images of a monitored scene are captured by a sensor in
sensing unit and transmitted to delay compensation unit and to the control unit. At
block 705 responsive to a focus command issued in the control unit, control data is

sent from the control unit to the sensing unit and to the delay compensation unit.

The control data which is sent to the delay compensation unit includes
information indicative of parameters of the focus command dynamics (block 707).
This data can include information indicating whether it is a far focus or a near focus

and the extent of the focus.

In general a focus of a sensor in given scene environmental conditions (e.g.
distance of sensor from object, light conditions etc.) can be represented by a

Gaussian curve where the peak of the curve indicates the optimal focus.

According to the presently disclosed subject matter, the delay compensation
unit is configured to use the received information indicative of the focus command in
order to generate, with the help of the respective transfer function (which models

the dynamics of the focus mechanism in the sensor module), a Gaussian curve
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(herein "focus curve") representing the focus of the issued focus command (block

709).

In general, a focus is adjusted by one or more commands which are issued
until a desired focus is obtained. When a focus command is initiated, the delay
compensation unit is configured to obtain the information with respect to the
command dynamics parameters from the initial focus commands, and generate the
respective curve based on this information immediately after the operator
commences the focus command. Information with respect to the focus curve is sent
to the control unit and displayed on a display screen (block 711). As the operator
proceeds to change the focus of the senor by issuing additional commands, the
commands are processed by the delay compensation unit and changes in the focus
are shown on the focus curve which is displayed to the operator (block 713). Thus an
operator is provided with feedback indicating the reaction to issued focus commands
practically without delay (or with insignificant delay), before the respective
command is executed by the sensing unit. By following the progress of the focus
indication which is displayed on the focus curve, the operator is able to see when the
issued focus commands provide the optimal focal point, and adjust the focus

accordingly.

In the meantime, the focus command is processed and executed by the
sensing unit. Once the focus command is executed, the focus graph can be removed

from the display screen.

It will also be understood that the system according to the presently
disclosed subject matter may be a suitably programmed computer. Likewise, the
presently disclosecl subject matter contemplates a computer program being
readable by a computer for executing the method of the presently disclosed subject
matter. The presently disclosed subject matter further contemplates a machine-
readable memory tangibly embodying a program of instructions executable by the

machine for executing the method of the presently disclosed subject matter.
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It is to be understood that the presently disclosed subject matter is not
limited in its application to the details set forth in the description contained herein
or illustrated in the drawings. The presently disclosed subject matter is capable of
other embodiments and of being practiced and carried out in various ways. Hence, it
is to be understood that the phraseology and terminology employed herein are for
the purpose of description and should not be regarded as limiting. As such, those
skilled in the art will appreciate that the conception upon which this disclosure is
based may readily be utilized as a basis for designing other structures, methods, and
systems for carrying out the several purposes of the present presently disclosed

subject matter.
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CLAIMS:
1. A delay compensation unit:

the delay compensation unit being operatively connectible to a sensing unit
and a control unit; the sensing unit comprising a sensor module and configured to
communicate over a communication link with a control unit, to capture two or more
images of a scene, to generate a succession of images and transmit the succession of
images to the control unit; the delay compensation unit is configured, responsive to

a command issued in the control unit with respect to the succession of images, to:

obtain from the control unit information indicative of command dynamics
parameters; determine, based on the information and a respective transfer
function which models the dynamics of the sensor module, the expected reaction of
the sensing module to the command; and provide to the control unit information

indicative of the reaction before the command is executed in the sensing unit.

2. The delay compensation unit according to claim 1 wherein the data
indicative of the command dynamics parameters include data indicative of the

angular velocity of a respective command operation.

3. The delay compensation unit according to claim 2 wherein said
command is a sensor-movement command, directed for pointing the sensor in a

desired direction; the delay compensation unit is configured to:

Determine, based on the information indicative of the command dynamics
parameters and the respective transfer function, the future location of the desired
pointing direction of the sensor following execution of the command; provide an
indication to the control unit indicating the future location of the center of desired

pointing direction of the sensor before the command is executed in the sensing unit.

4, The delay compensation unit according to claim 2 wherein the
command is a lock command, directed for locking the sensor on a selected object of

interest in the scene, the delay compensation unit is configured to:
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in case said object of interest is moving, to determine future location of said
object at the time the command is executed in said sensing unit; to modify the lock
command to include the future location; and transmit the modified lock command to
the sensing unit thereby providing the sensing unit with information indicative of

predicted real-time location of the selected object.

5. The delay compensation unit according to any one of the preceding
claims wherein the command is a zoom command; the delay compensation unit is

configured to:

Determine, based on the data indicative of the command dynamics
parameters and the respective transfer function, the effect of the zoom command

on the captured images;
generate a digital simulation of the effect of the zoom command,;

provide the control unit with the digital simulation before the command is

executed in the sensing unit.

6. The delay compensation unit according to claim 5 wherein the
information indicative of the command dynamics parameters includes information

with respect to a zoom direction and zoom extent.

7. The delay compensation unit according to any one of the preceding
claims wherein the command is a focus command; the delay compensation unit is

configured to:

generate, based on the information indicative of the command dynamics
parameters, obtained from one or more initial focus commands, and the respective
transfer function, a focus curve indicative of the optimal focus of the sensor; provide
the control unit with data indicative of said focus curve; indicate a position of a
current focus with respect to the focus curve before the focus command is executed
in the sensing unit, thereby providing the control unit with information indicative of

the optimal focus.
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8. The delay compensation unit according to claim 7 wherein the
information indicative of the command dynamics parameters includes information

with respect to a focus direction and focus extent.

9. The delay compensation unit according to any one of the preceding

claims wherein said object includes a group of one or more pixels.

10. The delay compensation unit according to claim 4 further configured
to execute said command with respect to the selected object notwithstanding a
time-delay between a time when the sensing unit acquires the image with the
selected object, to a time when a corresponding command is received at the sensing

unit with respect to the selected object.

11. The delay compensation unit according to claim 3 wherein said
indication of the future location of desired pointing direction of the sensor is
provided by a cross or a tracking window indicator which is placed at a future

location of the center of the field.

12.  The delay compensation unit according to any one of the preceding
claims wherein communication between the control unit and the delay
compensation unit is faster than communication between the control unit and the

sensing unit;
13. An electro optic system, comprising:

a sensing unit comprising a sensor module, the sensing unit configured to
communicate over a communication link with a control unit, to capture two or more
images of a scene and to generate a succession of images and transmit the

succession of images to the control unit;

a delay compensation unit operatively connected to the sensing unit and the

control unit;

the delay compensation unit is configured, responsive to a command issued

in the control unit with respect to the succession of images, to:
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obtain from the control unit information indicative of command dynamics
parameters; determine, based on the information and a respective transfer function
which models the dynamics of the sensor module, the expected reaction of the
sensing module to the command; and provide to the control unit information

indicative of the reaction before the command is executed in the sensing unit.

14. The system according to claim 13 wherein the information indicative
of the command dynamics parameters includes data indicative of the angular

velocity of a respective command operation.

15.  The system according to claim 14 wherein said command is a sensor-
movement command, directed for pointing the sensor in a desired direction; the

delay compensation unit is configured to:

determine, based on information indicative of the command dynamics
parameters and the respective transfer function, the future location of the center of
field of view following the execution of the command; provide an indication to the
control unit indicating the future location before the command is executed in the

sensing unit.

16. The system according to claim 14 wherein the command is a lock
command, directed for locking the sensor on a selected object of interest in the

scene, the delay compensation unit is configured to:

in case said object of interest is moving, to determine future location of said
object at the time the command is executed in said sensing unit; to modify the lock
command to include the future location; and transmit the modified lock command to
the sensing unit thereby providing the sensing unit with information indicative of

predicted real-time location of the selected object.

17. The system according to claim 16 wherein said sensing unit is
configured, responsive to a lock command received from delay compensation unit:

to search for moving objects in a predefined area surrounding the predicted real-
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time location of the selected object in order to ensure that the correct moving object

is selected.

18.  The system according to claim 14 wherein the command is a zoom

command; the delay compensation unit is configured to:

determine, based on the information indicative of the command dynamics
parameters and the respective transfer function, the effect of the zoom command

on the two or more captured images;
generate a digital simulation of the effect of the zoom command;

provide the control unit with digital simulation before the command is

executed in the sensing unit.

19. The system according to claim 13 wherein the command is a focus

command; the delay compensation unit is configured to:

generate, based on the information indicative of the command dynamics
parameters, obtained from one or more initial focus commands, and the respective
transfer function which models the dynamics of the sensor module, a focus curve
indicative of the optimal focus of the sensor; provide the control unit with data
indicative of said focus curve; indicate a position of a current focus with respect to
the focus curve before the focus command is executed in the sensing unit, thereby

providing the control unit with information indicative of the optimal focus.

20. The system according to claim 16 further configured to execute said
command with respect to the selected object notwithstanding a time-delay between
a time when the sensing unit acquires the image with the selected object, to a time
when a corresponding command is received at the sensing unit with respect to the

selected object.

21.  The system according to claim 13 wherein said sensing unit is located

in any one of a list including:

SUBSTITUTE SHEET (RULE 26)



WO 2014/111931 PCT/IL2014/050045

—35~

an airborne vehicle; a ground vehicle; a marine vehicle; a missile; and
wherein said control unit and said delay compensation unit are located in another

remote location.

22. The system according to any one of claim 13 to 21 wherein
communication between the control unit and the delay compensation unit is faster

than communication between the control unit and the sensing unit;

23. A method of compensating a delay in communication between a

sensing unit and a control unit, the method comprising:

using a computer processor for performing at least the following:

receiving from said sensing unit a succession of two or more captured

images;

obtaining from the control unit information indicative of command dynamics

parameters;

determining, based on the information and a respective transfer function
which models the dynamics of the sensor module, the expected reaction of the

sensing module to the command; and

providing to the control unit information indicative of the reaction before the

command is executed in the sensing unit.

24. The method according to claim 23 wherein said command is a sensor-
movement command and wherein the command dynamics parameters include data
indicative of the angular velocity of a respective command operation; the method

further comprising:

determining, based on the information indicative of the command dynamics
parameters and the respective transfer function, the future location of the center of

field of view following the execution of the command; and
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providing an indication to the control unit indicating the future location

before the command is executed in the sensing unit.

25.  The method according to claim 23 wherein the command is a lock
command directed for locking the sensor onto a selected object of interest in a
surveyed scene and wherein the command dynamics parameters include data
indicative of the angular velocity of a respective command operation; the method

further comprising In case said object of interest is moving:

determining future location of said object at the time the command is

executed in said sensing unit;

modifying the lock command to include the future location, in case said

object of interest is moving; and

transmitting the modified lock command to the sensing unit thereby
providing the sensing unit with information indicative of predicted real-time location

of the selected object.

26. The method according to claim 23 wherein the command is a zoom

command; the method further comprising:

determining, based on the information indicative of the command dynamics
parameters and the respective transfer function, the effect of the zoom command

on the captured images;
generating a digital simulation of the effect of the zoom command; and

providing the control unit with digital simulation before the command is

executed in the sensing unit.

27. The method according to claim 23 wherein the command is a focus

command; the method further comprising:
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generating, based on the information indicative of the command dynamics
parameters, obtained from one or more initial focus commands, and the respective

transfer function, a focus curve indicative of the optimal focus of the sensor;
providing the control unit with data indicative of said focus curve; and

indicating a position of a current focus with respect to the focus curve before
the focus command is executed in the sensing unit, thereby providing the control

unit with information indicative of the optimal focus.

28. The method according to claim 24 wherein said providing further
comprises: placing an indicator in the latest available image of the scene at a future

location in the center of the field.

29. The method according to claim 28 wherein said indicator is a cross or

tracking window.

30. The method according to claim 23 wherein said determining is based

also on a time delay between the sensing unit and control unit.

31. A non-transitory computer storage device readable by machine,
tangibly embodying a program of instructions executable by the machine to perform
a method of compensating a delay in communication between a sensing unit and a

control unit, the method comprising:

receiving from said sensing unit a succession of two or more captured
images;
obtaining from the control unit information indicative of command dynamics

parameters;

determining, based on the information and a respective transfer function
which models the dynamics of the sensor module, the expected reaction of the

sensing module to the command; and
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providing to the control unit information indicative of the reaction before the

command is executed in the sensing unit.
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Acqguiring images of a scene 401

Transmitting acquired images to control unit and
delay compensation unit 403

Responsive to a command issued at control unit,
sending respective control data to delay
compensation unit and sensing unit 405

430 In delay compensation unit:

Obtaining angular velocity of command operation
411
|

Determining the expected reaction of sensor to the
issued command 415

Placing an indicator marking the future location of
pointing direction of sensor 419

Displaying the marked image at control unit 423

Moving sensor based on the received command such
that the new pointing direction of sensor coincides
with the position of the indicator 409

Fig. 4
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Acquiring a succession of images 501

Transmitting acquired images to control unit and delay
compensation unit 503

Responsive to a command issued in control unit in respect
of a selected object, sending respective control data to
the delay compensation unit and sensing unit 505

Fig.5b

fdentifying moving object in the vicinity of the indicated
location of the selected object 507

Verifying selection of object 509

Locking on the identified object 511

Moving sensor based on the received command such that
the locked object is located in the center of FOV 513

Fig. ba
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530
In command manager:

Obtaining angular velocity of command operation 511

Determining the expected reaction of the sensor to the issued
command 513

Determining whether the selected object is in motion 515

\
No

Yes

Predicting future location of the selected object 517

Generating a modified command and transmitting modified
command 1o sensing unit 519

Placing an indicator marking the future location of pointing
direction of sensor 521

Transmitting marked image to control unit 523

Fig. 5b
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Acquiring images of a scene 601

Transmitting acquired images to control unit and
delay compensation unit 603

Responsive to a zoom command issued in control
unit, sending respective control data to delay
compensation unit and to sensing unit 605

620 in command manager:
Obtaining information indicative of zoom command

dynamics parameters 607

|
Determining the expected reaction of sensor to the

issued zoom (‘:Ommand 609

Generating a simulation window and digitally
simulating the zoom command in the simulation
window 611

Sending zoom simulation data to control unit 613

|

Displaying the zoom simulation at control unit 615

Executing zoom command in sensing unit based on
the received command 617

Fig. 6
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Acquiring images of a scene 701

Transmitting acquired images to controf unit and

delay compensation unit 703
|

Responsive to a focus command issued in control
unit, sending respective control data to the delay
compensation unit and to sensing unit 705

720
in command manager:

Obtaining information indicative of focus command
dynamics parameters 707

Generating a focus curve representing the focus of
the issued focus command 709

Displaying the curve at control unit 711

Indicating to operator changes in focus with respect
to focus curve 713

Executing focus command in sensing unit based on
the received command 715

Fig. 7
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