**Title:** IMAGE EDITING USING SELECTIVE EDITING TOOLS

**Abstract:** Implementations relate to editing images with selective editing tools. In some implementations, a computer-implemented method for an image editing program causes a display of an image and receives user input from a user to the image editing program, the user input indicative of selection of a selective editing tool. The method restores the image to a previous state in which a first modification to one or more pixel values of the image is omitted, where the first modification resulted from previous application of a first edit operation to the image. The method applies a second edit operation to one or more local areas of the image as indicated by selection of the selective editing tool by the user input, and the applying causes a second modification to the image.
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IMAGE EDITING USING SELECTIVE EDITING TOOLS

CROSS REFERENCE TO RELATED APPLICATIONS


BACKGROUND

[002] The popularity and convenience of digital cameras as well as the widespread use of Internet communications have caused digital images to become ubiquitous. For example, digital photographs are commonly captured by camera devices and cameras included in other portable devices such as phones, tablet computers, wearable devices, etc. Photos are also often posted to various Internet sites, such as web pages, social networking services, etc. for users and others to view. However, many images, such as photographs taken by a camera, can include characteristics unsatisfying to a user or other characteristics that the user may wish to change in any of a variety of different ways. To improve or change such images, a user commonly edits the images directly by opening an image in an editor program and manually selecting and adjusting various characteristics of pixels of the image, such as brightness, contrast, saturation, blur, etc.

SUMMARY

[003] Implementations relate to editing images with selective editing tools. In some implementations, a computer-implemented method for an image editing program. The method may cause a display of an image, and receive user input from a user to an image editing program, the user input indicative of selection of a selective editing tool. The method may restore the image to a previous state in which a first modification to one or more pixel values of the image is omitted, where the first modification resulted from previous application of a first edit operation to the image. The method may apply a second edit operation to one or more local areas of the image as indicated by selection of the selective editing tool by the user input, where the applying causes a second modification to the image.

[004] Various implementations and examples of the method are described. For example, the method can cause a display of the image after applying the second edit operation to the one or more local areas, where the display of the image includes the second modification. In some examples, the first edit operation can be the same as the second edit operation. The method can include applying the first edit operation to the image to cause the first modification to the one or more pixel values of the
image, prior to the restoring and applying, where the first edit operation is applied without use of the selective editing tool. The first edit operation can be a last edit operation applied to the image prior to the applying of the second edit operation to one or more local areas of the image, or can be a previous edit operation applied to the image prior to the applying of the second edit operation and prior to the applying of one or more other edit operations to the image. The restoring of the image to the previous state can be performed in response to receiving the user input indicative of selection of the selective editing tool.

[005] The method can include providing a displayed menu including one or more edit options to select one or a plurality of edit operations for use with the selective editing tool, where the plurality of edit operations were previously applied to the image. For example, the first edit operation can be a previously-applied edit operation, and the method can further include providing a displayed menu including one or more edit options including a first edit option to apply a default edit operation using the selective editing tool, and a second edit option to apply the previously-applied edit operation using the selective editing tool, where the restoring the image to the previous state is performed based on a selection of the second edit option by the user input indicative of the selection of the selective editing tool. In some implementations, a plurality of types of selective editing tool can be available for selection, where each of one or more of the plurality of types of selective editing tool can be operative to be associated for use with a plurality of predetermined edit operations.

[006] The user input using the selective editing tool can be received while the selective editing tool is active, where the user input identifies the one or more local areas. The selective editing tool can indicate the one or more local areas based on input derived from user contact with a touchscreen, user manipulation of a physical input device, and/or a voice command from the user. The selective editing tool can include a brush tool, an image gradient tool, a control point tool, and/or a smart selection tool. For example, the selective editing tool can include a brush tool, where a number of pixels of the image in the one or more local areas are identified by the user input using the brush tool and are modified based on the second edit operation applied to the one or more local areas. The selective editing tool can include a control point tool causing a control point to be located on the image based on the user input using the selective editing tool, where applying the second edit operation to the one or more local areas can include modifying pixels of the image around the control point within a predetermined distance of the control point. The first edit operation and/or second edit operation can include a color modifier, a brightness modifier, a contrast modifier, a saturation modifier, a blur, a sharpness modifier, a noise modifier, and/or a special effect filter. The method can further include displaying an indication of a sequence of multiple edit operations applied to the image prior to the applying of the second edit operation to the one or more local areas, and wherein the user
input selects the second edit operation from the displayed sequence of multiple edit operations prior to the restoring and the applying.

[007] In some implementations, a system to provide an image editing program can include a storage device and at least one processor operative to access the storage device. The processor may be configured to apply a first edit operation to an image to cause a modification to one or more pixel values of the image based on user input received from a user in the image editing program, and receive input from a user to the image editing program, where the user input selects the selective editing tool. The processor may be configured to restore the image to a previous state in which the modification resulting from the applying of the first edit operation to the image is omitted, and apply a second edit operation to one or more local areas of the image as indicated by selection of the selective editing tool by the user input. The processor may be configured to cause display by a display device of the image modified by the second edit operation applied to one or more local areas.

[008] Various implementations and examples of the system are described. For example, the first edit operation can be the same as the second operation. The processor can be further configured to cause display of the image modified by the first edit operation, prior to the processor restoring the image to the previous state, where the restoring of the image to the previous state is performed in response to receiving the user input indicating selection of the selective editing tool. The user input can identify the one or more local areas, and the selective editing tool can include a brush tool, an image gradient tool, a control point tool, and/or a smart selection tool.

[009] In some implementations, a computer readable medium can have stored thereon instructions to implement an image editing program. The instructions, when executed by a processor, may cause the processor to apply a first edit operation to the image to cause a modification in the image, receive input from the user selecting the selective editing tool, and restore the image to a previous state in which the modification resulting from the application of the first edit operation to the image is omitted. The instructions may cause the processor to apply a second edit operation to one or more local areas of the image as indicated by selection of the selective editing tool by the user input to cause a second modification to the image in the one or more local areas. The instructions may cause the processor to provide a display of the image including the second modification. In some implementations, the user input can identify the one or more local areas, where the selective editing tool can include a brush tool, an image gradient tool, a control point tool, and/or a smart selection tool.
BRIEF DESCRIPTION OF THE DRAWINGS

[0010] Fig. 1 is a block diagram of an example network environment which may be used for one or more implementations described herein;

[0011] Fig. 2 is a flow diagram illustrating an example method to edit images using selective editing tools, according to some implementations;

[0012] Fig. 3 is a flow diagram illustrating another example method to edit images using selective editing tools, according to some implementations;

[0013] Figs. 4-7 are diagrammatic illustrations of example user interfaces using one or more described features;

[0014] Fig. 8 is a diagrammatic illustration of one example of a list of edit operations;

[0015] Fig. 9 is a diagrammatic illustration of an example of a list of multiple edit operations provided according to one or more features described herein; and

[0016] Fig. 10 is a block diagram of an example device which may be used for one or more implementations described herein.

DETAILED DESCRIPTION

[0017] One or more implementations described herein relate to editing images with selective editing tools. In some implementations, a system can receive input from a user that selects a selective editing tool to edit an image in an editing program. The system can present an option to use the selective editing tool with an edit operation, e.g., that was previously applied to the image and caused a pixel modification in the image. In some examples, the previous edit operation may have been previously applied to the entire image, or to a portion of the image without use of a selective editing tool. If the user selects the presented selective editing tool option, the modification to the image from the edit operation can be omitted (e.g., removed) from the image. The user can then selectively apply an edit operation, e.g., that same edit operation, to local areas of the image using the selective editing tool.

[0018] In some examples, the restoring of the image to the previous state can be performed in response to receiving the user input indicative of selection of the selective editing tool. The system can receive input from the user while the selective editing tool is active, and the user input can identify the one or more local areas of the image. User input can instruct application of the edit operation to the one or more local areas. In some examples, the selective editing tool can be directed to the one or more local areas based on input derived from user contact with a touchscreen, from user manipulation of a physical input device, from a user's voice command, etc. In some examples, the selective editing tool can be a brush tool, an image gradient tool, a control point tool, a smart selection
tool, etc. The edit operation can include any filter or other image editing function to change one or more characteristics of the image, such as a color modifier, a brightness modifier, a contrast modifier, a saturation modifier, a blur, a sharpness modifier, a noise modifier, and a special effect filter. In some examples, the selectively applied edit operation can be the last edit operation applied to the image prior to the selection and/or use of the selective editing tool, or can be a different edit operation previously applied to the image. In some implementations, one or more selectively applied edit operations can be different than previously-applied edit operations.

[0019] Some implementations can display a menu including options to select one of multiple edit operations for use with the selective editing tool. For example, the menu can provide an option to apply a default edit operation using the selective editing tool and/or provide an option to apply a previously-applied edit operation using the selective editing tool and, in some cases, causing the removal of a modification resulting from the application of that previously-applied edit operation to the image. Some implementations can display an indication of a sequence of multiple edit operations applied to the image prior to the applying of an edit operation to the one or more local areas. In these implementations, the system can receive a selection of the edit operation to apply to the local areas from the displayed sequence of multiple edit operations. In some implementations, the system can display one or more options (e.g., in a menu) that each include multiple edit operations, or multiple options (and edit operations) can be selected by user input for use with the selective editing tool. This can allow the multiple selected edit operations to be applied to the local areas of the image with use of the selective editing tool.

[0020] Described features can allow a user to selectively edit an image in an editing program using editing functions that are intuitive and easy-to-use. For example, some implementations of the selective tool features described herein allow a user to selectively apply a complex edit operation (e.g., a special effect filter or complex edit operation involving several types of image changes) simply and easily by selecting an edit operation (e.g., the last edit operation) previously applied to the image, removing or omitting its modification from the image, and allowing the user to apply that same edit operation to identified areas of the image using a selective tool. Furthermore, the selective editing features described herein can display a list of edit operations in their sequence of previous application. Such display can allow simple determination and presentation of previously-applied edit operations. Furthermore, features allow greater efficiency in the use of system resources such as CPU, GPU, and memory. Thus, a technical effect of editing images as disclosed herein includes a reduction in time to edit images, thus saving a user time, energy, and resources for achieving edits to images. Another technical effect is a higher quality of edits to images resulting from complex edits being applied to images in a simpler and easier manner. A further technical effect includes greater efficiency in the use of system resources to provide image editing functions with a system.
[0021] In various implementations described herein, reference is made to "edit operations." As referred to herein, an edit operation can be an image processing operation or technique, e.g., a modifier or technique that modifies color, brightness, contrast, size, orientation, compression (which may not alter color), visible area (e.g., via cropping or other operation), or other characteristics of an image. In some examples, an edit operation modifies one or more pixels of an image, causing a visual change in the image that is displayed when the image is displayed. For example, an edit operation can modify one or more pixel values of the image to change pixel characteristics including one or more of color (e.g., in one or more of multiple color channels), hue, brightness or luminance, contrast, saturation, sharpness (e.g., detail of color edges in the image), structure (e.g., detail of texture in the image), noise (e.g., color noise reduction), or other characteristic. For example, pixel values can be color values (e.g., a color value for each of red, green, and blue color channels in an RGB color space, or other color channels in other color spaces), or brightness values for grayscale images, etc. In some cases, an edit operation can cause multiple changes to one or more pixel characteristics, such as modifying both color and brightness.

[0022] For example, an edit operation can be a filter which changes one or more pixel values based on one or more parameters of the filter. A filter can be an edit operation that modifies pixel values to change one or more of these pixel characteristics in a particular way, where the filter is applied to the image to make the modifications. For example, a "blur" filter can adjust the pixel values of groups of pixels to achieve a blur visual effect in the image. The example blur filter can have parameters such as kernel size, radius, etc. A "preset" can be a set of one or more edit operations (e.g., filters) provided with predetermined parameter values that are applied collectively to achieve a particular visual effect in the image. An image as referred to herein can be a standalone image, or can be an image in a series of images, e.g., a frame in a video sequence of frames. For example, implementations described herein can be used with a single image or with a series or video sequence of images.

[0023] Fig. 1 illustrates a block diagram of an example network environment 100, which may be used in some implementations described herein. In some implementations, network environment 100 includes one or more server systems, e.g., server system 102 in the example of Fig. 1. Server system 102 can communicate with a network 130, for example. Server system 102 can include a server device 104 and a database 106 or other storage device. Network environment 100 also can include one or more client devices, e.g., client devices 120, 122, 124, and 126, which may communicate with each other and/or with server system 102 via network 130. Network 130 can be any type of communication network, including one or more of the Internet, local area networks (LAN), wireless
networks, switch or hub connections, etc. In some implementations, network 130 can include peer-to-peer communication between devices, e.g., using peer-to-peer wireless protocols.

[0024] For ease of illustration, Fig. 1 shows one block for server system 102, server device 104, and database 106, and shows four blocks for client devices 120, 122, 124, and 126. Server blocks 102, 104, and 106 may represent multiple systems, server devices, and network databases, and the blocks can be provided in different configurations than shown. For example, server system 102 can represent multiple server systems that can communicate with other server systems via the network 130. In some examples, database 106 and/or other storage devices can be provided in server system block(s) that are separate from server device 104 and can communicate with server device 104 and other server systems via network 130. Also, there may be any number of client devices. Each client device can be any type of electronic device, e.g., a desktop computer, laptop computer, portable/mobile device, cell phone, smart phone, tablet computer, television, TV set top box or entertainment device, wearable devices (e.g., display glasses or goggles, wristwatch, headset, armband, jewelry, etc.), personal digital assistant (PDA), media player, game device, etc. Some client devices may also have a local database similar to database 106 or other storage. In other implementations, network environment 100 may not have all of the components shown and/or may have other elements including other types of elements instead of, or in addition to, those described herein.

[0025] In various implementations, end-users U1, U2, U3, and U4 may communicate with server system 102 and/or each other using respective client devices 120, 122, 124, and 126. In some examples, users U1-U4 may interact with each other via applications running on respective client devices and/or server system 102, and/or via a network service, e.g., a social network service or other type of network service, implemented on server system 102. For example, respective client devices 120, 122, 124, and 126 may communicate data to and from one or more server systems such as system 102. In some implementations, the server system 102 may provide appropriate data to the client devices such that each client device can receive communicated content or shared content uploaded to the server system 102 and/or network service. In some examples, users U1-U4 can interact via audio or video conferencing, audio, video, or text chat, or other communication modes or applications. A network service implemented by server system 102 can include a system allowing users to perform a variety of communications, form links and associations, upload and post shared content such as images, text, video, audio, and other types of content, and/or perform other socially-related functions. For example, users can view content such as images sent or streamed to their client devices originating from a different client device via a server and/or network service, or originating from a server system and/or network service. In some implementations, a “user” can include one or more programs or virtual entities, as well as persons that interface with the system or network.
[0026] A user interface can enable display of images, video, data, and other content as well as communications, privacy settings, notifications, and other data on a client device 120, 122, 124, and 126. Such an interface can be displayed using software on the client device, software on the server device, and/or a combination of client software and server software executing on server device 104, e.g., application software or client software in communication with server system 102. The user interface can be displayed on an output device of a client device, such as a display screen. In some implementations, application programs running on a server system can communicate with a client device to receive user input at the client device and to output data such as visual data, audio data, etc. at the client device.

[0027] In some implementations, server system 102 and/or one or more client devices 120-126 can provide an image editing program. The image editing program may allow a system (e.g., client device or server system) to provide editing options for an image, some examples of which are described herein. The image editing program can provide an associated user interface that is displayed on a display of the server system or client device. The user interface may provide various options to a user to select editing options, display modes, etc.

[0028] Other implementations of features described herein can use any type of system and service. For example, any type of electronic device can make use of features described herein. Some implementations can provide features described herein on client or server systems disconnected from or intermittently connected to computer networks. In some examples, a client device having a display screen (or other display device) can display images and provide features and results as described herein that are viewable to a user.

[0029] Fig. 2 is a flow diagram illustrating an example method 200 to edit images using selective editing tools. In some implementations, method 200 can be implemented, for example, on a server system 102 as shown in Fig. 1. In other implementations, some or all of the method 200 can be implemented on a system such as one or more client devices, one or more server devices, and/or on both server device(s) and client device(s). In described examples, the implementing system includes one or more digital processors or processing circuitry ("processors"), and one or more storage devices such as a database 106 or other storage. In some implementations, different components of one or more servers and/or clients can perform different blocks or other parts of method 200.

[0030] In some implementations, method 200, or portions of the method, can be initiated based on user input. A user may, for example, have selected the initiation of the method 200 from an
interface such as a user interface of an application, a social networking interface, or other interface. In other implementations, the method 200 can be initiated automatically by a system. For example, method 200 (or portions thereof) can be initiated based on one or more particular events or conditions such as a user opening an application, e.g., an editing application, receiving one or more images that have been newly uploaded to or accessible by the system, etc. In some implementations, such conditions can be specified by a user in custom preferences of the user. In some implementations, method 200 or portions thereof can be performed with guidance by the user. For example, a user can designate a set of multiple input images to be processed by method 200. In one example, method 200 (or portions thereof) can be performed on a camera, cell phone, or other client device that has captured one or more images. In addition or alternatively, a client device can send images to a server over a network, and the server can process the images using method 200, or the server can receive images from a different source (a different server, etc.).

[0031] In block 202 of method 200, the method obtains an image for editing. The image can be a digital image composed of multiple pixels, for example, and can be stored on one or more storage devices of the system performing method 200 or otherwise accessible to the method, e.g., a connected storage device, a local storage device, a storage device connected over a network, etc. For example, the image can be a photo captured by a camera, an image frame extracted from a captured video stream or other video data, or an image derived from a different source. In some implementations, a user can provide, select, or designate one or more input images to process. In other implementations, the image can be obtained by being automatically selected by the method, e.g., as an image from an album or other collection of multiple images, such as an album provided in an account of a user of a system or networking service. In some examples, the method can determine which image to obtain based on evaluating one or more characteristics of accessible images, such as the color distributions of images, timestamps and other metadata of images, and/or identified and recognized content depicted in the images, such as persons, faces, or objects. The image can be displayed on a display device in some implementations of method 200. For example, the image can be displayed by an image editing program or other program running on the system that can offer features described herein.

[0032] In block 204, the method applies an edit operation (or one or more edit operations) to the image to cause a modification in the image. For example, the edit operation can be applied in response to user input (e.g., instruction or command). In some examples, the method performs one or more edit operations to modify an image. In some implementations, the modification can be a modification to one or more pixel values in the image, e.g., that causes a visual modification to the image when it is displayed. In some implementations, user input can be provided in an image editing program displaying the image, for example. In various implementations, an edit operation can be any operation that can be applied to the image. For example, the edit operation can be a filter which
modifies one or more pixel values of one or more pixels of the image to change color, brightness, contrast, saturation, and or other characteristic of the one or more pixels in the image. In some implementations, the edit operation can modify characteristics such as size (e.g., pixel resolution), orientation, compression, visible area (e.g., via cropping of portions of the image or other operation), or other characteristics.

[0033] In some implementations, the edit operation of block 204 is applied to the image without the use of a selective editing tool (described below). For example, an edit operation can be applied to the entire image, e.g., all the pixels of the image are processed by the edit operation. Such an application of an edit operation may affect all the pixels of the image in some cases, e.g., increase the brightness, particular hue, and/or other pixel characteristics of the pixels. In other cases or implementations, an edit operation can be applied to the entire image to process all the pixels of the image, but only a portion of the image (such as a subset of pixels in the image) is affected and results in being modified with a changed visual output (e.g., changed pixel values) caused from the application of the edit operation. For example, the edit operation may only affect some of the pixels of the image that satisfy one or more conditions or operations of the edit operation (e.g., an edit operation that affects red colored pixels may process green colored pixels but have no resulting affect on the green colored pixels). The edit operation of block 204 can also or alternatively be applied to local areas of the image via a selective editing tool.

[0034] In some implementations, one or more edit operations can be applied to a portion of the image in block 204, e.g., less than all the pixels of the image, such as one or more different subsets or groups of pixels in the image, etc. For example, an edit operation can be applied to image portions that are determined by the method based on predefined instructions included in the edit operation or predefined instruction provided to control the application of the edit operation, e.g., without manual user selection using a selective editing tool.

[0035] For example, predetermined instructions may instruct that the edit operation be applied to pixels in a particular region or area of the image such as a border, a predefined area around the center of the image, etc. In some examples, predetermined instructions may instruct that the edit operation be applied to pixels having a particular color or other characteristic, and/or applied to pixels having a particular depth range from a camera that captured the image (e.g., where the depth can be determined using depth data stored as metadata for the image). In some implementations, the edit operation can be applied to portions of the image based on output of one or more image analysis processes. For example, the edit operation can be applied based on detected features of the image as determined by one or more known image recognition techniques performed by the system implementing method 200
and/or by one or more other systems. For example, a face detection technique may provide an outline or bounding box for one or more faces detected in the image so that the edit operation can be applied only to the pixels of the detected faces (or only to pixels outside the detected faces). In another example, a skin smoothing edit operation may identify human facial skin in an image (e.g., based on face detection techniques and/or detecting skin color ranges) and apply a blur only to the facial skin. A “red eye correction” edit operation may identify red eyes in images and apply a modification to remove red color from just the eye pixels of the image, without receiving user selection. A landscape detection technique can provide locations where sky features, horizon lines, and landscape features are detected, e.g., without user selection, such that the edit operation can be applied only to pixels in one or more particular detected regions. Similarly, objects, animals, or other features can similarly be detected in the image using image recognition techniques and the borders or edges of these features used to guide application of the edit operation relative to these features. Some examples of edit operations are further described below with reference to Fig. 3. Other examples of edit operations that apply to less than the entire image (without user selection) may be possible.

[0036] In block 206, the method selects a selective editing tool in response to user input. For example, a user can indicate a particular selective editing tool in the user interface of an image editing program, which the method selects for use. For example, in some implementations, user input can indicate the editing tool by touch of user finger(s) on a screen position corresponding to a tool icon displayed on a touch screen. In other implementations, the user can select the displayed tool icon using a pointing device, e.g., a mouse, trackball, stylus, or other device. Other types of user input can provide selection, e.g., voice commands (using speech recognition techniques), eye-motion sensing and tracking, motion commands (using motion sensors such as accelerometers and/or gyroscopes of a device), touchscreen or motion gestures, etc. The selective editing tool can be any tool offered by the image editing program which allows the user to apply edit operations on particular areas, regions or pixels of the image, where those particular areas are selected by the user by using the tool. In some examples, the selective editing tool can be a brush tool which provides the user with the ability to modify pixels that are pointed to by a user, e.g., by a controlled pointer or cursor displayed in the editing interface, or by the user's finger or other appendage or object (e.g., a stylus) sensed by a touchscreen or other input sensing device. Other types of selecting editing tools can also be selected, some examples of which are described below. Some implementations can offer the user to select one of multiple types of presented edit operations which can each be used with the selective editing tool, including one or more previously-applied edit operations of block 204. In some implementations, one or more default edit operations can be offered and selected for the user, examples of which are described below.
In block 208, the method restores the image to a previous state in which modification resulting from the previous application of an edit operation in block 204 is omitted. For example, in some implementations, restoring the image to the previous state can include removing from the image modification resulting from the previous application of an edit operation to the image in block 204 (e.g., "removes the edit operation" from the image). For example, in some implementations the modification to one or more pixel values resulting from an edit operation performed on the image in block 204 can be removed from the image by changing those pixel values back to their previous values in the image. In some implementations, the restoring the image to a previous state can include rolling back one or more pixel values of the image from previous application of an edit operation to the image. In some implementations, restoring the image to a previous state can include retrieving and displaying a copy of the image in the previous state from memory or other storage device, where it had been stored prior to the previous application of the edit operation, and disregarding or discarding the image in the later state having the modification(s). Restoring the image can cause the image to be stored and/or displayed in the previous state before the edit operation was performed, e.g., the image is stored and/or displayed with pixels having pixel values before application of that edit operation to the image. In some implementations in which multiple edit operations were applied in block 204, one of these edit operations can be removed, e.g., the last edit operation that was applied to the image, or a previous edit operation applied at some point prior to the last edit operation. In some implementations, block 208 can remove multiple modifications in the image resulting from multiple previously-applied edit operations.

In some implementations or situations, the restoring in block 208 can be performed automatically, e.g., without human intervention. In another situation, it may not be appropriate to restore the previous state of the image prior to the modification by the previous edit operation. For example, the same edit operation as the previous edit operation may be applied (e.g., in block 210 below) but with one or more different parameters (e.g., input by a user). In some cases, the system may intelligently determine that the previous edit operation should not be rolled back, and that the current edit operation (e.g., in block 210) should be applied with the different parameters. In another example, local areas (e.g., particular pixels) that were selectively modified by a previous edit operation in block 204 can be retained and may be modified by a different edit operation or different parameters to the same edit operation in block 210, such that restoring a previous state of the image is not appropriate. In some implementations, user input can select whether to retain the previous edit operation or to roll the image back to a previous state in block 208.

In some implementations, the method can provide a display of the image resulting from the omission of the edit operation(s) resulting from block 208. For example, the image can be
displayed in a user interface of the image editing program or other application program, by a display device such as a display screen, projector, etc. For example, this can allow the user to view the updated image with a previous edit operation removed, ready to receive selective modifications as described below.

[0040] In block 210, the method modifies one or more local areas of the image identified by selection (e.g., use) of the selective editing tool by user input. For example, the modification of the one or more local areas in block 210 can be based on application of an edit operation that was previously applied in block 204 and its modification omitted (e.g., removed) from the image in block 208. For example, the edit operation is applied to cause a modification to the image in one or more local areas of the image based on user input provided via the selective editing tool. The edit operation makes this modification to the local areas, e.g., by changing pixel values of one or more pixels in the one or more local areas of the image, to cause a changed visual output for the changed pixels when the image is displayed. For example, in some implementations the local areas of the image can be one or more portions of the image that are less than the entire area of the image. In various implementations, the edit operation applied by the selective editing tool can be a last edit operation applied to the image prior to block 210, or can be a different edit operation applied previously to the image. Some implementations can apply one or more edit operations in block 210 that were omitted from the image in block 208. In some implementations, one or more edit operations can be applied in block 210 that are different than one or more edit operations applied in block 204 and/or omitted in block 208. For example, a default edit operation can be applied in block 210, and/or the modifications in block 210 can be made by additional or different edit operations not previously applied.

[0041] The selective editing tool can be selected and/or used by the user in any of various ways or implementations. In some examples, user input can identify one or more particular areas (e.g., groups or regions of pixels) of the displayed image with a finger (e.g., on a touchscreen that displays the image), cursor, voice command specifying the areas, or other commands, and those areas are local areas modified by the edit operation. For example, the user input can point to the one or more local areas via use of the selective editing tool, e.g., using a finger on a touchscreen or a displayed cursor. The application of the edit operation can also be based on control settings of the selective editing tool, such as brush size or width, radius or size of a control point area, opacity of an applied change to color, etc.

[0042] In some implementations, the method (or a different process or system) can automatically (e.g., without intervention by a person) suggest one or more of the local areas that can be modified. For example, one or more image recognition techniques can be used to detect image features depicted
in the image, e.g., faces, facial features (teeth, eyes, etc.), persons, objects, landscape features (sky, trees, grass, etc.), landmarks, or other features. In some examples, facial recognition techniques can look for facial landmarks (eyes, nose, etc.) and other facial characteristics to detect faces. In additional examples, some recognition techniques can look for particular colors, textures, etc. to detect particular types of features, and/or can compare portions of the image to known image samples or patterns. In some implementations, one or more detected or recognized image features can be highlighted in the display of the image editing program, e.g., features outlined, colored, or otherwise displayed to indicate a suggested feature that can be a local area. In some implementations, user input can select one or more of the suggested image features as local areas to cause the modification (e.g., edit operation) to be applied to the selected image features. In some implementations, different portions of recognized image features can be suggested as individual local areas. For example, if a person is recognized, the face, torso, arms, hair, and legs can be individually suggested as different local areas, or the teeth and eyes of a face can be suggested as individual local areas.

[0043] In some implementations, the method can provide a display of the image, e.g., in the user interface of the image editing program by a display device, to allow the user to indicate local areas of the image to modify with the edit operation. For example, the system can update the display after each modification to the image, or during a modification to the image (e.g., as the user is moving a pointer across the image).

[0044] This modification of block 210 can be different than the modification to the image applied in block 204 which was omitted from the image in block 208. For example, the modification of block 210 can be applied to one or more selected local areas determined based on use of the selective editing tool, instead of being applied to the image without use of the selective editing tool. For example, application without use of the selective editing tool may have been based on predetermined instructions as described for block 204 (e.g., where the predetermined instructions caused the edit operation to be applied to the entire image or to predetermined portions of the image in block 204). The edit operation may process pixels of the indicated local areas in block 210 similarly as it processed the pixels in block 204, but different pixels of the image are typically processed in block 210 as compared to block 204.

[0045] In some implementations, method 200 can be performed additional times or iterated for additional edit operations. In some examples, a user can select a selective editing tool in block 206 after any edit operation is applied. Based upon the user selection, modifications to the image based on that edit operation can be omitted in block 208. Further, one or more local areas of the image can be modified based on that edit operation in block 210.
[0046] Some implementations of the method allow an edit operation of any type or complexity to be applied to an image using a selective editing tool of an image editing program. The method allows the edit operation to be applied to the image without requiring the user to perform complex tasks such as creating and using mask layers, channels, or using other complex editing workflows. Therefore, less effort and resources are needed for a user to effectively edit an image.

[0047] Fig. 3 is a flow diagram illustrating an example method 300 to edit images with selective editing tools, according to some implementations. Method 300 can be similarly implemented by a system that is or includes, for example, a server and/or client device, and can be similarly initiated and performed, as described above for method 200.

[0048] In block 302, the method obtains an image similarly as described above for block 202 of Fig. 2. In block 304, the method causes display of the image. For example, the image can be displayed by a display device of or in communication with the implementing system. In some examples, the image is provided for display by an image editing program running on the system, where the image editing program can include a user interface (e.g., editing interface) that presents image editing options and editing settings for the user. For example, the user interface can include a graphical user interface, command line interface, etc. Some examples of user interfaces using one or more features herein are described below with reference to Figs. 4-8.

[0049] In block 306, the method checks whether input has been received from a user. For example, the input can be received in the user interface of the image editing program, e.g., a selection by the user of an icon, command, menu item, graphical button, or other control of the interface. In various implementations, the input from the user can be provided as or derived from touch input on a touchscreen of a device used by the user. The user input can be input provided by the user using a device, such as a press or activation of a physical button on a hardware device (mouse, trackball device, etc.) while a user-controlled cursor is positioned over a desired icon, button, etc. displayed in the user interface. In some implementations, the user input can take other forms, such as a voice or sound command input to a microphone of the system to select a function of the image editing program (e.g., recognized via voice recognition or sound command recognition techniques), a visual command input to a camera or other visual sensor of the system and recognized by the system as a command (e.g., an eye-motion or eye-tracking command, finger or hand gesture, etc.), or a motion command detected by motion sensors such as accelerometers and/or gyroscopes (e.g., moving or orienting a portable device in a predetermined manner to be recognized as a command by the system implementing method 300). Some implementations can use gesture input to provide various
commands, e.g., different predefined paths or patterns of motion of a cursor, finger, device, etc. associated with different commands.

[0050] If no user input has been received in block 306, then the method returns to block 304 to continue displaying the image (and performing other functions as appropriate in the particular implementation). If user input has been received, then in block 308 the method checks if the user input is indicative of selection of an edit operation to be performed on the image. In some implementations, in block 308 the method can check for user selections that do not involve selection of a selective editing tool and ignore selections involving a selective editing tool. For example, in some cases block 308 can check for whether the user has selected an edit operation such as a filter (or set of filters) that is applied to one or more pixels of the image, such as a blur, contrast, saturation, brightness, and/or color change over the entire area of the image or portion(s) of the entire area of the image. For example, the edit operation can be a filter or set of filters that changes characteristics of the image according to one or more predetermined parameters of the filters. In some cases block 308 can check for an edit operation that is to affect only one or more portions or pixels of the image and not all the pixels of the image. For example, a filter applying a change to green color pixels may affect only particular pixels of the image that have a green color as indicated by particular color value range of pixel color values affected by the filter. In some implementations, block 308 can check for (e.g., not ignore) user selections that include selection of a selective editing tool, which can modify local areas of the image via use of the selective editing tool.

[0051] If the user input is indicative of selection of an edit operation as checked in block 308, then in block 310 the method applies the selected edit operation to the image to provide a modification to one or more pixel values of the image. For example, similarly as described above with reference to block 204, the edit operation can be performed to apply to the entire image in some cases or implementations. The edit operation can change pixel values to modify the blurriness / clarity, saturation, brightness, particular hue, and/or other visual pixel characteristics over the entire image. In some cases or implementations, the edit operation can be applied to all the pixels of the entire image so as to process all the pixels, but may only affect some of pixels of the image that satisfy one or more conditions of the edit operation. For example, the edit operation may affect only pixels having a particular color or brightness within a particular range or satisfying a threshold that is specified by the edit operation, or pixels being within a predetermined distance range of a predetermined location in the image as specified by the edit operation, etc. In some cases or implementations, the edit operation may be applied to only a subset or portion of the pixels of the image, e.g., based on predetermined instructions as described above with reference to block 204. The method then can return to block 304 to display the image. For example, the modified (updated) image
can be displayed in the user interface of the image editing program or by a different application program, similarly as described for Fig. 2.

[0052] If the user input has not selected an edit operation as checked in block 308 (or if the user input has selected an edit operation and also includes or has additionally made one or more other selections), then in block 312 the method checks whether the user input has selected a selective editing tool in the image editing program. In some implementations, the checks in blocks 308 and 312 can be performed simultaneously or in a different sequence. For example, the user input can be touch input on a touchscreen. Alternatively, the user input can be a signal caused by the click of a physical button on a device by the user in conjunction with a selection pointer (e.g. user-controlled displayed cursor) pointing to a selective editing tool icon, button, or other graphical object displayed on the screen. The user input can alternatively be a voice or sound command, visual command, motion command, or other type of user input similarly as described above for block 306.

[0053] The selective editing tool can be any editing tool or function, e.g., provided in the image editing program, that allows a user to selectively apply an edit operation to particular pixels or areas of an image. Using the tool, a user can direct the application of an edit operation (e.g., a filter) on a desired portion of the image by selecting particular pixels of the image in that desired portion. For example, user input from the user can select desired pixels by causing pointing or clicking on a particular selected object or region within an image such that all pixels in the object are selected. In other cases, a user can drag or otherwise move a finger (or other physical object) or cursor over displayed pixels of the image to select those pixels. In other cases, the user can draw or drag displayed points to create a selection shape (e.g., rectangular box, circle, ellipse, freeform shape, etc.) to surround pixels of the image that are selected. In other cases, the user can drag a gradient cursor to affect portions of the image, and/or can perform some other selection action using the tool. For example, user input causing such selections can be derived from user touchscreen contact, user manipulation of a physical device, or various types of user commands as described for block 306.

[0054] In some implementations, the selective editing tool can be provided as a selective editing mode of the image editing program. For example, the selective editing mode can be a mode of the image editing program that is different from one or more other modes of the program in which no selective editing tool is selected. For example, other modes can include a mode in which an edit operation is applied to the entire area of the image, an image selection mode allowing selection of portions of the image (without application of an edit operation), a mode in which text can be added to the image, etc. A selective editing mode can be entered by a user providing a command, e.g., selecting a displayed icon, button, menu item, text link, or other graphical object displayed in the
image editing program's user interface or providing a different type of command. In some implementations, the selective editing mode can be selected based on any of the types of user input, commands, and/or interface controls described above. In some implementations, an indication that the selective editing mode is active can be displayed in a user interface, e.g., a particular icon, background color to the interface, etc. In some implementations, while the selective editing mode is active in the image editing program, a selection of particular editing tools available in the image editing program can be considered a selection of an equivalent selective editing tool providing the selective application of an editing operation as described herein. For example, a standard editing tool that only selects a portion of the image while not in selective editing mode can become a selective editing tool that also applies an edit operation to selected areas as described herein while the editing program is in the selective editing mode.

[0055] If the user has not selected the selected editing tool in block 312, the method performs (or instructs another appropriate process to perform) the function selected by the user in block 313, if appropriate (e.g., if the user has selected a tool or function of the image editing program), and the process can return to block 304. If the user input has selected a selective editing tool as determined in block 312, then in block 314, the method presents one or more edit options to the user for using the selected selective editing tool. For example, in some implementations, the edit options can include an option that is a tool option and/or mode option to select for use one or more default edit operations associated with the selective editing tool. In some implementations, the edit options can include a tool option or mode option to apply a previously-applied edit operation (e.g., an edit operation applied in block 310) using the selected selective editing tool.

[0056] In one example, a default edit operation associated with a selective editing tool that is a brush tool can be a modification of colors. In this example, color values of pixels in images that are "brushed" over with a user-controlled cursor of the tool to can be changed to a default color value or a set of color values designated by the user (e.g., via parameter selection, previously-stored user preferences, etc.). In another example, a default edit operation of the brush tool can be increasing the brightness of brushed-over pixels by a predetermined amount or to a predetermined brightness value or based on a predetermined brightness parameter for the brightness edit operation. In various other examples, a default edit operation of a selective editing tool such as a gradient operation tool can be, for example, a predetermined rate of color change for a gradient selected between two selected or predetermined colors, and having predetermined brightness values. The default operation of a selective editing tool such as a control point tool can be to add a control point to the image having a set of predetermined parameters such as a particular radius, diameter, or other shape of modification relative to the control point. The control point can have one or more predetermined edit operations associated with the control point such as brightness, color, saturation, etc. to apply to the particular
shape of modification determined by the control point. In some examples, the default operation of a
smart selection tool can be similar to a brush tool. In some implementations, a selected default option
can select multiple default edit operations to be applied with the selective editing tool.

[0057] In some implementations, block 314 can provide an option to use a previously-applied
edit operation with selective editing tool. The previously-applied edit operation was previously
applied to the image in the image editing program (or other program, e.g., as indicated by image
metadata). In some implementations, this option can present the last edit operation applied to the
image prior to the presenting of edit operations in block 314, e.g., the last edit operation applied to the
image based on user instruction or other input. For example, the last edit operation applied in block
310 can be presented. In some implementations, this presented edit operation can be the last edit
operation that was applied and did not include the use of selective editing tool allowing local
changes as directed by the user (e.g., applied to the entire image, applied by examining the entire
image for conditions to allow application of the edit operation, or applied to the image or a portion
thereof based on predetermined instructions as described above). In some implementations, the
presented edit operation can be the previous (last) operation applied to the image regardless of the
type or application of edit operation, e.g., whether that previous edit operation was applied with or
without a selective tool, was applied to a portion of the image using a selective editing tool, etc. In
some implementations, the presented edit operation can be an operation that affected one or more
pixels or pixel values of the image (e.g., modified, added, or removed one or more pixels). In one
example, if the last edit operation in the image editing program was a selection of a different tool than
a currently-selected tool (without using that previous tool to adjust pixels), the method can omit that
last edit operation from consideration. In such an example, the method can provide a previously-
applied edit operation that changed one or more pixels of the image prior to that selection.

[0058] In some implementations, block 314 can provide one or more options, where each such
option selects multiple previously-applied edit operations to use with the selective editing tool. For
example, an option can be displayed that includes multiple listed edit operations. If user input selects
the option, the multiple edit operations are selected for use with the selective editing tool. In various
implementations, the multiple edit operations can be selected for application with the selective editing
tool in a displayed order, or a user can reorder the edit operations to a desired order of application. In
some implementations, user input can select multiple options in the displayed menu for use with the
selective editing tool.

[0059] In some implementations, block 314 can also or alternatively provide one or more edit
options allowing user input to select one or more previously-applied edit operations to omit and/or
select one or more particular edit operations to apply to the image. For example, selected previously-applied edit operations can be omitted from the image similarly as described below for block 320. Selected edit operations to apply can be applied similarly as in block 322, for example.

[0060] In block 316, the method checks whether the user has selected one of the selective editing tool options presented in block 314.

[0061] If the user has selected a default edit operation, e.g., by selecting a default option or by not selecting any option, then the method can continue to block 318, in which the method applies the selected default edit operation(s) to local areas of the image based on user manipulation of the selective editing tool (e.g., while the selective editing tool is active). The user manipulation can include moving a selection pointer (e.g., cursor) over pixels of the image. For example, user input can direct a selection pointer to move over pixels of the image to change the moved-over pixels based on the default edit operation, such as changing color, brightness, etc. of those pixels. For example, in a touchscreen implementation, the selection pointer can be the user's finger on the touchscreen, where the user can move his or her finger on the touchscreen over pixels of the image displayed on that touchscreen, to cause the moved-over pixels to be changed according to the default edit operation. In other implementations, a selection pointer can be a displayed pointer or cursor. In these implementations, the user can use an input device to move or manipulate the cursor over particular pixels of the image to change those pixels according to the default edit operation (e.g., while holding a device button, after selecting a device button, or after or during providing some other command in some implementations). Some implementations can direct a selection pointer, or can otherwise select particular image areas, based on other commands, e.g., voice commands, eye-tracking commands, motion commands, etc.

[0062] In some implementations, the method can continue to perform block 318 while the selective editing tool is active, and then can return to block 304 to continue to display the (now modified) image. In some implementations, the method can provide updates to the display of the image as it is being selectively and incrementally modified with the default operation and the selective editing tool. In some implementations, before applying the default edit operation to local areas of the image, the method can restore the image to a state prior to a previously-made modification, e.g., prior to the last modification made to the image, similarly as in block 320 described below.

[0063] If the method determines in block 316 that the user has selected the option to apply a previously-applied edit operation (or multiple previously-applied edit operations), then the method continues to block 320 in which the method omits from the image the modification caused by
application of the previously-applied edit operation(s) to the image, e.g., restores the image to a state prior to the modification. For example, the method can omit the modification to pixel values in the image by changing pixel values in the stored image, and/or reverting to a stored version of the image having a state prior to the modification. If the image is being displayed, the method can also update the corresponding visual display of the image such that the image is displayed in its prior state. For example, if the previously-applied edit operation changed the color or brightness of the entire image, then block 320 omits that change in color or brightness to revert the image back to its state before the application of that edit operation. In another example, if the previously-applied edit operation changed pixel values of only some of the pixels of the image, then block 320 omits those changes to revert the image back to its prior state. In some implementations, an image editing program (or other program) can maintain a list or queue of previously-applied edit operations, and the method can change the state of the image to a state before the previous (e.g., last performed) edit operation and delete that edit operation from the list. In some implementations, the method can store a version of the image after each edit operation (e.g., filter) is applied, and can revert the image to an appropriate one of the earlier versions of the image. In some implementations, the previously-applied edit operation may have been applied with a selective editing tool, and if so, it is not removed in block 320. For example, such an image modification may indicate greater user involvement and probable user desire to retain that modification. Some implementations can remove a previously-applied edit operation even if it was applied with a selective editing tool. Some implementations can remove a previously-applied edit operation that was applied with a selective editing tool only if particular conditions are present, e.g., a threshold percentage or greater number of image pixels (relative to the total number of image pixels) were changed with the tool, or a (different) threshold percentage or less of pixels were changed with the tool, etc.

[0064] In block 322, the method applies the previously-applied edit operation(s) to one or more local areas of the image based on user manipulation of the selective editing tool. For example, the method can apply the previously-applied edit operation(s) while the selective editing tool is active. In some implementations, the user manipulation can include moving a selection pointer over pixels of the image. For example, in a touchscreen implementation, the user can move his or her finger as the selection pointer over the touchscreen to apply the edit operation to image pixels that the user's finger is moved over as displayed on the touchscreen. In another implementation, the user can cause a displayed tool cursor to move as the selection pointer over pixels of the image based on input from an input device, and the edit operation can be selectively applied to the moved-over pixels based on user input (e.g., holding down or toggling a physical button of the input device). Other types of user input can be used, similarly as described above for block 318. In some implementations, the method can continue to perform block 322 while the selective editing tool is active, and then the method can return to block 304 to display the image. In some implementations, the method can provide updates
to the display of the image during its selective modification by the edit operation(s) and the selective editing tool.

[0065] In some implementations, after using the selective editing tool with an edit operation (such as a default or previously-applied edit operation), the user can instruct the method to again display the edit options in block 314. The user can select a different edit option presented by block 314 and use the selective editing tool with the newly-selected edit option.

[0066] The selection of the option for the previously-applied edit operation by the user can allow the user to selectively apply that edit operation to an image with a simple and effective user interface feature. In one example, the user can plan the use of the selective edit operation by first applying the edit operation to the entire image. The modified image can also act as a visual preview for how the later selective application of that edit operation will affect the image, since the effects of the edit operation are displayed in the image. Then the user can select the selective editing tool and the option for the previously-applied edit operation, which causes the modification caused by the previously-applied edit operation to be removed from the image to present the user with the ability to selectively apply that modification as desired on the "pristine" image that has been unaffected by that edit operation. Thus, for example, particular selected regions of the image can be easily modified by the user with a complex filter or preset using a simple interface such as a touchscreen interface, without the user having to learn or know about complex operations or structures used in image editing programs such as masks, alpha channels, and layers.

[0067] In some implementations, additional options can be presented to the user in block 314. For example, one or more additional previously-applied edit operations that were performed prior to the last edit operation (or one or more other edit operations) can be presented for selection. In some implementations, if the user selects such an earlier edit operation, then just the modification from that earlier edit operation can be removed from the image in block 320. That earlier edit operation can then be applied to the image based on user manipulation of the selective editing tool in block 322. For example, in some implementations this can be implemented by omitting modifications from the image due to all of the subsequent edit operations applied after the selected edit operation and omitting the selected edit operation from the image, and then re-applying the subsequent edit operations to the image without re-applying the selected edit operation. The user can then apply the selected edit operation using the selective editing tool. In some implementations, the modifications from the selected edit operation and from all the edit operations were applied after the selected earlier edit operation can be omitted from the image and are not reapplied to the image. In these implementations, the user can then apply the selected edit operation using the selecting editing tool.
(and/or can be provided with options to apply one or more of the other omitted edit operations using the selective editing tool). For example, this allows the user to display the image in an earlier state prior to the application of multiple previously-applied edit operations, and then apply one or more earlier edit operations to the image selectively.

[0068] In some implementations, one or more of the described selections, editing tools, modes, edit operations, and/or parameters can be determined based on user input provided by a user, and/or can be inferred based on one or more other factors related to the user, image editing program, image, etc. For example, the user may have previously input user preferences indicating user-preferred parameters, edit operations and tools, selective editing tools, modes, or commands, and these user preferences can be stored and accessed by the methods 200 and 300 to automatically set particular selections of method 200 and 300. In some examples, user data can be used to determine such selections. Such user data can include a history of user selections in prior edits to other images, e.g., in the same image editing program and/or other image editing programs. For example, the history can include or provide the number of times a particular selective editing tool was used and for which particular edit operations, the percentage of times of such use, etc., as compared to stored thresholds, etc. The history of user selections can indicate user preferences for types of image modifications made to other images, e.g., based on image content (e.g., recognized image features or objects in images determined by image recognition techniques, etc.) or based on other image characteristics (size or resolution, shared status with other users, time/date of capture, the storage device or service where the images are stored, etc.). Such user data can include prior messages, comments, ratings, or other social data indicating user preferences for particular images, image content, and types of edit operations and modifications for images. Such user data may be accessed by methods 200 and 300 from social networking services or other online network services used by the user, e.g., if permission for such access is provided by the user. In some implementations, user preferences and/or history data can be stored and maintained by an image editing program, e.g., running on a client device.

[0069] Various blocks and operations of methods 200 and 300 can be performed in a different order than shown and/or at least partially simultaneously, where appropriate. For example, some implementations can perform blocks of the methods at various times and/or based on events not related to a user editing an image. In some implementations, blocks or operations of methods 200 and 300 can occur multiple times, in a different order, and/or at different times in the methods. In some implementations, the methods 200 and/or 300 can be implemented, for example, on a server system 102 as shown in Fig. 1. In some implementations, one or more client devices can perform one or more blocks instead of or in addition to a server system performing those blocks.
[0070] Fig. 4 is a diagrammatic illustration of an example of a user interface 400 of an image editing program that can use one or more features described herein. User interface 400 can be displayed by a display device of a system implementing method 200 or 300, in some examples.

[0071] User interface 400 can be displayed by an image editing program that provides image editing functions to a user. For example, the user can open an image 402 (indicated by hatch lines in Fig. 4) that is displayed by the image editing program in the user interface. Alternatively, image 402 can be opened in interface 400 by a program. User interface 400 also includes various controls which can be manipulated by the user. For example, the user can select and/or manipulate a control by contacting a finger or other object on a touchscreen, or using a pointing device that controls a cursor displayed in user interface 400 which can be moved over the desired control to allow selection and/or manipulation of the control.

[0072] User interface 400 allows the user to select various functions to manipulate the characteristics of the image. In this example, the image editing program can implement a modular image editing system that can be used in some implementations, in which a user can apply a series of edit operations to an image with generally no limitation as to the sequence in which the user may choose to apply the edit operations. Additionally, the user can apply the series of edit operations with generally no differentiation as to the type of edit operations with regard to when an edit operation can be applied. In some implementations, edit operations can be organized into different editing modules (e.g., filter modules), where each editing module can include one or more edit operations that may be considered similar or related to each other in complexity, number of parameters, effect on the image, etc. A modular image editing system can provide editing modules that include edit operations of the editing program and which can be applied at any time. For example, in some implementations such edit operations can be applied to an image regardless of a state or status in the image or image editing program that previously-applied edit operations have created, e.g., applied with no requirements that other operations or structures (e.g., image masks) be created and applied before the edit operation can be applied to the image.

[0073] In some implementations, the user need not be required to understand any particular hierarchy of edit operations that may be required to use edit operations in other types of editing programs. In some implementations, features described herein can allow the image edit operations that have been applied to the image to be displayed in a linear sequence, e.g., indicated by a display of a linear sequence of the modules that include those edit operations, without having to portray a complex hierarchy of edit operations, other operations, or parameters to the user, an example of which is shown below with respect to Fig. 9.
[0074] In the present example interface of Fig. 4, an icon can be displayed. The icon can represent the current edit operation, or the editing module that includes the current edit operation, that is active, e.g., has been selected to edit the image. For example, icon 404 can be displayed to indicate that the currently-active editing module is a basic filter module provided in the image editing program. In this example, the basic filter module presents the user with the ability to apply any of multiple basic filters to the image and to adjust parameters for those filters. The user can adjust the parameters of one or more of the basic filters and preview the results on the image 402. If the user wants to keep the modifications, the user can instruct the editing program to apply the filters of the module to the image to keep the modified image. In this example, this application of multiple filters can be considered a single "edit operation," e.g., where the modifications are applied at approximately the same time to the image based on a user's input (e.g., selecting an "apply" or "accept" button). In some implementations, each of the filters in module 404 can be considered a single edit operation, and/or provided in its own module.

[0075] Interface 400 includes an example menu 406 which can present one or more of the filters included in the currently-active basic filter module. A user can select one of the presented filters 408. Further, the user can select or change the parameters of the selected filter. For example, the user can select a filter and then use a slider control 410 to increase or decrease a magnitude parameter for the selected filter. In the example shown, a user has selected a contrast filter to cause a modification to the contrast of image 402. After the filter is selected, an associated slider control 410 is displayed. The user can provide input to move the slider left to provide a negative parameter to the contrast filter (e.g., reducing contrast in the image with a negative contrast adjustment) and move the slider right to provide a positive parameter to the contrast filter (e.g., increasing contrast in the image with a positive contrast adjustment). The current magnitude, value, or level of the adjusted parameter can be displayed as a parameter value 412 next to the filter menu option, in some implementations. In some implementations, the level of the adjusted parameter can be described in other ways, e.g., using a color, using words (e.g. High, Medium, Low), using a scale, or the like. These modifications to the selected filter can be immediately applied as a preview to displayed image 402 in interface 400 to allow the user to view the results of different parameter adjustments. Other filters 408 in menu 406 can be similarly selected and adjusted by the user.

[0076] User interface 400 can also include other controls which can be selected by the user. For example, the apply control 420, when selected by a user, causes the previewed modifications made by the user manipulating the filters in the menu 406 to be applied to image 402, e.g., causing a new image to be stored in an accessible storage device (and, in some implementations, preserving in
storage image 402 in the state before the modifications were applied), or writing over the previous version of the image. A cancel control 422, when selected by a user, causes modifications that have been set by the user manipulating the filters in menu 406 to be removed, e.g., any modified parameters can be reset to default or prior values and the preview of the modifications made to image 402 is removed, such that image 402 is displayed in its state prior to user modifications using the filters of menu 406. Undo and redo controls 424 can be used to affect individual parameter adjustments of filters in menu 406 made by the user. For example, the undo control can allow a user to select that the latest parameter adjustment be removed from the filter and from the displayed preview of the image, thus returning the image preview to its previous state before that parameter adjustment. The redo control, when selected by a user, causes the system to re-implement the next parameter modification that was made by the user, e.g., if the user has previously selected the undo control. A compare control 426 can be included in some implementations of interface 400 that, while selected, causes image 402 to revert to its former displayed state before the filters of the current module were applied, e.g., temporarily remove the preview function of image 402 to allow the user to view and compare the effect of changes made using filters in menu 406.

[0077] Fig. 5 is a diagrammatic illustration of another example of user interface 400 of Fig. 4 using one or more features described herein to edit image 402. In this example, the user has selected to make a different editing module active in the editing interface to allow access by the user to edit operations and other functions of that module. For example, the module of Fig. 5 can be a "style" or "special effects" filter module that presents one or more different filters affecting a style or look of the image. A different icon 504 can be displayed in the interface to indicate that the special effects filter module is active and that the interface is current providing editing (or other) functions for a different module than the basic filter module of Fig. 4. Similarly numbered items across Figs. 4-7 are equivalent or the same, and are not described again for brevity.

[0078] In this example, a menu 506 is displayed in user interface 400. Menu 506 shows some available special effect filters that can be selected in the active special effects module. In this example module, the provided filters can include special effects such as "drama" (e.g., providing a large amount of contrast and changes to other pixel characteristics to cause certain edges or colors to stand out in the image), "vintage" (e.g., adding an aged look to the image, such as brownish tint, scratches, faded colors, etc.), black and white (e.g., desaturating and/or otherwise removing color from the image in particular ways), frames (e.g., adding an outline or frame object to the border or perimeter area of the image), etc. Any of the provided filter options can also have additional options, including additional selections to customize the effect of that filter. For example, the user has selected the drama filter in the menu 506 which causes a sub-menu 508 to be displayed. Several selection options 510 in sub-menu 508 for the drama filter allow the user to select a particular style, color, and/or other
aspect of the drama filter. In some implementations, a preview image 512 can be displayed for each selection to indicate the visual effect of the associated selection on image 402 or a portion of image 402.

[0079] For example, if the user selects the "Drama 2" filter as shown in Fig. 5, that drama filter is applied to the displayed image 402 as a preview to the user. In this example, the modification and visual effect of the applied filter is shown as a different hatch pattern on image 402 of Fig. 5 than in image 402 of Fig. 4. In this example, the user can select the apply control 420 to retain the modification at the selected settings. In various examples, the user can then continue selecting one or more special effect filters using menu 506 or sub-menu 508, can undo the applied filter using a control 424, can exit the module and go to a different module, etc. Alternatively, the user can select the cancel control 422, e.g., to remove the selected Drama 2 effect from the display of image 402 in interface 400 of Fig. 5. In some implementations, one or more of the filters in menu 506 can be associated with one or more parameters that can be adjusted by the user, e.g., similar to parameter value 412 of the contrast filter described above for Fig. 4.

[0080] Fig. 6 is a diagrammatic illustration of another example of user interface 400 of Fig. 4 facilitating the use of one or more features described herein to edit image 402. In this example, the user has selected to use a different editing module of the image editing program. For example, this module can be a brush tool module that can provide a selective editing tool for the user to edit particular selected areas or pixels of the image according to features described herein. A different icon 602 can be displayed in the interface to indicate that the brush tool module is currently active in user interface 400 and that other modules are not active.

[0081] In this example, the brush tool module can provide a tool icon 604, which the user can select to cause user interface 400 and the image editing program to go into a brush tool mode (e.g., icon 604 can indicate a particular tool or filter included within an editing module indicated by icon 602). While the interface is in the brush tool mode, the user can point to a location on the image to change the pixel(s) at the location based on the edit operation being applied by the brush tool. Some implementations can provide a brush size or width control 606 which allows the user to select a desired size of the application area in the image which will be changed. For example, a small brush size can be made to only affect a small number of pixels surrounding the point on the image selected using the brush tool, while a large brush size can be made to affect a larger number of pixels surrounding the selected point.
[0082] The interface also can present a menu 610 to allow the user to select the particular edit operation (e.g., filter) that will be applied by the brush tool. For example, in some implementations the menu 610 can be displayed after the user selects the brush tool for use, such as by selecting icon 604. In other example implementations, the menu 610 can be displayed automatically upon entering the brush tool mode, or displayed after the user selects an option or control associated with the menu 610.

[0083] One of the options presented in the menu 610 can be a default edit operation. In the example of Fig. 6, the default edit operation can be a brightness filter that changes the brightness of pixels selected by the brush tool. The brightness filter can have one or more default parameters indicating the level of brightness for the selected pixels. For example, the default parameters may indicate a change in level of brightness for the selected pixels after application of the filter as a numerical value, as a percentage, etc. In other implementations, the default edit operation can be any other type of edit operations. For example, the default edit operation can be a contrast filter as described above, a color edit operation (changing the pixels to a color that can be selected by the user in one or more other menus, in some implementations), a blur filter, etc. In some implementations, multiple options can be presented in the menu 610 to allow user selection of any of multiple different default edit operations, or a combination of multiple default edit operations.

[0084] Also displayed in the menu 610 is a selective edit option 612 (shown as “last filter” in the example of Fig. 6). This option, in response to being selected by the user, causes a previously-applied edit operation applied to the image to be used as the edit operation selected for application by the brush tool. For example, this can be the last edit operation that was applied to image 402 after the user selected the “apply” control 420 in the example interface 400 of a previously-used module, e.g., the Drama 2 filter of Fig. 5. In some implementations, edit option 612 can present the last edit operation applied using a module different than the current module (e.g., the current module being the brush tool module in this example). In some implementations, the selective edit option 612 can present any previously-applied edit operation, including one applied previously in the current module, such as a change to the image applied using the brush tool. In some implementations, a list of multiple such previously-applied edit operations can be displayed for selection by the user.

[0085] If the user selects the selective edit option 612, the modification and visual effect of the last edit operation are removed from the image 402. In some implementations, this has the same effect as if the user had selected the cancel control 422 while the module of the last edit operation is still active, or selecting the undo control 424 in some implementations. In the example of Fig. 6, the user has selected the selective last edit option 612, causing an indicator 614 to be displayed to indicate
the selection, and also omitting the modification and displayed visual effect of the last edit operation from the image 402. In one example, if the last edit operation was the drama filter applied as described above with respect to Fig. 5, then the image 402 reverts to the state before the drama filter was applied, e.g., reverts to the image 402 as shown in Fig. 4 after the basic filter edit operation (including contrast as described above) was applied. This reversion to the earlier stage of the image is indicated with the same hatch pattern on image 402 in Fig. 6 as in Fig. 4.

[0086] The user then starts using the brush tool by selecting parts of the image while the brush tool is active. For example, the user slides a finger across a touchscreen in a desired direction or path. An example of the user’s traced path 620 on the image 402 is shown in Fig. 6 as a dashed line. As the user traces the path, a stroke 622 based on the selected brush tool size 606 is applied to the image 402 centered on the path 620. Since the user has selected the last edit operation option 612, the last edit operation (e.g. drama 2) is applied to the stroked local areas of the image. In this example, the last edit operation modifies all of the stroked area according to the drama edit operation as indicated by the modified image areas having same hatch pattern within the stroke 622 in Fig. 6 as in the image 402 in Fig. 5. In this example, the stroke 622 can have a size or width based on a control such as brush size control 606. In the described implementation, the user can select the apply control 420 to cause the modification from the stroke 622 edit operation to be saved to the image. Alternatively, the user can select the cancel control 422 or undo control 424 if the user does not want to keep the modification from the stroke 622 edit operation. If the user had selected the brightness option in the menu 610, the stroke 622 can apply a brightness filter modification to the stroked area of the image.

[0087] Fig. 7 is a diagrammatic illustration of another example of using interface 400 to perform edit functions described herein to edit the image 402. In this example, after applying the edit operation in Fig. 5, the user has selected to use a control point module to access editing functions of that module. An icon 702 can be displayed in the interface to indicate that the control point module is currently active in the interface 400.

[0088] In this example, the image editing program can display a control point tool icon 704 to indicate that a control point tool is active in the interface 400 and image editing program. While the control point tool is active, the user can point to a location on the image to add a control point to the selected location. Image pixels surrounding the control point in a control point area within a predetermined distance from the point are modified by one or more edit operations associated with the control point. Some implementations can provide control point settings in response to the user selecting a control, e.g., settings control 706. For example, the control point settings can allow the user to select a desired control point area radius, shape of the control point area (circle, ellipse,
rectangle, custom-shaped, etc.), and/or parameters of one or more associated edit operations that the control point will perform within its control point area, such as sharpening, brightness, saturation, and/or other edit operation.

[0089] The control point module also can display a menu 710, which can be similar to the menu 610 of Fig. 6. For example, the menu can be displayed after the user selects the control point icon 704, and/or can be displayed based on other conditions similar to those described above for Fig. 6. The menu 710 can present one or more selective default edit operations for the control point tool, and can present a selective last edit option 712 for a last edit operation. In some implementations, the default edit operations can be one or more edit operations assigned to the control point using the settings control 706. If a default edit operation is selected, the selective editing tool (e.g., control point tool) can apply that default edit operation to the image selectively. If the last edit option 710 is selected, similarly as described above for the brush tool of Fig. 6, the modification from the last edit operation that was applied to the image 402 is omitted from the image, similarly as described above and shown by the hatch pattern of Fig. 4 used in the image 402 of Fig. 7. In addition, the selection of the last edit option 712 causes the control point module to apply the last edit operation applied to the image 402 based on user input to the control point tool. In some implementations, any other edit operations that may be associated with or assigned to the control point tool by the control point settings control 706 can be applied within the control point area in addition to the selected last edit operation 712.

[0090] For example, after selecting the selective last edit option 712, the user selects a location in the image to cause a control point 714 to be placed on the image. The control point causes the pixels around it in a predefined control point area (e.g., within a predetermined distance of the control point) to be modified based on the last edit operation, which is shown in this example as pixels modified within a circular perimeter 716. In this example, the last edit operation was the drama filter applied in Fig. 5. Therefore, the same filter is applied within the perimeter 716 as shown by the hatching in perimeter 716 in Fig. 7. In the described implementation, the user can select the apply control 420 to cause the modification from the last edit operation to be saved to the image. Alternatively, the user can select the cancel control 422 or undo control 424 if the user does not want to keep the modification from the last edit operation.

[0091] In other implementations, other selective editing tools can be used with features described herein besides the brush tool and control point tool shown in Figs. 6 and 7. For example, an image gradient tool can be used, where the user provides input to select one or more positions or areas on the image and cause a gradient to be applied to or based on the selected positions or areas of the image.
For example, a user can use the gradient tool to select a beginning position or area in the image and an end position or area in the image such that the pixel values between these positions are to be modified to gradually change in one or more pixel values from the beginning position to the end position based on the associated edit operation. If a last edit operation associated with the gradient tool (e.g., similar to option 612 or 712) is selected, the image gradient tool can modify the pixels in the manner of the last edit operation (or other previously-applied edit operation) to create a gradient in that modification. Similarly, the modification can be made according to the default edit operation, if it is selected. For example, the last edit operation can be applied with one set of parameters at the beginning position or area of the gradient, to be faded gradually according to default or user-specified parameters to the end position or area of the gradient having a different set of parameters (e.g., user specified or default parameters). For example, a brightness edit operation can be applied with a high magnitude parameter to modify the image with high brightness at the beginning position of the gradient, and the brightness can be gradually or continuously lowered in magnitude across a user-selected area of the image to the user-selected end position of the gradient having a low magnitude brightness parameter. In another example, the last edit operation can be applied at one position of the gradient, to be faded gradually (e.g., according to user-specified parameters) to a different edit operation, e.g., a default edit operation or an edit operation specified by the user, at the other position of the gradient. For example, application of a brightness edit operation can be gradually changed to application of a contrast edit operation.

[0092] A smart selection tool can also be used. For example, in some example implementations, a smart selection tool can be used similarly to the brush tool described above to modify pixels pointed to by the user, but only modifies pixels that are similar to the initially-selected reference pixel(s) or other designated pixels. For example, the modified pixels can be similar in color and/or other pixel values or characteristics to the reference pixel. In this case, the tool modifies similar pixels indicated by the user using the selected edit operation (e.g., the last edit operation or other previously-applied edit operation, or a default edit operation). The smart selection tool can be implemented to not modify pixels identified (e.g., pointed to) by the user that have dissimilar pixel values (e.g., based on predefined similarity thresholds in pixel values).

[0093] In some implementations, different editing modules can be selected for use in the interface 400. For example, the icon 404, 504, 602, or 702 can be selectable to switch to a different editing module. For example, a menu of other editing modules to select can be displayed in a drop down menu or list.
In some implementations, a plurality of different selective editing tools (e.g., types of selective editing tools) are available for selection, and each of the selective editing tools can be associated with applying one of multiple available edit operations in the selective application described herein. Some examples are shown in Figs. 5-7. Some types of selective editing tools can be associated with default edit operations, e.g., where one selective editing tool can be associated with a first default edit operation and another selective editing tool can be associated with a second, different default edit operation.

Fig. 8 is a diagram illustrating an example list of edit operations 800 applied to an image using an editing program. For example, list 800 includes icons representing the edit operations and which are listed in a bottom-to-top order. In this example, a user has made selective modifications to particular areas of an image. To do this, the user creates a mask represented by icon 804 for an original image represented by icon 802 (or the image 802 is a layer created from an original image). Mask 804 is a separate image from original image 802 and is listed separately and in parallel to modifications to the image 802. Mask 804 is used to mask particular areas of the image which the user does not wish to modify with edit operations, e.g., where masked areas are indicated by shaded areas of the mask icon 804. The user used a manual tool such as a brush tool to modify the mask in the correct color to mask the desired areas of the image. The mask 804 can be merged with the original image 802 before performing edits to the original image 802.

The user then makes modifications on the image using an editing tool, such as curves drawn on the image using a tool as indicated by icon 806 in the same level of hierarchy (vertical alignment) as original image 802 and in a different level than the mask 804. Next, the user creates a second mask as indicated by icon 808 in the second level of hierarchy, to select different portions of the image for modification. Then the user adjusts the levels of one or more parameters of filters applied to the image, such as brightness or contrast, as indicated by icon 810 in the same level of the hierarchy as original image 802. These filters can be applied to the non-masked areas based on mask 808.

In another example, if a user wants to apply a "drama" filter to only a sky region of an image, the user creates a layer for the image and creates a mask associated with that layer using tools that relate to the mask (which is different than the layer). The tools may be a different class than tools used for the layers and masks, possibly requiring additional learning from the user.

In the example shown, the various tools, adjustment layers, alpha channels, and masks needed to selectively apply an edit operation can create a complicated, multi-dimensional array of edit
operations in a hierarchy that is both hard to understand to a user and is also less convenient for operation and manipulation by the user.

[0099] Fig. 9 is a diagram illustrating an example list 900 of edit operations applied to an image using one or more features described herein. For example, a list similar to list 900 can be displayed to a user in a user interface of an image editing program or in another form, in some implementations. List 900 shows icons representing edit operations and other actions instructed by the user. A displayed list of edit operations can indicate to the user the edit operations that have previously been applied to the image, assisting the user in deciding whether to selectively apply a previously-applied edit operation and/or to select a previously-applied edit operation to remove and apply with the selective editing tool.

[00100] In this example, list 900 includes icons for some of the edit operations described previously in Figs. 4, 5, and 6. For example, each icon can represent a filter module used as described above. A basic filter module icon 902 shows that a basic filter edit operation is the first edit operation applied in this sequence of edit operations using the basic filter module, e.g., an application of brightness, contrast, and/or saturation filters as described above with respect to Fig. 4. The next icon 904 shows that a special effect module edit operation was then applied to the image, e.g., the drama filter of Fig. 5. The next icon 906 in the list indicates that an edit operation has been applied to the image using the brush tool, as described above with respect to Fig. 6. The next icon 908 in the list indicates that a different type of edit operation of a different edit module was next applied to the image, such as a cropping, rotating, or resizing edit operation.

[00101] List 900 can show a linear sequence of edit operations based on the edit modules that are sequentially used to edit the image. In some implementations, any edit module can be used after any other edit module in the modular system of editing, and the list of icons can be presented in a single sequence, e.g., without parallel modifications or functions being performed or displayed in other levels of a hierarchy as in the example of Fig. 8 described above. Thus a previously-applied edit operation can be easily determined within the single sequence. List 900 can provide a greatly simplified list of edit operations to a user which can be easy to understand.

[00102] In some implementations, tools in edit modules such as the brush tool module 906 or other modules may not be strictly linear in their implementations. For example, the brush tool may receive inputs from the basic filter module 902 and the special effects module 904 to perform its selective application, as indicated by arrows 910. In some implementations, the brush tool may effectively create a selective mask for the drama filter used in special effects module 904 applied to
the image (e.g., stored in memory) that has been modified by the basic filters module 902. Regardless of such multiple inputs, the application of the brush tool edit operation can be presented in a simple, sequential list 900.

[00103] In some implementations, a selection of one of the icons in list 900 can be received from a user. The modifications to the image using the selected edit operation can be removed. Further, modifications can then be applied to the image using the selective editing tool. For example, this allows the user to select a particular edit operation that was previously applied and to apply that edit operation selectively to local areas of the image.

[00104] One or more features described herein can provide various advantages in implementing an image editing system on various types of devices. For example, the user need only work with a list of edit modules. This allows editing program functions to be low-complexity and have a low learning curve, using one or more features described herein. In addition, using described features, a user can apply a complex effect on an image that may require a mask or alpha channel, for example, in systems providing edit operations of Fig. 8.. Using described features, a user only needs to comprehend that, if desired, a selective editing tool can apply the last edit operation (e.g., last used module) instead of the usual edit operation of the selective editing tool. A sequential list of edit operations 900 allows the user to visualize a linear sequence of applied edit operations, without branches of operations or complex parallel side operations.

[00105] In addition, one or more described features allow efficiency in memory usage of the system implementing the image modifications. For example, during the adjustment, previewing, and/or final rendering of the interface or module using the selective editing tool, the resources of the system (e.g., central processing unit (CPU), graphics processing unit (GPU), memory) can be fully dedicated to the current selective edit operation, without having to calculate and store other related layers, mask layers, histograms, or other data for selective application of edit operations. As the user applies the edit operation selectively to the image using the selective editing tool, the system resources can be dedicated to the determination and rendering of the edit operation in the user-selected areas (e.g., this edit operation is masked from other areas of the image). This is because only the image with the selective edit operation applied and the previous image (with selective edit operation not applied) may need to be stored in memory, thus leaving other memory and resources available to the selective edit processing.

[00106] Furthermore, an image editing user interface can be easily learned and used when implementing one or more described features. For example, the interface need present only a small
number of controls or widgets (e.g., options for the user) at any one time on a screen, decreasing user confusion. Some examples of the interface are described for Figs. 4-7. Some features described herein allow a user to apply a particular edit operation first without regard to its selective application, thus reducing the number of controls and options to the user at that time. Then, the user can selectively apply that edit operation in a second step, in which the controls and options for that step are displayed in the interface. Thus the user confusion due to continual mixed use of filter parameter changes, application of edit operations, and selective use of an editing tool may be avoided.

[00107] In addition, a series of edit operations can be displayed as a single list, as described in examples with reference to Fig. 9. Even if there are more complex cross-references between edit operations, a simple list of edits can be shown to the user. This simplifies user comprehension of how a series of edit operations functions, and can allow for a simpler user interface and functional design of the image editing program for managing a series of edit operations applied to an image.

[00108] Fig. 10 is a block diagram of an example device 1000 which may be used to implement one or more features described herein. In one example, device 1000 may be a computer device used to implement server device, e.g., server device 104 of Fig. 1, and perform appropriate method implementations described herein. Device 1000 can be any suitable computer system, server, or other electronic or hardware device. For example, the device 1000 can be a mainframe computer, desktop computer, workstation, portable computer, or electronic device (portable device, mobile device, cell phone, smart phone, tablet computer, television, TV set top box, personal digital assistant (PDA), media player, wearable device, game device, etc.). In some implementations, device 1000 includes a processor 1002, a memory 1004, and input/output (I/O) interface 1006.

[00109] Processor 1002 can be one or more processors or processing circuits to execute program code and control basic operations of the device 1000. A “processor” includes any suitable hardware and/or software system, mechanism or component that processes data, signals or other information. A processor may include a system with a general-purpose central processing unit (CPU), multiple processing units, dedicated circuitry for achieving functionality, or other systems. Processing need not be limited to a particular geographic location, or have temporal limitations. For example, a processor may perform its functions in “real-time,” “offline,” in a “batch mode,” etc. Portions of processing may be performed at different times and at different locations, by different (or the same) processing systems. A computer may be any processor in communication with a memory.

[00110] Memory 1004 is typically provided in device 1000 for access by the processor 1002, and may be any suitable processor-readable storage medium, such as random access memory (RAM),
read-only memory (ROM), Electrical Erasable Read-only Memory (EEPROM), Flash memory, etc., suitable for storing instructions for execution by the processor, and located separate from processor 1002 and/or integrated therewith. Memory 1004 can store software operating on the device 1000 by the processor 1002, including an operating system 1008 and one or more applications 1010 such as an image editing and/or processing engine, web hosting engine, social networking engine, etc. In some implementations, applications 1010 can include instructions that enable processor 1002 to perform the functions described herein, e.g., some or all of the methods of Figs. 2-3. For example, applications 1010 can include one or more image editing applications 1012, including an image editing program to receive user input, modify pixels of images, and display the images on a display component of the device 1000. An image editing program, for example, can provide a displayed user interface responsive to user input to display selectable options/controls and images based on selected options. Other applications or engines 1014 can also or alternatively be included in applications 1010, e.g., media display applications, communication applications, web hosting engine or application, social networking engine or application, etc. Any of software in memory 1004 can alternatively be stored on any other suitable storage location or computer-readable medium. In addition, memory 1004 (and/or other connected storage device(s)) can store images, edit operations and parameters, and other instructions and data used in the features described herein. Memory 1004 and any other type of storage (magnetic disk, optical disk, magnetic tape, or other tangible media) can be considered “storage devices.”

[00111] I/O interface 1006 can provide functions to enable interfacing the device 1000 with other systems and devices. For example, network communication devices, storage devices such as memory and/or database 106, and input/output devices can communicate via interface 1006. In some implementations, the I/O interface can connect to interface devices such as input devices (keyboard, pointing device, touchscreen, microphone, camera, scanner, etc.) and output devices (display device, speaker devices, printer, motor, etc.). A display device 1020 is one example of an output device that can be used to display content, e.g., one or more images provided in an image editing interface or other output application as described herein. Display device 1020 can be connected to device 1000 via local connections (e.g., display bus) and/or via networked connections and can be any suitable display device, some examples of which are described below.

[00112] For ease of illustration, Fig. 10 shows one block for each of processor 1002, memory 1004, I/O interface 1006, and software blocks 1008 and 1010. These blocks may represent one or more processors or processing circuitries, operating systems, memories, I/O interfaces, applications, and/or software modules. In other implementations, device 1000 may not have all of the components shown and/or may have other elements including other types of elements instead of, or in addition to, those shown herein. While system 102 is described as performing steps as described in some
implementations herein, any suitable component or combination of components of system 102 or similar system, or any suitable processor or processors associated with such a system, may perform the blocks and operations described.

[00113] A client device can also implement and/or be used with features described herein, such as client devices 120-126 shown in Fig. 1. Example client devices can be computer devices including some similar components as the device 1000, such as processor(s) 1002, memory 1004, and I/O interface 1006. An operating system, software and applications suitable for the client device can be provided in memory and used by the processor, such as an image editing program, client communication application software, etc. The I/O interface for a client device can be connected to network communication devices, as well as to input and output devices such as a microphone for capturing sound, a camera for capturing images or video, audio speaker devices for outputting sound, a display device for outputting images or video, or other output devices. A display device 1020, for example, can be connected to (or included in) the device 1000 to display the images, interfaces, and other data as described herein, where such device can include any suitable display device such as an LCD, LED, or plasma display screen, CRT, television, monitor, touchscreen, 3-D display screen, projector, or other visual display device. Some implementations can provide an audio output device, such as voice output or synthesis that speaks text and/or describes settings, notifications, and permissions.

[00114] One or more methods described herein (e.g., methods 200 and/or 300) can be implemented by computer program instructions or code, which can be executed on a computer. For example, the code can be implemented by one or more processors (e.g., microprocessors or other processing circuitry), and can be stored on a computer program product including a non-transitory computer readable medium (e.g., storage medium), e.g., a magnetic, optical, electromagnetic, or semiconductor storage medium, including semiconductor or solid state memory, magnetic tape, a removable computer diskette, a random access memory (RAM), a read-only memory (ROM), flash memory, a rigid magnetic disk, an optical disk, a solid-state memory drive, etc. The program instructions can also be contained in, and provided as, an electronic signal, for example in the form of software as a service (SaaS) delivered from a server (e.g., a distributed system and/or a cloud computing system). Alternatively, one or more methods can be implemented in hardware (logic gates, etc.), or in a combination of hardware and software. Example hardware can be programmable processors (e.g. Field-Programmable Gate Array (FPGA), Complex Programmable Logic Device), general purpose processors, graphics processors, Application Specific Integrated Circuits (ASICs), and the like. One or more methods can be performed as part of or component of an application running on the system, or as an application or software running in conjunction with other applications and operating system.
[00115] One or more methods described herein can be run in a standalone program that can be run on any type of computing device, a program run on a web browser, a mobile application ("app") run on a mobile computing device (e.g., cell phone, smart phone, tablet computer, wearable device (wristwatch, armband, jewelry, headwear, goggles, glasses, etc.), laptop computer, etc.). In one example, a client/server architecture can be used, e.g., a mobile computing device (as a client device) sends user input data to a server device and receives from the server the final output data for output (e.g., for display). In another example, all computations can be performed within the mobile app (and/or other apps) on the mobile computing device. In another example, computations can be split between the mobile computing device and one or more server devices.

[00116] Although the description has been described with respect to particular implementations thereof, these particular implementations are merely illustrative, and not restrictive. Concepts illustrated in the examples may be applied to other examples and implementations. Similarly numbered items across multiple figures are equivalent or the same, and are not generally described again for brevity.

[00117] In situations in which the systems discussed here may collect personal information about users, or may make use of personal information, users may be provided with an opportunity to control whether programs or features collect user information (e.g., images depicting the user, information about a user's social network, user characteristics (age, gender, profession, etc.), social actions or activities, a user's preferences, or a user's current location). In addition, certain data may be treated in one or more ways before it is stored or used, so that personally identifiable information is removed. For example, a user's identity may be treated so that no personally identifiable information can be determined for the user, or a user's geographic location may be generalized where location information is obtained (such as to a city, ZIP code, or state level), so that a particular location of a user cannot be determined. Thus, a user may have control over how information is collected about the user and used by a server.

[00118] Note that the functional blocks, features, methods, devices, and systems described in the present disclosure may be integrated or divided into different combinations of systems, devices, and functional blocks as would be known to those skilled in the art. Any suitable programming language and programming techniques may be used to implement the routines of particular implementations. Different programming techniques may be employed such as procedural or object-oriented. The routines may execute on a single processing device or multiple processors. Although the steps, operations, or computations may be presented in a specific order, the order may be changed in
different particular implementations. In some implementations, multiple steps or blocks shown as sequential in this specification may be performed at the same time.
CLAIMS

What is claimed is:

1. A computer-implemented method for an image editing program, the method comprising:
   causing a display of an image;
   receiving user input from a user to the image editing program, the user input indicative of
   selection of a selective editing tool;
   restoring the image to a previous state in which a first modification to one or more pixel
   values of the image is omitted, the first modification resulting from previous application of a first edit
   operation to the image; and
   applying a second edit operation to one or more local areas of the image as indicated by
   selection of the selective editing tool by the user input, wherein the applying causes a second
   modification to the image.

2. The method of claim 1 further comprising causing a display of the image after applying the second
   edit operation to the one or more local areas, wherein the display of the image includes the second
   modification.

3. The method of claim 1 wherein the first edit operation is the same as the second edit operation.

4. The method of claim 1 further comprising, prior to the receiving, restoring, and applying:
   applying the first edit operation to the image to cause the first modification to the one or more
   pixel values of the image, wherein the first edit operation is applied without selection of the selective
   editing tool.

5. The method of claim 1 wherein the first edit operation is one of:
   a last edit operation applied to the image prior to the applying of the second edit operation to
   one or more local areas of the image; and
   a previous edit operation applied to the image prior to the applying of the second edit
   operation and prior to the applying of one or more other edit operations to the image.

6. The method of claim 1 further comprising providing a displayed menu, the menu including one or
   more edit options to select one of a plurality of edit operations for use with the selective editing tool,
   wherein the plurality of edit operations were previously applied to the image.

7. The method of claim 1, wherein the restoring of the image to the previous state is performed in
   response to receiving the user input indicative of selection of the selective editing tool.
8. The method of claim 1, wherein the first edit operation is a previously-applied edit operation, the method further comprising providing a displayed menu, wherein the menu includes one or more edit options, the options including:
   a first edit option to apply a default edit operation using the selective editing tool; and
   a second edit option to apply the previously-applied edit operation using the selective editing tool,
   wherein the restoring the image to the previous state is performed based on a selection of the second edit option by the user input indicative of the selection of the selective editing tool.

9. The method of claim 1 wherein the user input using the selective editing tool is received while the selective editing tool is active, wherein the user input identifies the one or more local areas.

10. The method of claim 1 wherein the selective editing tool indicates the one or more local areas based on input derived from at least one of:
    user contact with a touchscreen;
    user manipulation of a physical input device; and
    a voice command from the user.

11. The method of claim 1 wherein the selective editing tool includes at least one of: a brush tool, an image gradient tool, a control point tool, and a smart selection tool.

12. The method of claim 1 wherein the selective editing tool includes a brush tool, wherein a number of pixels of the image in the one or more local areas are identified by the user input using the brush tool and are modified based on the second edit operation applied to the one or more local areas.

13. The method of claim 1 wherein the selective editing tool includes a control point tool causing a control point to be located on the image based on the user input using the selective editing tool, wherein applying the second edit operation to the one or more local areas includes modifying pixels of the image around the control point within a predetermined distance of the control point.

14. The method of claim 1 wherein the first edit operation and the second edit operation includes at least one of: a color modifier, a brightness modifier, a contrast modifier, a saturation modifier, a blur, a sharpness modifier, a noise modifier, and a special effect filter.

15. The method of claim 1 further comprising:
   displaying an indication of a sequence of multiple edit operations applied to the image prior to the applying of the second edit operation to the one or more local areas, wherein the user input selects...
the second edit operation from the displayed sequence of multiple edit operations prior to the restoring and the applying.

16. A system to provide an image editing program, the system comprising:
   a storage device; and
   at least one processor operative to access the storage device and configured to:
   apply a first edit operation to an image to cause a modification to one or more pixel values of
   the image based on user input received from a user in the image editing program;
   receive input from a user to the image editing program, the user input selecting the selective
   editing tool;
   restore the image to a previous state in which the modification resulting from the applying of
   the first edit operation to the image is omitted;
   apply a second edit operation to one or more local areas of the image as indicated by selection
   of the selective editing tool by the user input; and
   cause display of the image modified by the second edit operation applied to one or more local
   areas.

17. The system of claim 16 wherein the first edit operation is the same as the second operation, and
   wherein the at least one processor is further configured to:
   cause display of the image modified by the first edit operation, prior to the at least one
   processor restoring the image to the previous state,
   wherein the restoring of the image to the previous state is performed in response to receiving
   the user input indicating selection of the selective editing tool.

18. The system of claim 16 wherein the user input identifies the one or more local areas, and
    wherein the selective editing tool includes at least one of: a brush tool, an image gradient tool,
    a control point tool, and a smart selection tool.

19. A non-transitory computer readable medium having stored thereon instructions to implement an
    image editing program and, when executed by a processor, cause the processor to:
    apply a first edit operation to the image to cause a modification in the image;
    receive input from the user selecting a selective editing tool;
    restore the image to a previous state in which the modification resulting from the
    application of the first edit operation to the image is omitted;
apply a second edit operation to one or more local areas of the image as indicated by
selection of the selective editing tool by the user input to cause a second modification to the image in
the one or more local areas; and
provide a display of the image including the second modification.

20. The computer readable medium of claim 19 wherein the user input identifies the one or more
local areas, and
wherein the selective editing tool includes at least one of: a brush tool, an image gradient tool,
a control point tool, and a smart selection tool.
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