
등록특허  10-0433499

- 1 -

(19)대한민국특허청(KR)

(12) 등록특허공보(B1)

(51) 。Int. Cl.7

G09G 5/00

(45) 공고일자

(11) 등록번호

(24) 등록일자

2004년05월31일

10-0433499

2004년05월18일

(21) 출원번호 10-2001-7008948 (65) 공개번호 10-2002-0013832

(22) 출원일자 2001년07월14일 (43) 공개일자 2002년02월21일

번역문 제출일자 2001년07월14일

(86) 국제출원번호 PCT/US2000/000776 (87) 국제공개번호 WO 2000/42594

(86) 국제출원출원일자 2000년01월12일 (87) 국제공개일자 2000년07월20일

(81) 지정국 국내특허 : 아랍에미리트, 알바니아, 아르메니아, 오스트리아, 오스트레일리아, 아제르바이

잔, 보스니아-헤르체고비나, 바베이도스, 불가리아, 브라질, 벨라루스, 캐나다, 스위스, 중

국, 코스타리카, 쿠바, 체코, 독일, 덴마크, 도미니카연방, 에스토니아, 스페인, 핀랜드, 영

국, 그레나다, 그루지야, 가나, 감비아, 크로아티아, 헝가리, 인도네시아, 이스라엘, 인도, 

아이슬란드, 일본, 케냐, 키르기즈, 북한, 대한민국, 카자흐스탄, 세인트루시아, 스리랑카, 

라이베리아, 레소토, 리투아니아, 룩셈부르크, 라트비아, 모로코, 몰도바, 마다가스카르, 마

케도니아, 몽고, 말라위, 멕시코, 노르웨이, 뉴질랜드, 폴란드, 포르투칼, 루마니아, 러시아,

수단, 스웨덴, 싱가포르, 슬로베니아, 슬로바키아, 시에라리온, 타지키스탄, 투르크메니스

탄, 터어키, 트리니다드토바고, 탄자니아, 우크라이나, 우간다, 미국, 우즈베키스탄, 베트남

, 유고슬라비아, 남아프리카, 짐바브웨,

AP ARIPO특허 : 가나, 감비아, 케냐, 레소토, 말라위, 수단, 시에라리온, 스와질랜드, 탄자

니아, 우간다, 짐바브웨,

EA 유라시아특허 : 아르메니아, 아제르바이잔, 벨라루스, 키르기즈, 카자흐스탄, 몰도바, 

러시아, 타지키스탄, 투르크메니스탄,

EP 유럽특허 : 오스트리아, 벨기에, 스위스, 사이프러스, 독일, 덴마크, 스페인, 핀랜드, 프

랑스, 영국, 그리스, 아일랜드, 이탈리아, 룩셈부르크, 모나코, 네덜란드, 포르투칼, 스웨덴,

OA OAPI특허 : 부르키나파소, 베넹, 중앙아프리카, 콩고, 코트디브와르, 카메룬, 가봉, 기

네, 기네비쏘, 말리, 모리타니, 니제르, 세네갈, 차드, 토고,

(30) 우선권주장 09/231,609 1999년01월15일 미국(US)

(73) 특허권자 인텔 코오퍼레이션

미합중국 캘리포니아 산타클라라 미션 칼리지 블러바드 2200

(72) 발명자 도일피터

미국캘리포니아95762엘도라도힐스템플톤드라이브2532

스리니바스아디탸

미국캘리포니아95762엘도라도힐스플러싱플레이스4215

(74) 대리인 특허법인 신성

심사관 : 천대식

(54) 동적 디스플레이 메모리를 구현하기 위한 방법 및 장치



등록특허  10-0433499

- 2 -

요약

동적 디스플레이 메모리를 구현하기 위한 방법 및 장치가 제공된다. 중앙 처리 장치와 메모리 사이의 중재에 적합한 

메모리 제어 허브는 그래픽 메모리 제어 구성요소를 포함한다. 그래픽 메모리 제어 구성요소는 중앙 처리 장치에 의해

액세스된 오퍼랜드가 그래픽 오퍼랜드인지를 판단한다. 만일 그렇다면, 그래픽 메모리 제어 구성요소는 중앙 처리 장

치에 의해 제공된 가상 어드레스를 메모리에서 그래픽 오퍼랜드의 위치를 정할 때 사용하는데 적합한 시스템 어드레

스로 변환한다. 일실시예에서, 그래픽 제어 구성요소는 메모리 내의 그래픽 변환 테이블을 유지하고, 가상 어드레스를

시스템 어드레스롤 변환할 때 그래픽 변환 테이블을 이용한다. 또한, 일실시예에서, 그래픽 제어 구성요소는 그래픽 

장치에 의한 메모리 액세스 성능을 최적화하기 위해, 그래픽 오퍼랜드의 어드레스를 재배열한다.

대표도

도 2

색인어

컴퓨터 시스템, 그래픽 장치, 그래픽 메모리, CPU, 메모리 제어 허브, 디스플레이 장치

명세서

기술분야

본 발명은 그래픽 칩셋에 관한 것으로, 특히, 그래픽 메모리의 관리에 관한 것이다.

배경기술

자기 자신의 메모리를 제어할 수 있는 그래픽 서브시스템을 구비하는 것은 일반적으로 주지된 기술이며, 이러한 서브

시스템은 통상적으로 CPU, 메인 메모리, 및 보조 저장장치와 같은 다른 장치에 시스템 버스를 이용하여 연결된다. 이

러한 시스템 버스는 CPU, 메인 메모리 및 다른 장치에 연결된다. 그래픽 서브시스템은 종종 그래픽 서브시스템을 통

해서만 액세스할 수 있는 고속 메모리를 포함한다. 또한, 이러한 서브시스템은 통상적으로 시스템 버스를 거쳐 메인 

메모리 내의 오퍼랜드를 액세스 할 수 있다.

이러한 시스템에서, CPU는 종종 그래픽 오퍼랜드 상에서 동작을 수행하게 할 수 있다. 그러나, 이들 오퍼랜드의 구성

은 그래픽 서브시스템에 의해 제어되어 진다. 이것은 CPU가 그래픽 서브시스템으로부터 오퍼랜드를 획득하는 것을 

필요로 한 다. 대안적으로, CPU 또는 연관된 메모리 관리 유닛(Memory Management Unit: 이하, 'MMU'라 칭함)이 

그래픽 오퍼랜드의 구성을 제어할 수 있고, 이러한 경우에 그래픽 서브시스템은 동작을 위해 CPU 또는 MMU로부터 

데이터를 획득해야만 한다. 또 다른 경우, 하나의 장치가 자신의 업무를 수행하기 위해 다른 장치로부터 데이터를 요

구해야 함에 따라, 어느 정도의 비효율성이 도입된다.

다른 시스템에서는, CPU 및 그래픽 서브시스템이 모두 그래픽 오퍼랜드의 구성을 제어할 수 있다. 이들 시스템에서, 

CPU 및 그래픽 서브시스템은 서로로부터 오퍼랜드를 요구할 필요는 없지만, 그래픽 오퍼랜드가 메모리에서 이동하

거나, 또는 그렇지 않으면 액세스할 수 없을 때에는 서로에게 알려줄 필요가 있다. 결과적으로, 그래픽 오퍼랜드에 대

한 모든 동작에 증가된 오버헤드가 도입된다.

도1은 종래 기술에 따른 시스템을 도시하고 있다. 이것은 그래픽 장치 제어기(Graphics Device Controller : 이하, '

GDC'라 칭함)(120)에 연결된 그래픽 어드레스 변환기(Graphics Address Transformer : 이하, 'GAT'라 칭함)(100)

를 포함하고, GDC(120)는 그래픽 장치(130)에 연결된다. GAT(100)는 또한, 이것을 메인 메모리(160), 보조 저장장

치(170) 및 MMU(150)에 연결시키는 버스에 연결된다. CPU(140)는 MMU(150)에 연결되고, 이로써 메인 메모리(16

0) 및 보조 저장장치(170)를 액세스한다. CPU(140)는 또한 GAT(100)에 대한 제어 커넥션을 구비하는데, 이것은 CP

U(140)가 GAT(100)를 제어할 수 있도록 한다. 메인 메모리(160)는 세그먼트 버퍼(110)를 포함한다.

CPU(140)는 메인 메모리(160) 및 보조 저장장치(170)에 저장된 그래픽 오퍼 랜드에 대해 동작한다. 이를 용이하게 

하기 위해, MMU(150)가 메인 메모리(160) 및 보조 저장장치(170)를 관리하고, 다양한 오퍼랜드가 저장된 장소의 기

록을 유지한다. 오퍼랜드가 메모리 내에서 이동하면, MMU(150)는 오퍼랜드 위치에 대한 자신의 기록을 갱신한다. G

DC(120)도 역시 메인 메모리(160) 및 보조 저장장치(170)에 저장된 그래픽 오퍼랜드에 대해 동작한다. 이를 용이하

게 하기 위해, GAT(100)는 그래픽 오퍼랜드가 저장된 장소의 기록을 저장하고, 오퍼랜드가 메모리 내에서 이동하면 

이들 기록을 갱신한다. 결과적으로, CPU(140) 또는 GDC(120)가 그래픽 오퍼랜드의 이동을 초래하는 동작을 수행할

때마다, MMU(150) 및 GAT(100) 양쪽의 기록이 갱신되어야 한다. 메인 메모리(160) 또는 보조 저장장치(110)에 액
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세스할 때에 많은 에러가 발생함에 따라, MMU(150) 및 GAT(100)의 기록 사이의 코히어런시(coherecy)를 유지하

는 것은 고도로 동기된 동작을 필요로 한다.

예를 들면, CPU(140)는 보조 저장장치(170)로부터 메인 메모리(140)의 세그먼트 버퍼(110)로 메모리의 세그먼트를

이동시킬 수 있고, 이로써, 세그먼트 버퍼(110)의 이전 내용을 덮어쓰기하게 된다. 이러한 동작이 발생하면, MMU(15

0)는 자신의 기록을 갱신하고, 이로써, 어떤 오퍼랜드가 세그먼트 버퍼(110)에 저장되었는지, 및 세그먼트 버퍼(110)

에 있었던 어떤 오퍼랜드가 더 이상 거기에 없는지를 추적할 수 있다. 이들 오퍼랜드가 그래픽 오퍼랜드라면, CPU(1

40)는 GAT(100)를 거쳐 제어를 수행하여, GAT(100)가 관련된 여러 그래픽 오퍼랜드에 대한 자신의 기록을 제어하

게 한다. 또한, CPU(140)가 세그먼트 버퍼(110)를 덮어쓰기 했을 때, GDC(120)가 세그먼트 버퍼(110)를 액세스하

고 있다면, GDC(120)는 이제 오염된 데 이터 또는 잘못된 데이터에 대해 동작할 수 있다.

발명의 상세한 설명

발명의 요약

본 발명은 동적 디스플레이 메모리를 구현하기 위한 방법 및 장치이다. 본 발명의 일실시예는 CPU와 메모리 사이를 

중재하는데 적합한 메모리 제어 허브이다. 메모리 제어 허브는 그래픽 메모리 제어 구성요소와 메모리 제어 구성요소

를 포함한다.

도면의 간단한 설명

본 발명은 첨부된 도면에서 제한이 아닌 예시적인 방법으로 도시된다.

도1은 종래 기술에 따른 그래픽 디스플레이 시스템.

도2는 시스템의 일실시예를 도시한 도면.

도3은 시스템의 동작 가능한 모드를 도시한 순서도.

도4는 시스템의 다른 실시예를 도시한 도면.

도5는 시스템의 동작 가능한 모드를 도시한 순서도.

도6은 시스템의 대안적 실시예를 도시한 도면.

도7은 타일화된 메모리(tiled memory)를 도시한 도면.

도8은 시스템 내에서의 메모리 액세스를 도시한 도면.

실시예

본 발명은 그래픽 오퍼랜드의 개선된 처리 및 그래픽 데이터를 사용하는 시스템에서의 오버헤드 처리의 제거를 가능

하게 한다. 동적 디스플레이 메모리를 구현하기 위한 방법 및 장치가 기재되어 있다. 다음의 상세한 설명에서, 본 발명

의 완전한 이해를 제공하기 위해, 많은 특정 세부사항들이 제시되어 있다. 그러나, 이 기술분야에서 통상의 지식을 가

진 자에게는 본 발명이 이들 특정 세부사항 없이도 실시될 수 있다는 것이 명백할 것이다. 다른 예에서는, 본 발명을 

모호하지 않게 하기 위해, 구조 및 장치들이 블록도 형태로 도시된다.

명세서에서 '일실시예' 또는 '실시예'라는 것은 특정한 구성, 구조 또는 실시예와 관련하여 기재된 특징들이 본 발명의

적어도 하나의 실시예에 포함된다는 것을 의미한다. 명세서의 여러 부분에서의 '일실시예에서'라는 표현은 반드시 모

두 동일한 실시예를 언급하는 것은 아니다.

도2는 시스템의 일실시예를 도시하고 있다. CPU(210)는 중앙 처리 장치이고, 이 기술분야에서 주지된 것이다. 그래

픽 메모리 제어 블록(220)은 CPU(210) 및 나머지 시스템(230)에 연결되어 있다. 그래픽 메모리 제어 블록(220)은 나

머지 시스템에 위치한 메모리 내의 그래픽 오퍼랜드의 위치를 추적하고, CPU(210)로부터의 그래픽 오퍼랜드의 가상

의 어드레스를 나머지 시스템(230)에서 사용하는데 적합한 시스템 어드레스로 변환할 수 있는 로직을 구현한다. 따라

서, CPU(210)가 오퍼랜드를 액세스하면, 그래픽 메모리 제어 블록(220)은 요구된 오퍼랜드가 그래픽 오퍼랜드인지

를 판단한다. 만일 그렇다면, 그래픽 메모리 제어 블록(220)은 어떤 시스템 메모리 어드레스가 CPU(210)에 의해 나

타난 가상 어드레스에 대응하는지를 판단한다. 그리고 나서, 그래픽 메모리 제어 블록(210)은 적합한 시스템 어드레

스를 사용하는 나머지 시스템(230) 내에서 요구된 오퍼랜드를 액세스하여, CPU(210)에 대한 액세스를 완료한다.

만일, 오퍼랜드가 그래픽 오퍼랜드가 아니라고 판단되면, 그래픽 메모리 제어 블록(220)은 나지 시스템(230)이 CPU(

210)에 의한 메모리 액세스에 대해 적절하게 응답하게 한다. 이러한 응답은 이 기술분야에서 주지되어 있으며, 이에 

제한되지는 않지만, 메모리 액세스를 완료하는 것, 에러를 신호로 나타내는 것, 또는 가상 어드레스를 대응하는 물리

적인 어드레스로의 변환하여, 이로써 오퍼랜드를 액세스하는 것을 포함한다. 메모리에 대한 CPU 액세스는 판독 및 

기록 엑세스를 포함할 수 있으며, 이러한 액세스의 완료는 통상적으로, 오퍼랜드를 적합한 위치에 기록하거나 또는 

적합한 위치로부터 오퍼랜드를 판독하는 것 중의 어느 하나를 포함한다.

도2의 장치는 또한 도3에 대한 참조로서 이해될 수 있다. 도3의 프로세스는 초기화 단계(300)에서 시작하여, CPU 액

세스 단계(310)로 진행된다. CPU 액세스 단계(310)는, CPU(210)가 메모리 액세스를 가상 어드레스에 기반한 위치

에서 수행함으로써 그래픽 오퍼랜드를 액세스하는 단계를 포함한다. 그리고, 프로세스는 그래픽 매핑 단계(320)로 진

행되는데, 여기서, 그래픽 메모리 제어 블록(220)이 CPU(210)로부터 제공된 가상 어드레스를 나머지 시스템(230)에

서 사용하는데 적합한 시스템 어드레스 또는 다른 어드레스로 변환 또는 매핑시킨다. 그리고 나서, 프로세스는 시스템

액세스 단계(330)로 진행하는데, 여기서는, 나머지 시스템(230)이 시스템 어드레스를 이용하여 적합한 메모리 액세
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스를 수행하고, 프로세스는 종료 단계(340)로써 종료된다.

이 기술분야의 통상의 지식을 가진 자에게는 명백한 바와 같이, 도2의 블록도는 CPU(210)와 그래픽 메모리 제어 블

록(220)을 분리된 구성요소로 나타낼 수 있었다. 그러나, CPU(210)와 그래픽 메모리 제어 블록(220)을 단일 집적 회

로의 일부로서 나타낼 수도 있다.

도4를 보면, 보다 상세한 시스템의 대안의 실시예가 도시되어 있다. 도4에서, CPU(410)는 MMU(420)를 포함하고, 

MCH(430)에 연결되어 있다. MCH(430)는 그래픽 장치(440), 어드레스 리오더 스테이지(Adress Reorder Stage)(4

50) 및 GTT(Graphics Translation Table)(460)를 포함하고 있다. MCH(430)는 로컬 메모리(480), 메인 메모리(47

0), 디스플레이(490) 및 I/O 장치(496)에 연결되어 있다. 로컬 메모리(480)는 그래픽 오퍼랜드(485)를 포함하고, 메

인 메모리(470)는 그래픽 오퍼랜드(475)를 포함한다. MCH(430)는 I/O 버스(493)를 통해 I/O 장치(496)에 연결되어 

있다. 그래픽 장치(440)와 CPU(410)는 모두 어드레스 리오더 스테이지(450)에 대한 액세스를 가진다. 일실시예에서

는, 코히어런시 이유 때문에, CPU(410)만이 GTT(460)를 수정할 수 있도록 하여, CPU(410)만이 그래픽 오퍼랜드의

메모리 내의 위치를 변경할 수 있다.

도4의 시스템의 동작은 도5에 도시된 동작 방법을 참조하여 보다 잘 이해될 수 있다. CPU 액세스 단계(510)는 CPU(

410)가 그래픽 오퍼랜드의 가상 어드레스에 대해 액세스를 수행하는 단계를나타낸다. MMU 처리 단계(520)는 MMU

(420)가 CPU(410)에 의해 제공된 가상 어드레스를 CPU(410) 외부의 메모리를 액세스할 때에 적합한 시스템 어드레

스로 변환 또는 매핑하는 단계를 나타낸다. CPU(410)에 의해 액세스된 그래픽 오퍼랜드가 CPU(410) 내부의 캐시에

포함된 경우, MMU(420)는 CPU(410)의 외부의 메모리를 액세스하지 않는다는 것을 알 수 있다. 그러나, 대부분의 

그래픽 오퍼랜드는 캐싱될 수 없으므로(uncacheable), 메모리 액세스가 CPU 외부로 가게 된다.

판단 단계(530)에서, MCH(430)는 MMU(420)로부터의 시스템 어드레스가 그래픽 메모리 범위 내에 있는지를 검사

한다. 그래픽 메모리 범위는 그래픽 장치(440)에 의해 사용되기 위해 GTT(460)에 의해 매핑된 어드레스 범위이다. 

시스템 어드레스가 그래픽 메모리 범위 내에 있지 않다면, 프로세스는 액세스 단계(540)로 진행되는데, 여기서, MCH

(430)는 정규의 방식으로 시스템 어드레스에서 메모리 액세스를 수행한다. 통상적으로, 이것은 일부 종류의 어드레스

변환, 어드레스가 특정 메모리 장치를 이끄는지에 대한 판단, 및 그 특정 장치의 액세스를 수반한다.

만일, 시스템 어드레스가 그래픽 메모리 범위 내에 있다면, 프로세스는 판단 단계(550)로 진행되는데, 여기서, 어드레

스 리오더 스테이지(450)는 어드레스가 펜스 영역(fenced region) 내에 있는지를 판단한다. 어드레스 리오더 스테이

지(450)의 일실시예는, 어드레스 리오더 스테이지(450)에 의해 펜스 영역으로 사용되기 위해 할당된 메모리의 부분

의 범위를 정하는 정보를 포함하는 펜스 레지스터(fence registers)를 포함한다. 이들 펜스 영역은 다른 메모리와는 

상이한 방식으로 구성될 수 있고, 그렇지 않으면, 나머지 시스템 메모리로부터 일부 방식으로 변경될 수 있다. 일실시

예에서, 펜스 영역의 내용은 타일화되거나(tiled) 재구성될 수 있는데, 이것은 그래픽 오퍼랜드와 연관된 메모리가, 직

사각형, 정사각형, 솔리드 또는 다른 형태와 같은 공간적 형식을 논리적으로 모방하는 타일(tile)을 형성하도록 배열될

수 있다는 것을 의미한다. 만일, 시스템 어드레스가 펜스 영역 내에 있는 것으로 판단되면, 재배열(reordering) 단계(

560)에서, 시스템 어드레스의 적절한 재배열이 수행된다. 이러한 재배열은 통상적으로 일부 간략한 수학적인 재연산

을 포함하고, 또한 룩업 테이블의 사용을 통해 수행될 수 있다.

재배열 단계(560) 후, 매핑 단계(570)에서 재배열된 어드레스가 물리적인 어드레스로 매핑된다. 마찬가지로, 재배열

이 필요하지 않은 경우, MMU(420)에 의해 제공된 것과 같은 시스템 어드레스는 매핑 단계(570)에서 물리적인 어드

레스로 매핑된다. 이 매핑 단계는 통상적으로 변환 테이블, 즉 이 경우, 시스템 어드레스 중 어떤 어드레스 또는 범위

가 메인 또는 로컬 메모리에서의 특정 위치에 대응하는지를 나타내는 엔트리를 포함하는 GTT(460)를 포함한다. 유

사한 변환 테이블이 액세스 단계(540)의 메모리 액세스를 수행할 때에 MCH(430)에 의해 사용될 수 있다. 마지막으

로, 액세스 단계(590)에서, 변환된 어드레스는 액세스 단계(540)와 유사한 방식으로 액세스를 수행하는데 사용된다. 

이 프로세스는 종료 단계(590)로써 종료된다.

도6은 시스템의 또 다른 실시예를 도시하고 있다. CPU(610)는 MMU(620)를 포함하고, 메모리 제어 블록(630)에 연

결되어 있다. 메모리 제어 블록(630)은 그래픽 메모리 제어 블록(640)을 포함하고, 버스(660)에 연결되어 있다. 또한 

로컬 메모리(650), 시스템 메모리(690), 입력 장치(680) 및 출력 장치(670)가 버스(660)에 연결된다. CPU(610)가 오

퍼랜드로 액세스를 요청한 후에, 메모리 제어 블록(630)은 CPU(610)에 의해 제공된 어드레스를 변환할 수 있고, 버

스(660)에 연결된 다른 어떤 구성요소에서 버스(660) 상에서 오퍼랜드를 액세스할 수 있다. 만일, 이 오퍼랜드가 그

래픽 오퍼랜드라면, 그래픽 메모리 제어 블록(640)이 메모리 제어 블록(630)에 대해 전술된 바와 같은 동일한 종류의

액세스를 수행하기 위해, CPU(610)에 의해 제공된 어드레스를 적절히 변환 및 조작한다.

도8은 시스템의 다른 실시예 및 그래픽 오퍼랜드가 어떻게 액세스되는지를 도시하고 있다. 그래픽 오퍼랜드 가상 어

드레스(805)는 CPU 상에서 실행되는 프로그램에 의해 나타나는 어드레스이다. MMU(810)는 CPU의 내부 메모리 관

리 유닛이다. 일실시예에서, 이것은, 어떤 가상 어드레스가 어떤 시스템 어드레스에 대응하는지를 나타내는 엔트리를 

포함하는 룩업 테이블의 사용을 통해, 가상 어드레스를 시스템 어드레스로 변환한다. 메모리 범위(815)는 MMU(810)

에 의해 매핑되는 메모리 구조이고 그래픽 오퍼랜드에 대한 각 시스템 어드레스이며, 이것은 MMU(810)가 이 메모리

공간의 어드레스 일부분을 생성한다. 도시된 부분은 일실시예에서 CPU에 대해 액세스 가능한 그래픽 메모리이고, 메

모리 범위의 다른 부분은 입력 또는 다른 출력 장치와 같은 장치에 대응하게 된다.

그래픽 메모리 공간(825)은 그래픽 장치에 의해 나타나는 것과 같은 그래픽 메모리 구조이다. 그래픽 장치 액세스(82

0)는 일실시예에서, 그래픽 장치가 CPU에 대해 엑세스 가능한 나머지 메모리에 액세스하지 않음에 따라, 그래픽 메

모리 공간 을 액세스 할 때에, CPU 및 MMU(810)에 의해 사용된 오프셋(N)없이, 그래픽 장치가 메모리를 액세스하

는 것을 보여준다. 메모리 범위(815) 및 메모리 공간(825) 모두는 사실상 선형(linear)이고, 이것은 CPU 상에서 동작

하는 프로그램을 위해, 또한, 그래픽 장치에 의해 액세스하기 위해 필요한 구조이다(일실시예에서 이들은 64MB 크기
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이다) .

그래픽 장치 액세스(820)가 어드레스를 나타내거나, 또는 MMU(810)가 메모리에 액세스하기 위한 시스템 어드레스

를 나타낼 때, 어드레스 리오더 스테이지(835)는 그 어드레스 상에서 동작한다. 어드레스 리오더 스테이지(835)는, 

펜스 레지스터(830)의 내용에 대해 검사함으로써, 나타난 어드레스가 펜스 영역 중의 어느 하나 안에 있는지를 판단

한다. 만일, 어드레스가 펜스 영역 내에 있다면, 어드레스 리오더 스테이지(835)는 재배열된 어드레스 공간(840)에서

메모리가 어떻게 구성되었는지를 상세화하는 펜스 레지스터(830) 내의 다른 정보에 기반하여 어드레스를 변환한다. 

재배열된 어드레스 공간(840)은 메모리와 CPU 또는 그래픽 장치 사이의 전송률을 최적화하기 위한 상이한 방식으로

메모리를 구성하게 할 수 있다. 두 방식의 구성은 선형적 구성(linear organization) 및 타일화된 구성(tiled organizat

ion)이다. 선형 공간(843, 849, 858)과 같은 선형적으로 구성된 어드레스 공간은 모두, 각각이 어드레스 리오더 스테

이지(835)의 시점으로부터 메모리에서 차례로 나타나는 어드레스를 갖는다.

타일화 공간(846, 852, 855)내의 어드레스와 같은, 타일화된 어드레스는 도7에 도시된 바와 같은 방식으로 배열될 수

있는데, 여기서, 각 타일은 그 타일 내에 서 로우마다 교차하는 위치를 카운팅하는 어드레스를 갖고, 전체 구조는, 다

음 타일에서의 모든 어드레스 전과 이전 타일에서의 모든 어드레스 후에, 주어진 타일에서 각각의 어드레스를 갖는다.

일실시예에서, 타일들은 크기는 2kB로 제한되고, 타일화 공간은 2보다 큰 폭(타일에서 측정된)을 가져야 한다. 타일

화 공간(846, 852, 855)에서 언급된 피치(pitch)가 타일화 공간의 폭이다. 그러나, 타일 내의 모든 어드레스가 실제 

오퍼렌드와 대응될 필요는 없으며, 따라서 X로 표시된 타일화 공간(846, 852, 855) 안의 어드레스들은 실제 오퍼랜

드에 대응될 필요는 없다. 추가적으로, 이러한 불필요한 타일들은 스크래치 메모리 페이지(scratch memory page)에

대응될 수도 있다. 이 기술분야의 통상의 지식을 가진 자에게는 명백한 바와 같이, 타일들은 다른 크기, 형태 및 제약

조건으로 설계될 수 있으며, 타일 내의 어드레스들은 도7에 도시된 것과는 다른 방식으로 배열될 수 있다.

타일화 공간은, 메모리와 그래픽 장치 또는 CPU 간에 그래픽 오퍼랜드를 전달할 때에, 시스템 자원의 최적 또는 최적

에 근사한 이용을 위해 형태가 결정되기 때문에 유용할 수 있다. 그리고, 이들의 형태는 그래픽 객체 또는 표면에 대응

하도록 설계될 수 있다. 당연히, 타일화 공간은 시스템의 동작 동안에 동적으로 할당 및 할당해제(deallocate)될 수 있

다. 타일화 공간 내의 어드레스의 배열은, 도7의 행우선(row major 또는 X-축) 배열을 포함할 뿐만 아니라 열우선(c

olumn-major 또는 Y-축) 배열 및 그 밖의 배열 방법을 포함한, 여러 가지 방식으로 수행될 수 있다.

도8을 다시 보면, 재배열된 어드레스 공간(840)에서의 어드레스에 대한 액세 스는 GTT(865)와 제휴하여 GTLB(Gra

phics Translation Lookaside Buffer)(860)를 통해 이루어진다. GTT(865) 자체는 통상적으로 시스템 메모리(870)

에 저장되고, 일실시예에서, 그래픽 메모리 공간(825) 내의 어드레스에 할당된 시스템 메모리(870)의 일부분 내에 저

장될 필요는 없다. 일실시예에서, GTLB(860) 및 GTT(865)는 어드레스 세트를 시스템 메모리(870) 또는 로컬 메모

리(875) 내의 위치 세트에 연관시키는 룩업 테이블의 형태를 취한다. 이 기술분야에서 주지된 바와 같이, TLB 또는 

변환 테이블은 여러 방식으로 구현될 수 있다. 그러나, GTLB(860) 및 GTT(865)는 그래픽 장치에 의해 사용되도록 

전용되고, 그래픽 오퍼랜드에 대한 어드레스를 메모리와 연관시키는 데에만 사용될 수 있기 때문에, 다른 TLB 및 변

환 테이블과는 상이하다. 이 제약은 GTLB(860) 또는 GTT(865)의 구성요소에 의해 부가되는 것이 아니라, GTLB(8

60) 및 GTT(865)를 둘러싸는 시스템 설계에 의해 부가된다. GTLB(860)는 메모리 제어 허브에 알맞게 포함되고, G

TT(865)는 이 메모리 제어 허브를 통해 액세스할 수 있다.

시스템 메모리(870)는 통상적으로 시스템의 RAM 뿐만 아니라 다른 형태의 저장장치를 나타낸다. 일부 실시예는 로

컬 메모리(875)를 포함하지 않는다. 로컬 메모리(875)는 통상적으로 그래픽 장치와 함께 사용하기 위해 전용되는 메

모리를 나타내고, 시스템의 동작을 위해 전송될 필요는 없다.

이상의 상세한 설명에서, 본 발명의 방법 및 장치가 특정한 예시적인 실시예를 참조하여 설명되었다. 그러나, 본 발명

의 사상 및 범위에서 벗어나지 않는 한, 다양한 변형 및 수정이 이루어질 수 있다는 것이 명백할 것이다. 따라서, 본 명

세 서 및 도면은 제한적이라기 보다는 예시적인 것으로 간주되어야 한다.

(57) 청구의 범위

청구항 1.
삭제

청구항 2.
삭제

청구항 3.
삭제

청구항 4.
삭제

청구항 5.
중앙 처리 장치;

제1 메모리;

제2 메모리;

입력 장치;

상기 제1 메모리 및 상기 입력 장치에 연결된 버스;

그래픽 장치; 및
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상기 중앙 처리 장치, 상기 버스, 상기 그래픽 장치, 및 상기 제2 메모리에 연결된 메모리 제어 허브 - 상기 메모리 제

어 허브는 상기 제1 메모리 및 상기 제2 메모리 내의 오퍼랜드에 액세스하기 위한 그래픽 메모리 제어 구성요소와 상

기 제1 메모리 내의 오퍼랜드에 액세스하기 위한 메모리 제어 구성요소를 포함함 -

를 포함하고,

여기서, 상기 그래픽 메모리 제어 구성요소는 그래픽 오퍼랜드가 상기 제1 메모리에 위치되어 있는지 또는 상기 제2 

메모리에 위치되어 있는지를 판단하기 위해 그래픽 변환 테이블을 이용하고, 상기 그래픽 변환 테이블은 엔트리들의 

세트를 포함하고, 각각의 엔트리는 가상 어드레스를 시스템 어드레스와 연관시키고, 상기 가상 어드레스는 상기 중앙

처리 장치에 의해 이용되고, 상기 시스템 어드레스는 상기 제1 메모리와 상기 제2 메모리 중 하나에 의해 이용되고, 

상기 중앙 처리 장치는 상기 그래픽 변환 테이블을 수정할 수 있는

시스템.

청구항 6.
삭제

청구항 7.
제5항에 있어서,

상기 그래픽 변환 테이블은 상기 제1 메모리 또는 상기 제2 메모리 중 하나에 저장되는

시스템.

청구항 8.
중앙 처리 장치;

제1 메모리;

제2 메모리;

입력 장치;

상기 제1 메모리 및 상기 입력 장치에 연결된 버스;

그래픽 장치; 및

상기 중앙 처리 장치, 상기 버스, 상기 그래픽 장치, 및 상기 제2 메모리에 연결된 메모리 제어 허브 - 상기 메모리 제

어 허브는 상기 제1 메모리 및 상기 제2 메모리 내의 오퍼랜드에 액세스하기 위한 그래픽 메모리 제어 구성요소와 상

기 제1 메모리 내의 오퍼랜드에 액세스하기 위한 메모리 제어 구성요소를 포함함 -

를 포함하고,

여기서, 상기 그래픽 메모리 제어 구성요소는 상기 중앙 처리 장치로부터의 그래픽 오퍼랜드의 가상 어드레스를 시스

템 어드레스로 변환하도록 구성되고, 상기 시스템 어드레스는 상기 제1 메모리 또는 상기 제2 메모리 중 하나에서의 

상기 그래픽 오퍼랜드의 위치에 대응하는

시스템.

청구항 9.
중앙 처리 장치;

제1 메모리;

제2 메모리;

상기 중앙 처리 장치에 연결된 입력 장치;

상기 중앙 처리 장치에 연결된 출력 장치;

그래픽 제어기;

버스; 및

상기 중앙 처리 장치, 상기 버스, 상기 그래픽 제어기, 상기 제1 메모리, 및 상기 제2 메모리에 연결된 메모리 제어 허

브 - 상기 메모리 제어 허브는 상기 제1 메모리 및 상기 제2 메모리 내의 오퍼랜드에 액세스하기 위한 그래픽 메모리 

제어 구성요소와 상기 제1 메모리 내의 오퍼랜드에 액세스하기 위한 메모리 제어 구성요소를 포함함 -

를 포함하고,

여기서, 상기 그래픽 제어기는 상기 제1 메모리 또는 상기 제2 메모리에 위치된 그래픽 오퍼랜드들의 세트에 액세스

하기 위해 상기 그래픽 메모리 제어 구성요소를 이용하고,

상기 중앙 처리 장치는 상기 그래픽 오퍼랜드들의 세트에 액세스하기 위해 상기 그래픽 메모리 제어 구성요소를 이용

하는

청구항 10.
삭제

청구항 11.
제9항에 있어서,

상기 그래픽 메모리 제어 구성요소는 상기 제1 메모리 또는 상기 제2 메모리에서 상기 그래픽 오퍼랜드의 위치를 정

하기 위해 그래픽 변환 테이블을 이용하고, 상기 그래픽 변환 테이블은 하나 또는 그 이상의 엔트리들의 세트를 포함

하고, 상기 엔트리 세트의 각각의 엔트리는 가상 어드레스를 시스템 어드레스와 연관시키도록 구성되고, 상기 시스템

어드레스는 상기 제1 메모리 또는 상기 제2 메모리 중 하나에서의 오퍼랜드의 위치에 대응하고,

상기 중앙 처리 장치는 상기 그래픽 변환 테이블의 상기 엔트리를 수정할 수 있는

시스템.

청구항 12.
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제11항에 있어서,

상기 그래픽 변환 테이블은 상기 제1 메모리 또는 상기 제2 메모리 중 하나에 저장되는

시스템.

청구항 13.
제12항에 있어서,

상기 메모리 제어 허브에 연결되고, 상기 그래픽 오퍼랜드를 저장하도록 구성된 로컬 메모리

를 더 포함하는 시스템.

청구항 14.
제12항에 있어서,

상기 그래픽 메모리 제어 구성요소는 펜스 레지스터들의 세트를 유지관리하고, 상기 펜스 레지스터 세트는 상기 제1 

메모리 또는 상기 제2 메모리 내의 그래픽 오퍼랜드의 위치의 구성을 정의하는 정보를 저장하도록 구성되고,

상기 그래픽 메모리 제어 구성요소는 어드레스 리오더 스테이지를 포함하고, 상기 어드레스 리오더 스테이지는 어떤 

시스템 어드레스가 그래픽 오퍼랜드의 상기 가상 어드레스에 대응하는지를 판단하기 위해 상기 펜스 레지스터 세트

를 이용하는

시스템.

청구항 15.
메모리에 액세스하는 방법에 있어서,

중앙 처리 장치가 가상 어드레스에서 오퍼랜드에 액세스하는 단계;

메모리 제어 구성요소가 상기 오퍼랜드가 그래픽 오퍼랜드인지를 판단하는 단계;

상기 오퍼랜드가 그래픽 오퍼랜드가 아닌 경우, 상기 메모리 제어 구성요소가 상기 가상 어드레스에 대응하는 시스템

어드레스에서 상기 오퍼랜드에 액세스하는 단계; 및

상기 오퍼랜드가 그래픽 오퍼랜드인 경우, 상기 메모리 제어 구성요소의 그래픽 메모리 제어 구성요소가 상기 가상 

어드레스에 대응하는 시스템 어드레스에서 상기 오퍼랜드에 액세스하는 단계 - 여기서, 상기 오퍼랜드는 제1 메모리 

또는 제2 메모리 중 하나에서 액세스가능함 -

를 포함하는 메모리 액세스 방법.

청구항 16.
제15항에 있어서,

그래픽 장치가 타일화된(tiled) 메모리 공간 내의 어드레스에서 상기 그래픽 오퍼랜드에 액세스하는 단계

를 더 포함하는 메모리 액세스 방법.

청구항 17.
제15항에 있어서,

상기 그래픽 메모리 제어 구성요소는 어떤 시스템 어드레스가 상기 그래픽 오퍼랜드의 가상 어드레스에 대응하는지

를 판단하기 위해 그래픽 변환 테이블로부터의 엔트리를 이용하고, 상기 그래픽 변환 테이블은 하나 또는 그 이상의 

엔트리들의 세트를 포함하고,

상기 중앙 처리 장치가 상기 그래픽 변환 테이블의 엔트리를 변경하는 단계

를 더 포함하는 메모리 액세스 방법.

청구항 18.
제17항에 있어서,

상기 그래픽 메모리 제어 구성요소는 어드레스 리오더 구성요소를 포함하고, 상기 어드레스 리오더 구성요소는 상기 

그래픽 오퍼랜드가 선형 메모리 공간에 위치되어 있는지 또는 타일화된 메모리 공간 내에 위치되어 있는지를 판단하

는

메모리 액세스 방법.

청구항 19.
중앙 처리 장치;

제1 메모리;

제2 메모리; 및

상기 중앙 처리 장치와 상기 제1 메모리 및 상기 제2 메모리에 연결된 메모리 제어기 - 상기 메모리 제어기는 그래픽 

제어 구성요소 및 메모리 제어 구성요소를 포함하고, 상기 그래픽 제어 구성요소는 상기 중앙 처리 장치에 의해 액세

스된 오퍼랜드가 그래픽 오퍼랜드인지를 판단하고, 상기 오퍼랜드가 그래픽 오퍼랜드인 경우 상기 그래픽 제어 구성

요소는 상기 오퍼랜드의 어드레스를 상기 제1 메모리 또는 상기 제2 메모리 중 하나에서의 상기 오퍼랜드의 위치에 

대응하는 어드레스로 변환함 -

를 포함하는 시스템.

도면
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도면5

도면6
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도면7

도면8
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