Title: DATA PROCESSING SYSTEM INTENDED FOR THE EXECUTION OF PROGRAMS IN THE FORM OF SEARCH TREES, SO-CALLED OR PARALLEL EXECUTION

Abstract

A computer system primarily intended to execute programs, the execution of which can be described in the form of so-called search trees, such as so-called OR Parallel execution, comprising a number of computers or processors and memories. According to the invention, each of the processors (PE0-PE7) can be connected to memory modules (MM0-MM15) via a network (12). The network is capable to connect each processor simultaneously to the print input of a group of memory modules divided for the respective processor, so that the processor in question simultaneously shall be able to print information into the connected group of memory modules, and is capable to connect said processor to the read output of only one memory module in said group. A control member (20) is provided to scan the operation status of the processors (PE0-PE7) and memory modules (MM0-MM15) and is arranged at a pre-determined occasion, such as when a first processor arrives at a division point in said search tree in the executing program, to control said network (12) to connect a second processor, which does not execute, to the read output and print input of one of the memory modules, to the print input of which the first processor had been connected and, thus, fed-in data at the execution all the way to the division point.
<table>
<thead>
<tr>
<th>Code</th>
<th>Country/Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT</td>
<td>Austria</td>
</tr>
<tr>
<td>AU</td>
<td>Australia</td>
</tr>
<tr>
<td>BB</td>
<td>Barbados</td>
</tr>
<tr>
<td>BE</td>
<td>Belgium</td>
</tr>
<tr>
<td>BG</td>
<td>Bulgaria</td>
</tr>
<tr>
<td>BJ</td>
<td>Benin</td>
</tr>
<tr>
<td>BR</td>
<td>Brazil</td>
</tr>
<tr>
<td>BF</td>
<td>Central African Republic</td>
</tr>
<tr>
<td>CG</td>
<td>Congo</td>
</tr>
<tr>
<td>CH</td>
<td>Switzerland</td>
</tr>
<tr>
<td>CM</td>
<td>Cameroon</td>
</tr>
<tr>
<td>DE</td>
<td>Germany, Federal Republic of</td>
</tr>
<tr>
<td>DK</td>
<td>Denmark</td>
</tr>
<tr>
<td>FI</td>
<td>Finland</td>
</tr>
<tr>
<td>FR</td>
<td>France</td>
</tr>
<tr>
<td>GA</td>
<td>Gabon</td>
</tr>
<tr>
<td>GB</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>HU</td>
<td>Hungary</td>
</tr>
<tr>
<td>IT</td>
<td>Italy</td>
</tr>
<tr>
<td>JP</td>
<td>Japan</td>
</tr>
<tr>
<td>KP</td>
<td>Democratic People's Republic of Korea</td>
</tr>
<tr>
<td>KR</td>
<td>Republic of Korea</td>
</tr>
<tr>
<td>LI</td>
<td>Liechtenstein</td>
</tr>
<tr>
<td>LK</td>
<td>Sri Lanka</td>
</tr>
<tr>
<td>LU</td>
<td>Luxembourg</td>
</tr>
<tr>
<td>MC</td>
<td>Monaco</td>
</tr>
<tr>
<td>MG</td>
<td>Madagascar</td>
</tr>
<tr>
<td>ML</td>
<td>Mali</td>
</tr>
<tr>
<td>MR</td>
<td>Mauritania</td>
</tr>
<tr>
<td>MW</td>
<td>Malawi</td>
</tr>
<tr>
<td>NL</td>
<td>Netherlands</td>
</tr>
<tr>
<td>NO</td>
<td>Norway</td>
</tr>
<tr>
<td>RO</td>
<td>Romania</td>
</tr>
<tr>
<td>SD</td>
<td>Sudan</td>
</tr>
<tr>
<td>SE</td>
<td>Sweden</td>
</tr>
<tr>
<td>SN</td>
<td>Senegal</td>
</tr>
<tr>
<td>SU</td>
<td>Soviet Union</td>
</tr>
<tr>
<td>TD</td>
<td>Chad</td>
</tr>
<tr>
<td>TG</td>
<td>Togo</td>
</tr>
<tr>
<td>US</td>
<td>United States of America</td>
</tr>
</tbody>
</table>
Data processing system intended for the execution of programs in the form of search trees, so-called OR parallel execution.

This invention relates to a data processing computer system intended for the execution of programs in the form of search trees, so-called OR parallel execution.

In recent years several different programming languages and programming structures have been developed, at which the execution order of the programs can be described in the form of a search tree. One example of such is the programming language Prolog (Programming in Logic). Such programs are characterized in that a computer successively searches through an upside-down tree commencing at the root of the tree. For each branch and, respectively, at the branching points of the branch the computer chooses to check one of the branches at each branching point, whereafter it reverses and checks the other branch at the branching point, a.s.o. At the execution of such a program, thus, many different branches are to be checked. At a branching point two computers can be allowed to operate in parallel, each of the computers checking one branch. This presupposes, however, that both of the computers comprise memories, which are updated with the information defining the branching point and the data being relevant in the branching point, i.e. so-called environment actual in the branching point. It is obvious, that the information including data constituting the so-called environment of the branching or division point can be very comprehensive.

For being able to executing search trees rapidly, thus, several computers must operate in parallel, each computer executing one branch.

In the following a computer system of the aforesaid kind is described briefly with reference to Fig. 1 in the accompanying drawings, which Figure shows a system configuration of the known computersystem.

The present invention further is described in the following with reference to embodiments shown in the accompanying drawings, in which Fig. 2 shows a computer system according to a first embodiment, Fig. 3 shows a computer system according to a second embodiment, Fig. 4 shows a computer system according to Fig. 2 by way of a simplified block diagram, Fig. 5 shows a part of the computer system in Fig. 4 in greater detail. Fig. 6 shows schematically the physical structure of a network according to Fig. 5 in detail, Fig. 7 shows the computer system according to a modified embodiment, Fig. 8 shows a detail of a processor element (PEM) in Fig. 7, Fig. 9 shows the physical structure of a network circuit according to Fig. 7 in detail.

The computer system according to Fig. 1 shows sixteen processors or so-called processing elements (PE). It further comprises a data network, designated "data network", and control network for controlling the different computers PE, designated "control network". Each processor PE is provided with a local memory of its own, which comprises a copy of the program code, and other information required for executing the program. The said control network is intended to emit signals about in the direction of the arrows, in order thereby to indicate the operation status of each processor PE.

When a first processor PE is vacant at the same time as a second processor PE has arrived at a division point in a search tree, a signal is emitted via the control network, which signal controls the first processor to start the execution of one of the branches after the division point. When this is to be carried out, the said data network is utilized for copying all necessary infor-
mation and all data, i.e. the said environment, from the memory of the second processor to the memory of the first processor. Thereafter the two processors execute each its branch in the search tree. This procedure is there-
5 after repeated when a processor arrives at a division point. Processors having completed the execution of a branch, of course, are released so as to be able to exe-
cute another branch.

It takes, however, often an unacceptably long time to transfer actual environment from one processor to another processor in order to update the same so, that the operation can be divided between two processors.

This is the main restriction on the execution time for a program of the aforesaid kind. Not only does it take time to copy actual environment from one processor to another processor, these two processors also are not active in the execution during the time required for the copying.

The present invention solves the aforesaid problem en-
15 tirely and provides a computer system, which is a very rapid so-called "OR parallel interference machine", by which all advantages with sequential execution are maintained at the same time as the time for dividing the execution work to two or more computers is minimized.

The present invention, thus, relates to a computer sys-
20 tem, which is primarily intended for executing programs, the execution of which can be described in the form of a so-called search tree, such as so-called OR Parallel execution, comprising a plurality of computers or proc-
25 essors and memories, and is characterized in that each of the processors can be connected to memory modules via a network, which is capable to connect each processor simultaneously to the printing inlet of a group of mem-
30 ory modules divided for the respective processor in ord-
35er that the respective processor simultaneously should be capable to print in information into the connected
group of memory modules, and is capable to connect said processor to only one read output of a memory module in said group, and that a control member is provided to scan the operation status of the processors and memory modules, which control member is capable at a predetermined occasion, for example when a first processor arrives at a division point in said search tree in the program being executed, to control said network to connect a second processor, which does not execute, to the read output and print input of one of the memory modules, to which print input the first processor was connected and thus fed in data at the execution all the way to the division point, and preferably to connect the second processor to at least one additional one print input of said lastmentioned memory modules, provided that two memory modules are available, in order to print into these data during the subsequent execution of the second processor.

In the foregoing computers or processors have been mentioned. Computers here are understood to be processors provided with all sorts of types of memories, which computers can contain several processor units. Processors are understood to be a simpler form of computers, such as only process units in the form of CPU-units.

In Fig. 2 a computer system according to the invention according to a first embodiment thereof is shown by way of a block diagram. The system comprises a number of processors designated PE1, PE2, PE3 ..., PEN, which are connected to a number of memory modules designated MM1, MM2, MM3, MM4, ..., MMN. The number of memory modules preferably is greater than the number of processors.

Each processor PE comprises a local memory, which comprises a copy of the actual program code and an interpreter. When the code is a compiled code, no inter-
pretator is provided. The processors can be built-up of any suitable known CPU-unit, for example Motorola MC 68000.
The memory modules can also be of any suitable known type, for example an RAM-memory of 64K.
Furthermore, a first network 1 designated "Group Broadcasting network" GBN is provided. The processors PE are connected to the memory modules MM via the network GBN. The network GBN according to the invention is capable to connect each processor PE simultaneously to a group of memory modules, which connection is made to the print input W of each memory module. The object of this is that a processor PE, which is connected to a group of memory modules MM, simultaneously shall print in information into each of the memory modules MM in the group.
The first network 1 (GBN) further is capable to connect each processor PE to the read output R of only one memory module MM in said group. The network 1 (GBN), thus, is capable to couple, for example, PE1 to a print input W of a group of memory modules MM1, MM2, MM3 and simultaneously couple PE1 only to the read output R of the memory module MM1.
The network 1 (GBN) further is capable to be controlled by means of a control member 2 designated "Pools Manager" PM so as to carry out the coupling of any of the processors PE to any one or more of the memory modules MM.
The control member 2 (PM) consists of a computer or processor capable to control a pool of processors (PE1-PEn) and pool of memory modules (MM1-MMn), and is capable to control the first network 1 (GBN) to carry out different couplings between processors PE and memory modules MM, as well as to start and stop the different processors PE and to scan the operation status of the different processors PE.
Instead of being a special processor, the control member PM can be one or several of the processors PE.
According to the invention, thus, said control member comprises either a special processor PE or alternatively one or several of the processors PE. Irrespective of the design, the control member is connected to each of the processors PE either directly or indirectly, and is connected to each of the memory modules and to control inputs at said network.

According to the invention, the control member 2 (PM) is capable, when a first processor PE emits a signal to the control member 2 that the processor has arrived at a division point at the execution of a program in the form of a search tree, to start a second processor, which does not execute, which second processor is arranged to be connected via said network 1 (GBN) to the read output of only one of the memory modules MM, into which the first processor has fed in data at its execution all the way to said division point, and according to a preferred embodiment via the network 1 (GBN) to be connected to at least one additional print input W of said lastmentioned memory modules MM, in order to print data into these memory modules during the subsequent execution.

At each coupling of different processors with different memory modules via the network, the control member 2 emits control signals to the network, which thereby carries out the coupling.

One precondition, however, is that at least two memory modules are available which have been connected to the first processor all the way to the division point, and which can be spared to the second processor.

According to one embodiment, also a second network 3 designated "Interprocessor network" IN is provided, which is connected to each one of the processors PE and capable to constitute a communication channel between the different processors. Through this network two or more processors PE can synchronize one another to start or stop an execution.
According to another embodiment, an additional memory 4 designated "Global Memory" is provided, which is connected to each of the processors PE. Said memory 4 is capable to store information on which processors PE execute and the solutions found by the different processors at the execution. When, for example, a certain number of solutions from a work distributed between different processors is required, in the memory GM is stored which processors are executing. Respective solutions obtained further are stored together with which of the processors has rendered the respective solution to the memory 4 (GM). When the necessary number of solutions has been achieved, pool manager, for example, can send a signal to the processors PE, which still are executing, to stop.

When this takes place, the processor or processors, which have stopped, emit a signal to the control member 2 (PM), that the processor in question again is available for executing another part of the program. Through the memory (GM), thus, the execution is synchronized and rendered more effective. At the simplest embodiment of the invention, however, neither the second network 3 (IN) nor the memory 4 (GM) are required. The memory 4, further, together with the control member 2 can be an integrated unit.

The memory GM need not be a separate unit, but can consist of one or several of the memory modules or, alternatively, one or several of the local memory of the processors.

At one embodiment an execution of a program, the execution of which can be described in the form of a search tree, proceeds in principle in the way as follows. The control member 2 PM emits a control signal to a processor PE to start the execution. The processor PE 1 is arranged to be connected via the first network 1 (GBN), for example, to the print input W of all memory modules MM, but only to the read output R of one
memory module MM1. When PE1 arrives at a division point, PE1 emits a signal to the control member 2 (PM) stating that it has arrived. The control member 2 (PM) selects a vacant processor PE2, to which the control member 2 emits a signal, that PE2 shall be connected, for example, to the print input W of half of the memory modules MM, but not to the memory module MM1, the read output R of which is connected to PE1, and to be connected to the read output R of one of the memory modules connected to PE2. The control member 2 further emits a signal to PE1 to disconnect the connection to the memory modules to be connected to PE2. As PE1 has printed information and data into the memory modules, which thereby have been connected to PE2, the so-called environment of the division point is directly accessible for PE2, which therefore directly can commence to execute a branch after the division point while PE1 executes the second branch after the division point. Such a distribution of the execution work can take place at each division point, and successively an ever increasing number of processors are connected.

When a processor PE is at a division point, and this had been connected previously only to one memory module, because all memory modules except one have been engaged, the control member 2 is arranged to connect possible vacant memory modules to said lastmentioned processor PE, whereby a copying in known manner of information and data is caused to take place from the memory module containing the environment of the division point to the memory modules just connected. Thereafter a division of the execution work is carried out as soon as a processor is available, which thereby is connected to the read output on one of the memory modules, in which the environment of the division point is copied. This situation, however,
occurs only when a processor has access only to one memory module during the execution and then arrives at a division point.

When a processor has completed the execution of one branch, it emits a signal to the control member 2, and when appropriate to the memory 4 (GM), whereby the control member 2 emits a signal to the processor to return the connected memory modules to the pool of memory modules. Thereafter the processor also is included in the pool of processors.

As each processor prints into a group of memory modules, but reads only from one memory module during the execution, the mutual order of read and print operations must be maintained. If this is not the case, invalid data can be read from a memory module. The printing operations, of course, can be allowed to be delayed to all memory modules, except the one from which the actual processor reads.

The control member 2 further is arranged so as in a case when a processor is connected to several memory modules at the same time as only one memory module is available for a processor, which is to commence execution, to disconnect one or several memory modules from said first-mentioned processor and connect it to said last-mentioned processor.

It is entirely apparent from the aforesaid, that the present computer system is especially suitable for executing search tree programs where a plurality of processors simultaneously are in operation along different branches, at the same time as copying of the environment of a division point has been eliminated entirely or substantially entirely. The avoidance of copying implies a dramatically shorter time for executing a program.

This has been rendered possible by the invention,
in that, as mentioned above, the computer system is
designed so that a processor is connected to the print
input of two or more memory modules, but is connected
to the read output of only one of these memory modules.

5 Another problem at computer systems of the kind here
referred to is, that reading operations from a memory,
such as a memory module, take a relatively long time,
due to complex couplings between memory module and
processor.

10 When the number of processors and memory modules is
small, for example about ten, said time, however, can
be made satisfactorily short. At systems comprising con-
siderably more processors and memory modules, for ex-
ample one hundred, said time, however, is unsatis-

orily long.

According to another embodiment of the present invent-
ion, said time is reduced substantially. This embod-
iment is illustrated in Fig. 3.

According to said embodiment, the computer system com-
prises a number of combined units, so-called clusters.
Each cluster comprises a number of processors PE and a
number of memory modules MM, where the processors and
memory modules are connected to a third network 5,6,7
(Switching network) SW, of said kind, for each cluster.

25 The number of processors PE and memory modules MM in
each cluster shall be relatively small, so that the
access time within each such process unit is short
with reasonable complexity of the network 5,6,7. The
number of memory modules preferably is larger than the
number of processors. The network 5,6,7 (SW) corresponds
to said first network 1 (GBN) in Fig. 2 and, thus, is
capable to connect each processor PE to the print input
of two or more memory modules in the same cluster and
capable to connect the processor to the read input of

30 only one of these memory modules.
Each network 5, 6, 7 (SW) according to this embodiment further is capable to control an additional, fourth, common network 8 designated "Intercluster switching network" (ISN) to couple together the network 5, 6, 7 of one cluster with the network 5, 6, 7 of another cluster, in order thereby to utilize in other clusters vacant memory modules MM in cases when no vacant memory modules are available in the own cluster.

According to a preferred embodiment, the common network 8 and the network 5, 6, 7 in each cluster are capable to connect a processor within one cluster with the print input of one or more memory modules in other clusters.

Furthermore, a fifth network 9 designated "Interprocessor network" (IN) is provided, which entirely corresponds to the second network 3 (IN) described with reference to Fig. 2. Analogous to the computer system shown in Fig. 2, a control member 10 designated "Pools Manager" (PM) and a memory 11 designated "Global Memory" (GM) are provided. The mode of operation of the control member 10 corresponds to the one described above with reference to the control member 2 in Fig. 2. The control member 10 in addition stores, which processors PE and which memory modules MM belong to each cluster. In the same way as described above, the control member 10 also stores information on which memory modules are connected to which processors, and which environments are found in each of the memory modules. The control member 10 is capable to control the processors and networks so that a first processor in a first cluster can divide the execution work at a division point with a second processor in a second cluster, provided that the lastmentioned cluster comprises a memory module, into which the first processor has printed information and data during its execution all the way to the division point, i.e. the environ-
ment of the division point.
When no memory module having actual environment is available, copying yet must be carried out in known manner from the memory module having actual environment to a vacant memory module. An instruction stating that copying shall be carried out is given from the control member 10, which orders copying from a certain memory module to other memory modules. When said other memory modules are located in the same cluster, copying takes place via the network 5,6,7 (SW) within one cluster. When said other memory modules are located in other clusters, copying takes place via networks 5,6,7 (SW) of process units involved and said fourth network 8 (ISN). In order to avoid long access times in a computer system according to Fig. 3, the number of processors and memory modules within a cluster should not be too great.
In each cluster the different processors and memory modules are located very close to each other in order to reduce the signal ways within a cluster.
The especially advantageous feature of the embodiment according to Fig. 3 is, that print operations from one cluster to another cluster via said networks 5,6,7,8 (ISN and SW) can be allowed to take relatively long time, as for example a number of hundred microseconds. It is essential, however, that the print operations are maintained in correct time order. The relatively long time for the print operations does not affect the execution time, because a processor in a process unit always reads from a memory module in the same process unit.
The aforesaid networks 1,3,5,6,7,8,9, i.e. said "Group broadcasting network" (GBN) and said "Interprocessor network" (IN) and "Intercluster switching network" (ISN) and said "Switching network" (SW) can be designed in different ways by known technique. For example,
a so-called shuffle-exchange network, a so-called high-speed bus of, for example, optical type, a so-called Multi-Processor-Bus of the type VME or a so-called crossbar connection can be used for said networks. It is further, of course, also possible to utilize traditional points for point connections where the number of processors and memory modules is small.
The essential feature is that the first network 1 (GBN) can couple together all processors with any one or more of the memory modules. This applies correspondingly to said third network 5,6,7 with respect to the processors and memory modules within a cluster. In the case of the second network 3 (IN) and the fifth network 9 it is essential, that they are designed to serve as communication channel and control channel between the different processors. The essential feature concerning the fourth network 8 (ISN) is, that it is designed to serve as communication channel between the internal networks 5,6,7 (SW) of different clusters.

In the following two other embodiments are briefly described where the structures of networks coupling together different processors or different memory modules with each other are set forth in greater detail.

In Fig. 4 a computer system substantially according to Fig. 2 is shown by way of a simplified block diagram, where eight processors P0-P7 and sixteen memory modules M0-M15 are connected to a network 12, which is a so-called group Broadcasting network.
The network 12 has two outputs and inputs intended to be connected to the processors P0-P7 and outputs and inputs intended to be connected to the memory modules M0-M15.

In Fig. 5 a part 13 of the network 14 in Fig. 4 is shown. The circuit refers to only one bit, and the network 12, therefore, consists of thirtytwo parts according to Fig. 5 at a 32-bit address/databus. Each
part comprises a circuit 13 (ICN-slice) to connect a bit between different processors PE and memory modules MM. Each processor PE is connected to the circuit 13 via two terminals, of which a first one 14 designated I/O refers to address and data, and a second one 15 designated R/W refers to control of whether a reading (R) or printing (W) operation is referred to. A circuit 13 is shown in detail in Fig. 6. The outputs and inputs I/O are designated by the numeral 14 in Fig. 6 while the numeral 15 designates the control inputs R/W.

Each memory module MM is connected to the circuit 13 by a print input 16 designated Wr and a read output designated Rd.

As concrete components in the circuit 13 the following TTL-circuits can be used. D.R. designates a data register, which can be 74F374. S.R. designates a shift register, which can be 74F299. SELECT designates a selector circuit, which can be 74F251. These circuits are manufactured a.o. by Fairchild Inc., USA.

Buffer circuits, or drive circuits, 18,19 designated Buffer and Bf are provided, which can consist, for example, of the TTL-circuit 7-F244 where the drive circuits 19 consist of two such components.

The said network, thus, comprises a coupling circuit with a number of selectors, which via control inputs are controlled by the control member to couple together different processors with the print input and, respectively, read output of different memory modules. The circuit further is provided with a number of shift registers, in which the control member can store serially a number of data bits, which describe the intended coupling of the circuit between different processors and different memory modules. A number of data registers is provided, to which the control member can control the
transfer of information from the shift registers, so that the transfer occurs in parallel. The outputs of the data registers are connected to the selectors, which thus carry out said coupling together.

In Figs. 4 and 5 also a Pool Manager 20 is indicated, which via a so-called bus 21 is connected to each processor PE and each memory module MM. Said Pool Manager is arranged to control via said bus 21 the processors PE to start and to stop. Via said bus 21 also the operation status of the memory modules MM is synchronized.

The said Pool Manager 20 is connected to each circuit 13 via six control inputs 22-27, of which the control inputs 22-24 are utilized at the coupling of a connection from the processors PE to the print input (Wr) of the memory modules MM, and the control inputs 25-27 are utilized at the coupling of a connection from the read output (Rd) of a memory module MM to a processor PE. The coupling of a circuit 13 proceeds as follows.

When, for example, the print input of the memory module MM3 is to be coupled to the processor PE4, the shift registers S.R. are charged serially in that a bit is set up on the input 22, which bit is clocked in by a signal on the input 23, whereafter the next bit is set up and clocked in, a.s.o., until all the fourtyeight bits describing the said coupling of the circuit 13 are fed in. This information thereafter is charged in parallel from the shift registers S.R. over to the data registers D.R. by applying a signal on the input 23.

In the data register D.R. corresponding to the memory module MM3 the digit 4 is now found in binary form, which corresponds to processor No. 4 (PE4). The outputs of the data registers D.R. are coupled to the input selector of the selectors (SELECT), and therefore input No. 4 on the selector corresponding to MM3 is coupled to the output on this selector, which output
is connected to MM3. The said input No. 4 is connected to PE4. The coupling of a read output (Rd) from a memory module to a processor (PE) proceeds in an analogous way via the control inputs 25-27.

By using data registers D.R. an established coupling can be maintained while a new coupling is fed into the shift registers of the circuits. The numeral 28 designates inverting circuits of known type, by means of which two "1 of 8"-selectors are caused to act as a selector of the type "1 of 16". A suitable circuit can be 74F04.

The said Pool Manager 20, thus, is capable via said control inputs 22-27 to control which print inputs (Wr) of the memory modules M0-M15 are to be coupled to which processors P0-P7, and from which memory module a certain processor shall read. The network 12, thus, is capable to connect a processor to the print input of one or several memory modules and to connect a processor to the read output of one memory module.

It has been mentioned above, that the number of memory modules preferably is greater than the number of processors. The number, however, can be equal. In Fig. 7 an embodiment is shown comprising sixteen processor elements (PEM), each of which comprises a processor and a memory module. In Fig. 8 a processor element PEM is shown in detail, where "CPU" designates the processor 29 and "Memory" designates the memory module 30. Between the processor 29 and memory module 30 a local bus 31 is located, which is connected to a so-called interface 32. To said interface 32 four shift registers 33-36 are connected, which in their turn are connected to a network, which is arranged to connect the different processor elements PEM one with the other via inputs and outputs 55-58 from each shift register 3533-36. The network comprises four circuits 38-41 designated "ICN-Slice", one of which is shown in detail in
Fig. 9. To each element PEM a control loop 42 designated "PEM-Control-Bus" is connected, which is connected to a Pool Manager 43. The said Pool Manager 43 is capable via the control loop 42 to control the working status of the processor elements, such as to stop and start the respective processor 29. The control loop 42 has the same function as said bus 21 in Fig. 4.

Each of the circuits 38-41 comprises the components S.R., D.R., B.F., which are exemplified above, and the circuit MPX, which is a selector circuit and can consist of the TTL-circuit 74F251. The numeral 50 designates inverting circuits corresponding to those inverting circuits designated by 28 in Fig. 6, which circuits can consist of 74F04.

Each of the circuits 38-41 is provided with inputs and outputs 44, 45, which are connected to elements PEM, as appears from Figs. 7 and 9, i.e. with a respective terminal to a respective processor element PEM.

Each of the circuits 38-41 is provided with control inputs 46-48. The respective control input 46, 47, 48 of each of the circuits 38-41 are coupled in parallel with each other and coupled to said Pool Manager 43. The Pool Manager 43 is capable by these control inputs 46-48 to control actual coupling ways and directions, depending on whether reading and/or printing operations are referred to. An additional terminal 49 constitutes a clock-input (pipe-line-clock) for a global clocking circuit, which can be comprised in said Pool Manager 43. Its function is to clock data through the circuit 38-41 with high frequency, for example 5 MHz - 20 MHz, so-called pipe-lining.

This design has the advantage, that the band width of the network can be adapted to the maximum transfer speed, which a processor element PEM can produce at copying from one processor element PEM to another proc-
essor element PEM, at the same time as the number of connection lines is substantially smaller than at the embodiment according to Figs. 4, 5 and 6. The network according to Fig. 7, thus, is a 4-bits so-called ICN crossbar.

The said adaptation is effected by using more or a smaller number of circuits 38-41. When, for example, the maximum transfer speed between two PEM is 40 Mbit/sec and each circuit 38-41 has a band width of 10 Mbit/sec, thus, four circuits 38-41 are required.

The circuit 38-41 shown in Fig. 9 has the same function in principle as the afore-described circuit 13 shown in Fig. 6. The circuit 38-41, however, is utilized for up-coupling different processor elements PEM with each other, while the circuits 13 are utilized for up-coupling different processors PE with different memory modules MM.

At the embodiment according to Fig. 7, thus, a certain processor 29 in a certain processor element PEM can be coupled via the network 38-41 to the print input of the memory of one or several of other processor elements. The said certain processors 29 are connected both to the print input and read output of its local memory 30 in the processor element PEM.

When coupling is to be established between a processor unit PEM and another processor unit PEM, the shift registers S.R. are charged in that a bit is set up on the input 48, which bit is clocked in by a clock pulse on the input 47. When the ten shift registers have been charged with a total of 80 bits, these are transferred in parallel to the data registers D.R. by means of a signal on the input 46. The selectors MPX are hereby configured to connect one of the sixteen inputs and outputs 44, 45 with one of the fifteen remaining inputs and outputs 44, 45, whereby one PEM is connected with another PEM according to the up-coupling described
by the charged 80 bits. The data registers 51,52 are
connected to the buffer circuits Bf and control the
same. The buffer circuits Bf couple the outputs from
the data registers 53,54 to the terminals of the inputs
and outputs 44,45 and thereby determine the said termi-
nal to be input or output.

As regards the aforesaid third network 5,6,7 (SW),
see Fig. 3, it can be designed according to the embod-
iments of networks described with reference to Figs. 5,6
and, respectively, 7,9. The said fourth network 8, see
Fig. 3, also can be designed in this way.

A number of embodiments of the invention have been descr-
ibed above by way of example. It is obvious, however,
that further embodiments can be imagined.

The present invention, therefore, must not be regarded
to be restricted to the embodiments set forth above, but
the invention can be varied within the scope of the
attached claims.
Claims

1. A computer system intended primarily for executing programs, the execution of which can be described in the form of so-called search trees, such as so-called Parallel execution, comprising a number of computers or processors and memories, characterized in that each of the processors (PE1-PEn; PE; PE0-PE7; PEM) can be connected to memory modules (MM1-MMn; MM; MM0-MM15; PEM) via a network (1; 5-7,8; 12; 38-41), which network is capable to connect each processor simultaneously to a group of print inputs (W;Wr) of memory modules divided for the respective processor, so that the processor in question simultaneously shall be able to print information into the connected group of memory modules, and capable to connect said processor to only one read output (R;Rd) of a memory module present in said group, and that a control member (2;10;20;43) is provided to scan the operation status of the processors (PE1-PEn; PE;PE0-PE7;PEM) and memory modules (MM1-MMn; MM; MM0-MM15;PEM), which control member (2;10;20;43) is arranged at a pre-determined occasion, such as when a first processor arrives at a division point in said search tree in the executing program, to control said network (1;5-7,8;12;38-41) to connect another processor, which does not execute, to the read output (R;Rd) and print input (W;Wr) of one of the memory modules, to the print input of which the first processor had been connected and, thus, fed-in data at the execution all the way to the division point.

2. A computer system as defined in claim 1, characterized in that the control member (2;10;20;43) is arranged to control said network (1;5-7,8;12;38-41) to connect the second processor to at least one additional one of the print inputs (W;Wr) of said lastmentioned memory modules, provided that two memory
modules are accessible, so as to print into the same data during the subsequent execution of said second processor.

3. A computer system as defined in claim 1 or 2, characterized in that said control mem-
ber comprises one or several processors (2;10;20;43) and is connected to each of the said processors (PE1-PEn; PE; PEO-PE7; PEM) and each of said memory modules (MM1-
MMn; MM; M0-MM15; PEM), and is connected to control in-
puts (22-27;46-48) of said network.

4. A computer system as defined in claim 1, 2 or 3, characterized in that it comprises a number of separate processors (PE1-PEn; PE; PEO-PE7), each comprising a local memory intended to contain a copy of the actual program code and a possible interpret-
ator, and that separate memory modules (MM1-MMn; MM; M0-MM15) are comprised in a greater number than said processors, and the processors and memory modules are connected to said network (1;5-8;12).

5. A computer system as defined in claim 1, 2 or 3, characterized in that it comprises a number of processor elements (PEM), each of which comprises a processor (29) and a memory module (30), which processor elements (PEM) are connected to said network (38-41).

6. A computer system as defined in claim 1,2,3,4 or 5, characterized in that it comprises two or more so-called clusters comprising a number of processors (PE), a number of memory modules (MM) and a network (5-7) of said kind, which network (5-7) is arranged to connect different processors (PE) and different memory modules (MM) in a cluster one with the other, that said clusters are interconnected via a comm-
on network (8) connected to the network (5-7) associat-
ed with each cluster, and that the common network (8)
and the network (5-7) in each cluster are capable to connect a processor (PE) in a cluster to the print input of one or several memory modules (MM) in other clusters.

7. A computer system as defined in claim 1,2,3,4,5 or 6, characterized in that said network (1;5-8;12;38-41) comprises a coupling circuit (13;38-41) comprising a number of selectors (SELECT;MPX), which via said control inputs (22-27;46-48) of the circuit are controlled by said control member (20;43) to couple-up different processors (PE0-PE7;PEM) with the print input and, respectively, read output of different memory modules (MM0-MM15; PEM).

8. A computer system as defined in claim 7, characterized in that the circuit (13;38-41) is provided with a number of shift registers (S.R.), into which the control member (20;43) is arranged to serially store a number of so-called bits, which describe the intended coupling-up of the circuit (13;38-41) between different processors (PE0-PE7;PEM) and different memory modules (MM0-MM15;PEM), and is provided with a number of data registers (D.R.), to which the control member is arranged to control the transfer of information from the shift registers (S.R.), so that the transfer takes place in parallel, which data registers (D.R.) are connected to said selectors (SELECT;MPX).
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