A data verification system is configured to verify machine-
recognized data elements acquired during a machine-imple-
mented data acquisition process. The system includes a data
verification workstation, an image server, and a data entry
server. The data verification workstation is configured to
obtain document images from the image server, present
portions of document images to an operator, wherein the
document images include text, and receive input from the
operator based on the text. The input includes data elements.
The data verification workstation is also configured to
acquire machine-recognized data elements from the data
entry server. The machine-recognized data elements were
acquired from the document image during a machine-imple-
mented data acquisition process based on the text. The data
verification workstation is also configured to compare the
data elements received from the operator to the machine-
recognized data elements and selectively prompt the op-
tator to re-input the data elements based on the comparison.
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PROPERTY RECORD DOCUMENT DATA VERIFICATION SYSTEMS AND METHODS

[0001] Embodiments of the present invention relate generally to extracting data from documents. More specifically, embodiments of the present invention relate to systems and methods for extracting property-related data from images of documents.

BACKGROUND OF THE INVENTION

[0002] In the United States, when an interest in real property is transferred, documents evidencing the transfer typically are recorded with a local recording entity. Other jurisdictions outside the United States also follow this practice. As such, a future grantee of interest in the same real property may determine whether his grantor actually owns what he is attempting to transfer.

[0003] Title companies are frequently engaged by grantees, mortgagees, and the like (i.e., anyone receiving an interest in real property) to ensure the quality of title being transferred. To do so, the title company typically examines the “chain of title” to the property interest begins transferred to determine its status and/or quality. Based on what it finds, a title company may issue a title policy that insures the transfer. In most cases, the policy includes conditions that are determined by events related to previous transfers of the property.

[0004] Determining how to properly condition a title policy may be a laborious task. It generally requires that a title examiner locate and inspect each recorded document in a parcel’s chain of title, at least back to a certain point in time. This is complicated by the fact that most recording jurisdictions do not provide electronic searching systems. While an electronic index may assist an examiner to locate documents, the index does not include all the relevant information needed to underwrite the policy. Hence, the title examiner typically must look at each document or an image thereof. Given the extremely time consuming task of examining property records, it would be helpful to have more robust electronic property record search systems. Of course, title companies and title examiners are not the only entities that desire such systems.

[0005] Several entities have attempted to create electronic “title plants” that give title examiners, abstractors, and others the ability to quickly, efficiently, and accurately search recorded property records. Investing the effort to create a title plant is generally a tradeoff between the expected income and the cost of creating it for a given jurisdiction. Hence, efficient processes are needed to extract valid data from recorded property records and verify the accuracy of the extracted data.

BRIEF SUMMARY OF THE INVENTION

[0006] Embodiments of the present invention provide a data verification system. The system is configured to verify machine-recognized data elements acquired during a machine-implemented data acquisition process. The system includes means for presenting portions of document images to an operator. The document images include text. The system also includes means for receiving input from the operator based on the text. The input comprises data elements. The system also includes means for comparing the data elements received from the operator to machine-recognized data elements acquired during the machine-implemented data acquisition process based on the text and means for selectively prompting the operator to re-input the data elements based on the comparison.

[0007] In such embodiments, the means for presenting portions of document images to the operator may include means for selecting a portion based on stored coordinates acquired during the machine-implemented data acquisition process. The system may include means for selectively presenting the machine-recognized data elements to the operator. The means for selectively presenting the machine-recognized data elements to the operator may include means for selectively presenting the machine-recognized data elements to the operator based on a match measure determined during the machine-implemented data acquisition process. The means for presenting portions of document images to an operator may include means for color-coding the portions of the document image based on a match measure acquired during the machine-implemented data acquisition process. The document may be a warranty deed, a quit claim deed, a mortgage, a release, and/or the like. The data elements may be a grantor name, a grantee name, a legal description, a property address, and/or the like.

[0008] In other embodiments, a method of verifying machine-recognized data elements acquired during a machine-implemented data acquisition process includes presenting portions of document images to an operator. The document images include text. The method also includes receiving input from the operator based on the text. The method also includes comparing the data elements received from the operator to machine-recognized data elements acquired during the machine-implemented data acquisition process based on the text. The method also includes selectively prompting the operator to re-input the data elements based on the comparison.

[0009] In such embodiments, presenting portions of document images to the operator may include selecting a portion based on stored coordinates acquired during the machine-implemented data acquisition process. The method may include selectively presenting the machine-recognized data elements to the operator. Selectively presenting the machine-recognized data elements to the operator may include selectively presenting the machine-recognized data elements to the operator based on a match measure determined during the machine-implemented data acquisition process. Presenting portions of document images to an operator may include color-coding the portions of the document image based on a match measure acquired during the machine-implemented data acquisition process. The document may be a warranty deed, a quit claim deed, a mortgage, a release, and/or the like. The data elements may be a grantor name, a grantee name, a legal description, a property address, and/or the like.

[0010] In still other embodiments, a data verification system is configured to verify machine-recognized data elements acquired during a machine-implemented data acquisition process. The system includes a data verification workstation, an image server, and a data entry server. The data verification workstation is configured to obtain document images from the image server, present portions of document
images to an operator, wherein the document images include text, and receive input from the operator based on the text. The input includes data elements. The data verification workstation is also configured to acquire machine-recognized data elements from the data entry server. The machine-recognized data elements were acquired from the document image during a machine-implemented data acquisition process based on the text. The data verification workstation is also configured to compare the data elements received from the operator to the machine-recognized data elements and selectively prompt the operator to re-input the data elements based on the comparison.

In such embodiments, the data verification workstation is further configured to select a portion of a document image to present to the operator based on stored coordinates acquired during the machine-implemented data acquisition process. The data verification workstation is further configured to selectively present the machine-recognized data elements to the operator. The data verification workstation is further configured to selectively present the machine-recognized data elements to the operator based on a match measure determined during the machine-implemented data acquisition process. The document may be a warranty deed, a quit claim deed, a mortgage, a release, and/or the like. The data elements may be a grantor name, a grantee name, a legal description, a property address, and/or the like.

BRIEF DESCRIPTION OF THE DRAWINGS

A further understanding of the nature and advantages of the present invention may be realized by reference to the remaining portions of the specification and the drawings wherein like reference numerals are used throughout the several drawings to refer to similar components. Further, various components of the same type may be distinguished by following the reference label by a dash and a second label that distinguishes among the similar components. If only the first reference label is used in the specification, the description is applicable to any one of the similar components having the same first reference label irrespective of the second reference label.

FIG. 1 illustrates a system for extracting data from document images according to embodiments of the present invention.

FIG. 2 illustrates the basic steps in a process for extracting data from document images according to embodiments of the invention, which process may be implemented in the system of FIG. 1.

FIG. 3 depicts a document title determination process according to embodiments of the present invention. FIGS. 4a-4c depicts various input and output products for the document title determination process of FIG. 3.

FIG. 5 depicts a data validation process according to embodiments of the invention.

FIG. 6 depicts a data verification process according to embodiments of the invention.

FIG. 7 depicts a data verification process screen view according to embodiments of the invention.

DETAILED DESCRIPTION OF THE INVENTION

Embodiments of the present invention relate to systems and methods for extracting data from documents. In order to provide a context for describing embodiments of the present invention, embodiments of the invention will be described herein with reference to extracting data from property records, though this is not a requirement. Those skilled in the art will appreciate that the systems and methods described herein may be applied to extracting data from virtually any type of document or document image.

The ensuing description provides preferred exemplary embodiment(s) only, and is not intended to limit the scope, applicability or configuration of the invention. Rather, the ensuing description of the preferred exemplary embodiment(s) will provide those skilled in the art with an enabling description for implementing a preferred exemplary embodiment of the invention. It is to be understood that various changes may be made in the function and arrangement of elements without departing from the spirit and scope of the invention as set forth in the appended claims.

Specific details are given in the following description to provide a thorough understanding of the embodiments. However, it will be understood by one of ordinary skill in the art that the embodiments may be practiced without these specific details. For example, systems may be shown in block diagrams in order not to obscure the embodiments in unnecessary detail. In other instances, well-known processes, structures and techniques may be shown without unnecessary detail in order to avoid obscuring the embodiments.

Also, it is noted that the embodiments may be described as a process which is depicted as a flowchart, a flow diagram, a data flow diagram, a structure diagram, or a block diagram. Although a flowchart may describe the operations as a sequential process, many of the operations may be performed in parallel or concurrently. In addition, the order of the operations may be re-arranged. A process is terminated when its operations are completed, but could have additional steps not included in the figure. A process may correspond to a method, a function, a procedure, a subroutine, a subprogram, etc. When a process corresponds to a function, its termination corresponds to a return of the function to the calling function or the main function.

Moreover, as disclosed herein, the term “storage medium” may represent one or more devices for storing data, including read only memory (ROM), random access memory (RAM), magnetic RAM, core memory, magnetic disk storage mediums, optical storage mediums, flash memory devices and/or other machine readable mediums for storing information. The term “computer-readable medium” includes, but is not limited to portable or fixed storage devices, optical storage devices, wireless channels and various other mediums capable of storing, containing or carrying instruction(s) and/or data.

Furthermore, embodiments may be implemented by hardware, software, firmware, middleware, microcode, hardware description languages, or any combination thereof. When implemented in software, firmware, middleware or microcode, the program code or code segments to perform the necessary tasks may be stored in a machine readable medium such as storage medium. A processor(s) may perform the necessary tasks. A code segment may represent a procedure, a function, a subprogram, a program, a routine, a subroutine, a module, a software package, a class, or any
combination of instructions, data structures, or program statements. A code segment may be coupled to another code segment or a hardware circuit by passing and/or receiving information, data, arguments, parameters, or memory contents. Information, arguments, parameters, data, etc. may be passed, forwarded, or transmitted via any suitable means including memory sharing, message passing, token passing, network transmission, etc.

[0026] According to embodiments of the present invention, data is extracted from property records, verified, and stored for later use. Exemplary data includes grantor and grantee names, property address, legal description, transfer date, and the like. Because this information may be obtained from any of a number of different document types, the process includes identifying a document type by first recognizing at least a portion of the document. Thereafter, data is extracted based on the document type. Once a document has been completely recognized, the extracted data is verified, which may include 100% blind verification or partially assisted verification.

[0027] Having described embodiments of the invention generally, attention is directed to FIG. 1, which illustrates an exemplary data extraction system 100 according to embodiments of the invention. Those skilled in the art will appreciate that the system 100 is merely exemplary of a number of possible embodiments. The system receives images 101 of recorded property documents. The document images 101 may be in any of a variety of formats, some of which may require conversion through a process that may take place on a computing device 102. For example, the images 101-1 may be the actual documents, copies of the actual documents in paper form, microfilm or microfiche versions of the documents, electronic images in a format not compatible with the remainder of the process, and/or the like 101-1. In another cases, the images 101-2 may be properly formatted, properly labeled with a file name that may be a recording number, grouped into batches of a suitable size, and classified according to jurisdiction.

[0028] If the images require conversion, a process operating on the computing device 102 may include scanning the images into electronic form (using an associated scanning device), preprocessing the images to locate a document number, saving each image or group of documents to a file named with the document’s document number, and batch the files into manageable batches. Properly named and batched image files 101 are then stored at an image server 104 having an associated database. An index file also may be created or received that identifies the file in the batch and may include each image’s file name, document number, number of pages, and/or the like. In a specific embodiment, the images are stored as a file of images in a file name corresponding to a document number generated at the time of recording, placed into batches with other document images from the same recording jurisdiction, and stored in a hierarchal file structure according to State, subclass, and county or recording jurisdiction. The number of images in a batch typically is 50, but the number may be varied according to a suitable workload for any human processing required on the batch, as will be described in greater detail hereinafter.

[0029] The image server 104 may be any suitable computing device, typically of server class with a server operating system to accommodate multiple simultaneous connections. The associated data storage arrangement may be any suitable storage arrangement for storing image files.

[0030] The system 100 also include a network 106 for facilitating communication among the various system components. The network 106 may be, for example, the Internet, an intranet, a wide area network, and/or the like, and may include wired and/or wireless connections.

[0031] The system 100 also includes an administration server 106 that manages the workload of various client devices 108, stores application software for the client devices 108 or other system components, maintains tables or records of acquired data as images are processed, and/or the like. The server 106 may be any suitable computing device for accomplishing these functions.

[0032] The client devices 108 are tasked by the administration server 106 to perform much of the workload of the system. The number of clients 108 may be scaled according to workload demands. When the administration server 106 recognizes the presence of an incoming image batch on the image server 104, it checks the workload status of the clients 108 and attempts to identify an idle client. It then directs the client to initiate processing of the batch. In response, the client 108 may acquire application software from the administration server 106, acquire images from the image server 104, and begin processing the batch of images.

[0033] The system 100 also includes a validation server 110, which may be any suitable computing device, and associated data storage arrangement. The validation server 110 is in communication with one or more processing clients 108 as the client is processing a batch and assists the client by validating data the client recognizes on the image. The validation server 110 acquires data from various sources, including a mainframe 112, the administration server 106, the image server 104, and/or the clients 108. For example, based on the state and county of the batch being processed, the validation server 110 may acquire a list of document titles commonly used in that county, a list of subdivision names found in the county, a list of property names or company names of grantees or grantees who own or have owned property interests in the county, and/or the like. The validation server 110 also may receive an index file that lists the document numbers for the images in the batch being processes. Many such examples are possible.

[0034] As will be described in greater detail hereinafter, as a client 108 is processing a batch, it “recognizes” (e.g., performs Optical Character Recognition (OCR)) of a document or portion thereof and sends recognized character strings to the validation server 110. The validation server attempts to match the recognized character string to its data store, and returns a match measure based on what it finds. The client 108 then uses the information to make decisions about the quality of the data. If the data is of sufficient quality (e.g., it has a percentage match above a match threshold), the data may be considered good with respect to the document. The data may then be written to a record at the administration server 106, or other appropriate location, and/or may be used to determine additional process that should be executed to gather additional data from the document and/or further validate other recognized data. In some embodiments, coordinates on the document from which the data was acquired may be stored for later use during a verification process. The match measure for each
acquired data element also may be stored for later use. Once a document is fully processed, the next document in the batch is processed.

[0035] Upon completion of a batch by a client 108, the records for the batch are placed on a data entry server 114. Thereafter, verification workstations 116 access the records and verify the results. This may include viewing each data element and the associated portion of the document image from which the data was acquired. In some embodiments, 100% of the data is verified. In other embodiments, only data having a matching measure below a verification threshold is verified. Many such examples are possible.

[0036] Once the data has been properly verified, it may be posted to a title plant residing on the mainframe 112. The mainframe 112 is generally accessible for commercial purposes. For example, title companies may use the data to underwrite title policies.

[0037] As previously stated, those skilled in the art will appreciate that the system 100 is merely exemplary of a number of possible system embodiments.

[0038] Having described an exemplary system according to embodiments of the invention, attention is directed to FIG. 2, which illustrates an exemplary method 200 according to embodiments of the invention. The method 200 may be implemented in the system of FIG. 1 or other suitable system. Those skilled in the art will appreciate that the method 200 is merely exemplary and other exemplary methods may include more, fewer, or different steps than those illustrated and described herein. Moreover, the various steps in the method 200 may be traversed in orders different that those illustrated and described herein, as is also the case for other methods described herein.

[0039] The method 200 begins with receipt of images at step 202. At this point the images may be in any form, including paper documents, paper copies, electronic images, micro film or microfiche images, and/or the like. Because, however, the remainder of the process may be more efficient if the images are of standard type and batched in a standard manner, it may be necessary to preprocess, or prep, the images at block 204. If so, the source images are scanned or otherwise converted to a suitable electronic form, converted from grayscale or color to properly segmented binodal images, saved using a file name indicative of a document number, which may be a recording number, paginated into individual pages or individual documents, grouped into batches of appropriate size, and stored in a hierarchical file structure with recording jurisdiction at the lowest level and state at the highest level. If not available previously, an index also may be created, which may include each document in the batch by file name, the number of pages in the image file, and/or the like.

[0040] Once a batch is available for processing, each document in the batch is processed page-by-page beginning with determining a document title at block 206. Document title determination will be described in greater detail hereinafter. Generally, however, document title determination includes recognizing a portion of the document, comparing recognition results to target document titles until a suitable threshold match is achieved, then assigning a document code, or document type, to the document. The specific document code determines, to a large extent, future processing steps.

[0041] Based on the document's type, data is recognized and validated at block 208. This may include comparing any text string recognized on the document to target data. The target data may come from a preexisting title plant, known business and personal names in the recording jurisdiction, geographic information in the recording jurisdiction like cities, subdivisions, and/or the like, and any of a wide variety of other sources. In some embodiments, the validation process pairs various combinations of recognized character strings with corresponding pairs of target data elements. For example, if a first recognized data string is believed to be a grantor's name and a second recognized data string is believed to be a property address and/or legal description, the first and second recognized strings may be compared to corresponding target grantee names and property address and/or legal descriptions. If a grantor name matches the most recent grantee name for the specific parcel that matches the address or legal, there is a high degree of confidence that the grantor and address are correct as recognized and may be assumed to be valid.

[0042] At block 208, appropriate data elements are stored to a record associated with the document. A match percent-age coordinated location on the document of the recognized data, and other pertinent information also may be stored in the record.

[0043] At block 210, data elements are verified. This step is a human verification process that compares the validated data to the image or portion thereof from which the data was acquired. The verification may be 100% blind, in which case the data is keyed from the image. If the human-keyed data does not match the machine-recognized and validated data, then an alert informs the operator that the data should be re-verified. Conveniently, even in a 100% blind verification process, the coordinate information obtained from the machine-recognition process greatly improves the efficiency of the verification process by only presenting the operator with the image portion believed to contain the data or interest.

[0044] In other embodiment, the verification process is not a 100% blind verification. In some embodiments, 100% of the data is verified; however, data elements which were validated to a higher threshold may not require blind verification. For example, data elements validated between 90 and 100% confidence may have the validated results presented to the verification operator for confirmation. In other embodiments, data elements validated above, for example, a 95% confidence may require no verification, while data elements validated with a confidence in the range of 85% to 95% may be presented for non-blind verification. Many such examples are possible.

[0045] Once all data elements are verified, the data may be populated into a title plant for commercial use. The data elements also are available for use in future validation processes as newly-recorded documents are processed.

[0046] Having described an exemplary embodiment of the invention generally, attention is directed to FIG. 3, which illustrates an exemplary document title identification method 300 according to embodiments of the invention. The method 300 may be comprised by the step 206 of the method 200 of FIG. 2, although that is not necessarily the case. The method 300 begins at block 302, at which point a document is recognized. This step may include recognizing an entire
Recognizing the document includes performing OCR on the document image. In some cases this produces text characters that correlate perfectly with text characters contained on the document. In some cases, however, text characters are incorrectly recognized to be different characters, non-alphanumeric characters, punctuation marks, and/or the like. Such occurrences will be dealt with in later steps. The recognizing process simply attempts to recognize markings on the document image as characters within a finite character set (e.g., English language characters, roman numerals, recognized punctuation, and selected foreign characters). The recognition step also may include condensing character strings to eliminate intermediate blank characters. FIGS. 4a and 4b depict, respectively, a portion of a document image and the results of an exemplary recognition step performed according to embodiments of the invention.

At block 304, candidate title strings are identified. A candidate title string may include any string or strings of recognized characters. In some embodiments, each line of recognized text is a candidate title string, but this is not necessarily the case. In some cases, a candidate title string may include characters from multiple lines.

At block 306, the data validation server is populated with target document titles appropriate for the jurisdiction in which the subject document was recorded. The knowledge of which document title set to load into the data validation server may come from the file structure in which the current batch is stored, an index file associated with the batch, or other appropriate source. It should be apparent to those skilled in the art that step 306 may be accomplished only once per batch and may be accomplished prior to the first page of the first document being recognized.

At block 308, candidate title strings are sent to the data validation server for evaluation. As each candidate title string is received, the validation server compares the candidate title string to target document titles loaded at step 306. The comparison is scored, or measured, at block 312. The score may be a percentage measure determined by the number of matching characters out of the number of characters compared, although other possibilities exist. In some embodiments at block 314, information is returned to the processing client for each comparison. In other embodiments, information is returned only upon the occurrence of a comparison having a match percentage above a predetermined threshold. In still other embodiments, candidate title strings are sent to the validation server only until a comparison produces a match percentage above the predetermined threshold, after which the comparison process concludes.

In some embodiments, a candidate title string may match multiple target document titles. This situation is depicted in FIG. 4c, wherein the candidate string “QUIT-CLA-MDEED” matched both “QUIT-CLAIM DEED” and “QUIT CLAIM DEED” at 92%. Hence, it may be necessary in some cases to select a title based on the comparison score. If so, this is accomplished at block 310. In this specific embodiment, however, both target document titles are associated with the same document code “QD,” which in this specific embodiment is the ultimate object: determining a document classification, or code, or type. The document type, as will be described in greater detail hereinafter, to a large extent, determines what takes place in subsequent steps and processes.

Once the document title or document type, depending on the specific embodiment, is determined, at block 318 the results are stored in a record associated with the document. Additional information that may be stored includes a coordinate location on the document of the candidate string that produced the document title match, the match quality, the validated document title (i.e., the target document title), and/or the like. The process then proceeds to data validation as described immediately hereinafter.

FIG. 5 depicts an exemplary data validation process 500, which may be comprised by the data validation step 208 of FIG. 2. It should be appreciated that the process 500 may begin immediately on a document for which a document type was just determined, or all document types for a batch of documents may be determined before validation proceeds. In this specific embodiment, the process proceeds immediately after document type determination on a document-by-document basis.

The data validation process 500 begins at block 502 when rules are selected for document validation. The rules may be selected from a database of rules that are applicable, at least initially, in hierarchical fashion according to state, county, or recording jurisdiction, and document type.

At block 504, the document is recognized if not previously recognized during document title determination. At block 506, candidate strings are identified. In this case, candidate strings are identified based on the rules. For example, a rule for a specific document type may require that a grantor name and property legal description be located at specific locations or location ranges on the document. Depending on the specific recording jurisdiction, however, the rules may be much more detailed, requiring that target strings be located for much more narrowly-focused data elements.

At block 508, which may take place at most any point in time once required parameters are known, the data validation server is populated with candidate data elements. The candidate data elements may be obtained from the title plant on the main frame, the data validation server's own data store, the administration server, the image server, an index file associated with the current batch, and/or the like. In a specific example, the acquired data depends on the state and recording jurisdiction (which may come from an index file associated with the batch) and the document type (as determined by the document title identification process). In some cases the acquired data is determined by the specific rules dictated by the foregoing. In some embodiments, the acquired data is updated while processing a single document in response to new rules being selected as will be described hereinafter. Many examples are possible.

The acquired data may be organized into tables, records, lists, or any suitable arrangement. Exemplary data include proper names (which may be segmented according
to first, last, middle, suffix, etc.), cities, streets, subdivisions, company names, multi-unit developments, and the like.

At block 510, candidate strings are send to the data validation server for processing. According to this specific embodiment, strings are sent one at a time, compared to target data elements by the validation server at block 512, scored at block 514, and returned to the processing client at block 516, at which point a validity determination is made. The validity determination may be made based on the quality of the comparison match (e.g., percentage) as discussed previously with respect to document title determination. In this case, however, additional steps may be required before data can be confirmed valid, as will be described immediately hereinafter.

At block 518, data validation results are stored. The results may include the data element, a coordinate location on the document at which the data element was located, a match percentage, and/or the like. Based on the result, however, the value of the data element may trigger additional rules. This determination is made at block 520, additional rules are selected at block 522, and the process continues at block 506 with an attempt to locate additional data elements. An example follows.

If a rule for a specific jurisdiction and document type requires an address to be located at a particular location, text strings at and around that location are sent to the data validation server. Assume a text string matches a condominium complex name known to be located in the recording jurisdiction by virtue of the condominium name being in a table of condominium names of the jurisdiction, that table having been loaded onto the data validation server at block 508. Once the condominium name is determined to be valid, at block 516, as a condominium name, the name is stored as such at block 518. The presence of a condominium name in an address search may trigger additional rules at block 520, since condominiums legal descriptions require other types of data elements to be located (e.g., unit name). The other data elements may be located in a specific location with respect to the condominium name. The specific data element and its location may be embodied in a rule unique to the jurisdiction. Further, the specific unit numbers of the specific condominium are likely known for the jurisdiction, and this information may be populated into the data validation server. The new rules related to a condominium are then executed beginning back at block 506.

Continuing with this example, suppose the newly-selected rule specifies that, in this particular recording jurisdiction, a particular unit number typically follows the word “UNIT” and immediately precedes the string “OF <condo_name>,” where <condo_name> is the validated condominium name that triggered the new rule. Candidate strings are sent to the data validation server until a suitable match to the structure produces a unit number, which unit number is located in the table of unit numbers specific to the condominium.

Still continuing with the example, a prior grantee for the specific unit in the specific condominium also may be known, and a rule may require a comparison of a grantor name, condominium name, and unit number to the corresponding previously-validated grantor name, condominium name and unit number. A comparison at this level of detail performed at block 512 produces a score at block 514 that, with 99% accuracy, the candidate data matches the target data. Hence, the data elements may be determined to be valid at block 516, and are stored at block 518.

While provided as a specific example, the foregoing description should in no way be considered limiting. Other specific examples according to other embodiments can and will depart from this example as will be appreciated by those skilled in the art.

Once all applicable rules for a document have been executed, the process continues to verification, as will be described hereinafter with respect to FIG. 524. It should be noted, however, that not all attempts to validate data elements produce results. If an attempt to locate a particular data element fails, the data element may be populated in the record associated with the file as a blank, a predetermined code that signals the data to be invalid, the best match of the data, even though it cannot be validated, and/or the like. Nevertheless, the document coordinates at which the data element was expected may be stored for use during data verification as will be described in greater detail below.

Attention is directed to FIG. 6, which depicts an exemplary data verification process 600 according to embodiments of the invention. The process may be comprised by block 210 of FIG. 2. According to this specific embodiment, unlike the data validation process 500 that takes place on a document-by-document basis, immediately following the document title determination process 300 for each document, the data verification process 600 takes place batch-by-batch, beginning at block 602 with selection of a batch.

The data verification process involves a human operator using a data verification workstation 116 blindly or non-blindly verifying some or all of the validated data elements for a batch. FIG. 7 depicts a screen view 702 of a data verification application running on the workstation 116. The data verification process 600 will be described in combination with the screen view 702.

Once a batch is selected, documents are selected sequentially through the batch and data elements are sequentially selected through the document. These selections take place at blocks 604 and 606, respectively. At block 608, a determination is made whether the validation results for the selected data element were acceptable. If a predetermined threshold established that a data element validated above the threshold (e.g., 95%) should be considered verified, then any document having a data element with a validation score at or above that threshold is considered verified at block 610. In such cases, the process continues with a determination at block 612 whether all data elements associated with the document have been verified. If not, the next data element is selected at block 606. If so, a determination is made at block 614 whether the end of the batch has been reached. If not, the next document in the batch is selected at block 604.

If the decision at block 608 is that the validation score for a data element is below the predetermined threshold, then the process proceeds to block 616. At this location, a decision is made whether blind verification is required. Blind verification may be required for data elements having validation scores below a predetermined blind verification threshold. If the validation score is sufficiently high that non-blind verification may be used, then the process con-
continues at block 618, at which location the validated data element and associated document image are presented to the operator. This is depicted in FIG. 7.

[0069] As stated previously, FIG. 7 depicts a data verification application screen view 702 rendered on a data verification workstation 116 according to embodiments of the invention.

[0070] The screen view includes a document image window 704, a validated data window 706, a data entry window 708, and a status window 710. This skilled in the art will appreciate that this screen view is merely exemplary of a number of possible verification application screen views. In some embodiments, the various windows may be sized and located according to the operator's preferences.

[0071] The document image window 704 works in concert with a viewer application to display selected document images or portions thereof to the operator. For example, when a particular data element is being validated, the corresponding portion of the document image from which the validated data was obtained in displayed automatically in the document image window 704. This may be the case without regard to whether the validation process actually produced data. The validated data window 706, in the case of non-blind verification, displays the validated data for the data element. If the validated data matches what the operator sees in the document image window 704, then the operator may simply select a key that indicates the data is verified. If corrections are required, however, the operator may simply correct the validated data in the validated data window 706. In some embodiments, the operator re-keys the data element in the data entry window 708. For blind verification, as will be described in greater detail below, the user keys data into the data entry window 708 according to what he sees in the document image window 704. If the data fails to match the validated data, the operator may be prompted to reenter some or all of the data.

[0072] The document image window 704 displays the portion of the document image for a particular data element based on the coordinates stored during the data validation process. In some cases, the wrong portion is displayed. Hence, the operator may be able to assume control of the image and manipulate it to see other portions of the document. Otherwise, the process proceeds automatically.

[0073] In some embodiments, color windowing may be used to direct an operator's attention to a particular portion of the image and/or alert the operator to the presence of a low threshold match from data validation. That way, the operator can pay particular attention to correctly keying the data.

[0074] In some embodiments, several data elements may be verified simultaneously. For example, a grantor's name may have several elements: first, middle, and last name, prefix, suffix, etc. All these elements may be prompted during a single data entry presentation. Those skilled in the art will appreciate that the foregoing description of the data verification application screen view 702 is merely exemplary of myriad possible embodiments.

[0075] Returning to the data verification process 600 of FIG. 6, during non-blind verification at block 620, an operator evaluates whether the validated data matches what the operator sees on the document image. If the data matches, the operator advances the process to block 610 and the process continues as before with selecting the next data element or document. Otherwise, the process continues at block 622, at which point the operator keys information representative of the data element or otherwise corrects the validated data. If the operator enters the entire data element in a separate window, then the data keyed by the operator is compared to the validated data at block 624. If it matches, the process continues to block 610. Otherwise the operator is prompted to re-key the data at block 622.

[0076] If the determination at block 626 is that the validated data must be blind verified, then only the document image is presented at block 626. The operator keys the data at block 622, and the entry is compared to the validated data at block 624. If the entry does not match, the operator will be prompted to re-key the data at block 622.

[0077] Once all data elements for an entire batch are verified, the process is complete at block 628. The data elements may then be placed into the title plant for commercial use.

[0078] Having described several embodiments, it will be recognized by those of skill in the art that various modifications, alternative constructions, and equivalents may be used without departing from the spirit and scope of the invention. Additionally, a number of well known processes and elements have not been described in order to avoid unnecessarily obscuring the present invention. For example, those skilled in the art know how to arrange computers into a network and enable communication among the computers. Additionally, those skilled in the art will realize that the present invention is not limited to processes for extracting data from property records. For example, the present invention may be used to extract data from UCC filings, NSA filings, other public records, and other documents generally. Accordingly, the above description should not be taken as limiting the scope of the invention, which is defined in the following claims.

What is claimed is:

1. A data verification system configured to verify machine-recognized data elements acquired during a machine-implemented data acquisition process, the system comprising:

   means for presenting portions of document images to an operator, wherein the document images include text;

   means for receiving input from the operator based on the text, wherein the input comprises data elements;

   means for comparing the data elements received from the operator to machine-recognized data elements acquired during the machine-implemented data acquisition process based on the text; and

   means for selectively prompting the operator to re-input the data elements based on the comparison.

2. The system of claim 1, wherein the means for presenting portions of document images to the operator includes means for selecting a portion based on stored coordinates acquired during the machine-implemented data acquisition process.

3. The system of claim 1, further comprising means for selectively presenting the machine-recognized data elements to the operator.
4. The system of claim 3, wherein the means for selectively presenting the machine-recognized data elements to the operator includes means for selectively presenting the machine-recognized data elements to the operator based on a match measure determined during the machine-implemented data acquisition process.

5. The system of claim 1, wherein the means for presenting portions of document images to an operator includes means for color-coding the portions of the document image based on a match measure acquired during the machine-implemented data acquisition process.

6. The system of claim 1, wherein the document comprises a selection from a group of documents consisting of:
   a warranty deed;
   a quit claim deed;
   a mortgage; and
   a release.

7. The system of claim 1, wherein the data elements comprise selections from a group of data elements consisting of:
   grantor name;
   grantee name;
   legal description; and
   property address.

8. A method of verifying machine-recognized data elements acquired during a machine-implemented data acquisition process, the method comprising:
   presenting portions of document images to an operator, wherein the document images include text;
   receiving input from the operator based on the text, wherein the input comprises data elements;
   comparing the data elements received from the operator to machine-recognized data elements acquired during the machine-implemented data acquisition process based on the text; and
   selectively prompting the operator to re-input the data elements based on the comparison.

9. The method of claim 8, wherein presenting portions of document images to the operator comprises selecting a portion based on stored coordinates acquired during the machine-implemented data acquisition process.

10. The method of claim 8, further comprising selectively presenting the machine-recognized data elements to the operator.

11. The method of claim 10, wherein selectively presenting the machine-recognized data elements to the operator comprises selectively presenting the machine-recognized data elements to the operator based on a match measure determined during the machine-implemented data acquisition process.

12. The method of claim 8, wherein presenting portions of document images to an operator comprises color-coding the portions of the document image based on a match measure acquired during the machine-implemented data acquisition process.

13. The method of claim 8, wherein the document comprises a selection from a group of documents consisting of:
   a warranty deed;
   a quit claim deed;

14. The method of claim 8, wherein the data elements comprise selections from a group of data elements consisting of:
   grantor name;
   grantee name;
   legal description; and
   property address.

15. A data verification system, configured to verify machine-recognized data elements acquired during a machine-implemented data acquisition process, the system comprising:
   a data verification workstation;
   an image server; and
   a data entry server;

wherein the data verification workstation is configured to:
   obtain document images from the image server;
   present portions of document images to an operator, wherein the document images include text;
   receive input from the operator based on the text, wherein the input comprises data elements;
   acquire machine-recognized data elements from the data entry server, wherein the machine-recognized data elements were acquired from the document image during a machine-implemented data acquisition process based on the text;
   compare the data elements received from the operator to the machine-recognized data elements; and
   selectively prompt the operator to re-input the data elements based on the comparison.

16. The data verification system of claim 15, wherein the data verification workstation is further configured to select a portion of a document image to present to the operator based on stored coordinates acquired during the machine-implemented data acquisition process.

17. The data verification system of claim 15, wherein the data verification workstation is further configured to selectively present the machine-recognized data elements to the operator.

18. The data verification system of claim 17, wherein the data verification workstation is further configured to selectively present the machine-recognized data elements to the operator based on a match measure determined during the machine-implemented data acquisition process.

19. The data verification system of claim 15, wherein the document comprises a selection from a group of documents consisting of:
   a warranty deed;
   a quit claim deed;
a mortgage; and
a release.

20. The data verification system of claim 15, wherein the
data elements comprise selections from a group of data
elements consisting of:

- grantor name;
- grantee name;
- legal description; and
- property address.
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