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ASSOCATION RULE MODULE FOR DATA 
MINING 

FIELD OF THE INVENTION 

0001. The present invention relates to an association rule 
module that generates association rule data mining models. 

BACKGROUND OF THE INVENTION 

0002 Data mining is a technique by which hidden patterns 
may be found in a group of data. True data mining doesn’t just 
change the presentation of data, but actually discovers previ 
ously unknown relationships among the data. Data mining is 
typically implemented as Software in or in association with 
database systems. Data mining includes several major steps. 
First, data mining models are generated based on one or more 
data analysis algorithms. Initially, the models are 
“untrained, but are “trained by processing training data and 
generating information that defines the model. The generated 
information is then deployed for use in data mining, for 
example, by providing predictions of future behavior based 
on specific past behavior. 
0003. The use of association rules is an important tech 
nique that is useful for data mining. Association rules capture 
co-occurrence of items or events in large Volumes of data, 
such as customer transaction data. The widespread adoption 
of bar-code technology has made it possible for retail orga 
nizations to collect and store massive amounts of sales data. 
Likewise, the more recent growth of online sales also gener 
ates large amounts of sales data. Collectively. Such sales data 
is termed “basket' data. Originally, association rules were 
defined in the context of basket data. For example, an asso 
ciation rule based on basket data might be defined as: 90% of 
customers who buy both Snow boots and jackets also buy ski 
equipment. Finding such rules is valuable for cross marketing 
and mail order promotions. Other applications may include 
catalog design, add-on sales, store layout, customer segmen 
tation, web page personalization, and target marketing. 
0004 Problems arise when attempts are made to utilize 
current data mining systems to perform enterprise data min 
ing. Current systems that perform association rule analysis 
tend to provide inadequate performance for large datasets, 
and in particular, do not provide Scalable performance. This 
leads to it taking hours or even days to build a single model. 
In the context of enterprise data mining, a wide variety of 
models must be generated to meet specific, but widely differ 
ent needs throughout the enterprise. A typical enterprise has a 
variety of different databases from which data is drawn in 
order to build the models. Current systems do not provide 
adequate integration with the various databases throughout 
the enterprise. Likewise, current systems provide limited 
flexibility in terms of specifying and adjusting the model 
being built to meet specific needs. Likewise, the various mod 
els that are built must be arranged so as to operate properly on 
the particular system within the enterprise for which the mod 
els were built. Current systems provide limited model 
arrangement and export capability. 
0005. A need arises for a technique by which association 
rule analysis may be performed that provides improved per 
formance in model building, good integration with the vari 
ous databases throughout the enterprise, flexible specification 
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and adjustment of the models being built, flexible model 
arrangement and export capability, and expandability to addi 
tional types of datasets. 

SUMMARY OF THE INVENTION 

0006. The present invention is a system, software module, 
and computer program product for performing association 
rule based data mining that provides improved performance 
in model building, good integration with the various data 
bases throughout the enterprise, flexible specification and 
adjustment of the models being built, flexible model arrange 
ment and export capability, and expandability to additional 
types of datasets. 
0007. In one embodiment, a method of performing asso 
ciation rule based data mining in an electronic data process 
ing system comprises the steps of providing a dataset com 
prising a plurality of data entries, each data entry comprising 
information relating to an item or event, counting each occur 
rence of each item or event in each data entry in the dataset, 
generating, for each item or event, a compilation of data 
entries that include each item or event, determining frequent 
itemsets, each itemset including a plurality of items or events 
in the dataset, and generating a Support count for each fre 
quent itemset. The step of counting each occurrence of each 
item or event in each data entry in the dataset may comprise 
the step of generating a count array comprising a first column 
including a plurality of identifiers, each identifier identifying 
an item or event in the dataset, and a second column compris 
ing a plurality of counts, each count indicating a number of 
occurrences of an item or event identified by a corresponding 
identifier. 
0008. In one embodiment, the step of generating, for each 
item or event, a compilation of data entries that include each 
item or event comprises the step of generating a vertical 
representation comprising a column including a plurality of 
identifiers, each identifier identifying an item or event in the 
dataset and a list including for each identifier, an identifier of 
a data entry including the item or event identified by the 
identifier. 
0009. In one embodiment, the step of generating, for each 
item or event, a compilation of data entries that include each 
item or event comprises the step of generating a vertical 
representation comprising a column including a plurality of 
identifiers, each identifier identifying an item or event in the 
dataset and a list including for each identifier, a bit vector 
indicating, for each data entry in the dataset, whether the data 
entry includes the item or event identified by the identifier. 
The method may further comprise the step of compressing the 
Vertical representation. The compressing step may comprise 
the step of compressing the bit vectors using byte-aligned 
bitmap compression. The step of determining frequent item 
sets may comprise the steps of generating an array of counts 
of occurrences of multiple items or events in the same data 
entry. The array of counts of occurrences of multiple items or 
events in the same data entry may include only the more 
frequently occurring occurrences. The more frequently 
occurring occurrences may be determined by counting occur 
rences of multiple items or events in the same data entry for 
only the more frequently occurring items or events as deter 
mined using the count array. The step of generating a Support 
count for each frequent itemset may comprise the step of 
determining Support counts for a range of sizes of itemsets 
0010. In one embodiment, the software module for per 
forming association rule based data mining in an electronic 
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data processing system comprises: a model setup block oper 
able to receive client input including information specifying a 
setup of a association rule data mining models, generate the 
model setup, generate parameters for the model setup based 
on the received information, a modeling algorithms block 
operable to select and initialize a association rule modeling 
algorithm based on the generated model setup, and a model 
building block operable to receive training data and build a 
association rule model using the training data and the selected 
association rule modeling algorithm. 
0011. The software module may further comprise a data 
preprocessing block operable to receive the training data, 
process the received training data, and transmit the processed 
training data to the model building block. The processing 
performed by the data preprocessing block may comprise 
normalization of data and/or binning of continuous data into 
categories. 
0012. The software module may further comprise a model 
analysis block operable to statistically analyze the association 
rule model. The software module may further comprise a 
status monitoring block operable to monitor a model-building 
progress of the model building block and output notification 
of the model-building progress of the model building block. 
The model building block may be further operable to monitor 
the client input for an interrupt. The model building block 
may be further operable to, in response to receiving an inter 
rupt, abort the model build or checkpoint the model build. The 
model building block may be further operable to periodically 
checkpoint a model build. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0013 The details of the present invention, both as to its 
structure and operation, can best be understood by referring to 
the accompanying drawings, in which like reference numbers 
and designations refer to like elements. 
0014 FIG. 1 is an exemplary block diagram of the use of 
association rules to predict web page access for personaliza 
tion. 
0015 FIG. 2 is an exemplary block diagram of a data 
mining system, in which the present invention may be imple 
mented. 
0016 FIG.3 is an exemplary block diagram of a database/ 
data mining system shown in FIG. 2. 
0017 FIG. 4 is an exemplary block diagram of a database/ 
data mining system shown in FIG. 2. 
0018 FIG. 5 is an exemplary functional block diagram of 
a association rule module for data mining. 
0019 FIG. 6 is an exemplary data flow diagram of a model 
building process performed by the association rule module 
shown in FIG. 5. 
0020 FIG. 7 is an exemplary flow diagram of processing 
performed by the association rule module shown in FIG. 5. 
0021 FIG. 8 is an exemplary data flow diagram of a pro 
cess performed by the association rule module shown in FIG. 
5 
0022 FIG. 9 is an exemplary flow diagram of processing 
performed by a step shown in FIG. 8. 
0023 FIG.10a is an exemplary data flow diagram of pro 
cessing performed by the process shown in FIG. 9. 
0024 FIG. 10b is an exemplary data flow diagram of pro 
cessing performed by the process shown in FIG. 9. 
0025 FIG. 11 is an exemplary format of a training data 

table. 
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0026 FIG. 12 shows exemplary formats of three types of 
training data tables. 

DETAILED DESCRIPTION OF THE INVENTION 

0027 Traditionally, association rule analysis have been 
used for discovering business trends by analyzing customer 
transactions. However, association rules analysis can also be 
used effectively in other applications. For example, associa 
tion rules can be developed to predict web page access for 
personalization. Such an example is shown in FIG.1. In FIG. 
1, there are shown three Web pages 102A, 102B, and 102C. 
There is an association rule 104 that indicates that, if a user 
visits Web pages 102A and 102B, then there is an 80% chance 
that the user will visit Web page 102C during the same ses 
sion. Web page 102C may or may not have a direct link from 
Web pages 102Z or 102B. Association rule 104 may then be 
used to dynamically generate 106 direct links from Web 
pages 102A and 102B to Web page 102C. These links then 
allow the user to "click-through directly to Web page 102C. 
This technique may be used in an e-commerce application to 
generate links to appropriate product pages. The technique 
may also be used to dynamically generate Web pages that are 
personalized based on the user's behavior. 
0028. An exemplary data mining system 200, in which the 
present invention may be implemented, is shown in FIG. 2. 
System 200 includes a database/data mining system 202 that 
is connected to a variety of Sources of data. For example, 
system 202 may be connected to a plurality of internal or 
proprietary data sources, such as systems 204A-204N. Sys 
tems 204A-204N may be any type of data source, warehouse, 
or repository, including those that are not publicly accessible. 
Examples of such systems include inventory control systems, 
accounting systems, scheduling systems, etc. System 202 
may also be connected to a plurality of proprietary data 
sources that are accessible in some way over the Internet 208. 
Such systems include systems 206A-206N, shown in FIG. 2. 
Systems 206A-206N may be publicly accessible over the 
Internet 208, they may be privately accessible using a secure 
connection technology, or they may be both publicly and 
privately accessible. System 202 may also be connected to 
other systems over the Internet 208. For example, system 210 
may be privately accessible to system 202 over the Internet 
208 using a secure connection, while system 212 may be 
publicly accessible over the Internet 208. 
0029. The common thread to the systems connected to 
system 202 is that the connected systems all are potential 
sources of data for system 202. The data involved may be of 
any type, from any original Source, and in any format. System 
202 has the capability to utilize and all such data that is 
available to it. 
0030. An exemplary embodiment of database/data mining 
system 202 is shown in FIG. 3. System 202 is a database 
management system that includes data mining functionality. 
Database management system 302 is connected to data 
Sources 304. Such as the proprietary and public data sources 
shown in FIG. 2. Database management system includes two 
main components, data 306, and database management sys 
tem (DBMS) engine 308. Data 306 includes data, typically 
arranged as a plurality of data tables, such as relational data 
tables, as well as indexes and other structures that facilitate 
access to the data. DBMS engine 308 typically includes soft 
ware that receives and processes queries of the database, 
obtains data satisfying the queries, and generates and trans 
mits responses to the queries. DBMS engine 308 also 
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includes data mining block 310, which provides DBMS 
engine 308 with the capability to obtain data and perform data 
mining processing on that data, so as to respond to requests 
for data mining processed data from one or more users. Such 
as user 312. 

0031. An exemplary block diagram of a database/data 
mining system 202, shown in FIG. 2, is shown in FIG. 4. 
Database/data mining system 202 is typically a programmed 
general-purpose computer system, such as a personal com 
puter, workstation, server system, and minicomputer or main 
frame computer. Database/data mining system 202 includes 
processor (CPU) 402, input/output circuitry 404, network 
adapter 406, and memory 408. CPU 402 executes program 
instructions in order to carry out the functions of the present 
invention. Typically, CPU 402 is a microprocessor, such as an 
INTEL PENTIUM(R) processor, but may also be a minicom 
puter or mainframe computer processor. Input/output cir 
cuitry 404 provides the capability to input data to, or output 
data from, database/data mining system 202. For example, 
input/output circuitry may include input devices, such as 
keyboards, mice, touchpads, trackballs, Scanners, etc., output 
devices, such as video adapters, monitors, printers, etc., and 
input/output devices, such as, modems, etc. Network adapter 
406 interfaces database/data mining system 202 with network 
410. Network 410 may be any standard local area network 
(LAN) or wide area network (WAN), such as Ethernet, Token 
Ring, the Internet, or a private or proprietary LAN/WAN. 
0032 Memory 408 stores program instructions that are 
executed by, and data that are used and processed by, CPU 
402 to perform the functions of the database/data mining 
system 202. Memory 408 may include electronic memory 
devices, such as random-access memory (RAM), read-only 
memory (ROM), programmable read-only memory (PROM), 
electrically erasable programmable read-only memory (EE 
PROM), flash memory, etc., and electro-mechanical memory, 
Such as magnetic disk drives, tape drives, optical disk drives, 
etc., which may use an integrated drive electronics (IDE) 
interface, or a variation or enhancement thereof. Such as 
enhanced IDE (EIDE) or ultra direct memory access 
(UDMA), or a small computer system interface (SCSI) based 
interface, or a variation or enhancement thereof. Such as fast 
SCSI, wide-SCSI, fast and wide-SCSI, etc, or a fiber channel 
arbitrated loop (FC-AL) interface. 
0033 Memory 408 includes data 306, database manage 
ment processing routines 412, data mining processing rou 
tines 414, and operating system 416. Data 306 includes data, 
typically arranged as a plurality of data tables, such as rela 
tional database tables, as well as indexes and other structures 
that facilitate access to the data. Database management pro 
cessing routines 412 are software routines that provide data 
base management functionality, such as database query pro 
cessing. Data mining processing routines 414 are software 
routines that implement the data mining processing per 
formed by the present invention. In particular, data mining 
processing routines 414 include association rule based soft 
ware module (association rule module) 418, which performs 
the association rule based data mining of the present inven 
tion. Preferably, this data mining processing is integrated with 
database management processing. For example, data mining 
processing may be initiated by receipt of a database query, 
either in standard SQL or in the form of extended SQL state 
ments. Operating system 420 provides overall system func 
tionality. 
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0034. A functional block diagram of a association rule 
module 418 for data mining, according to the present inven 
tion, is shown in FIG.5. Association rule module 418 receives 
input such as client input 504 and training data 506 and 
interacts with scoring data 508. Model setup block 510 
receives client input 504 that includes information specifying 
setups of association rule data mining models. For example, 
client input 504 may include information specifying a num 
ber of clusters to be used in a data mining model, a type of 
association rule model to be built, such as a self-organizing 
map, a k-means model, a competitive learning model, etc., 
and other parameters that are specific to the type of model 
selected. Model setup block 510 generates the model setups 
that are used in building the models and generates appropriate 
parameters for the model setup based on the received infor 
mation. 
0035 Data preprocessing block 512 receives training data 
506, preprocesses the training data, and transmits the pro 
cessed data to model building block 516. Thus, data prepro 
cessing block processes the training data before the data is 
used to build a model. For example, numeric columns within 
training data 506 may be normalized to restrict the range of 
the data or to eliminate outliers. Likewise, columns of con 
tinuous data may be binned to form categorical columns, 
which reduces the number of unique values present in the 
data. Data preprocessing block 512 may perform default or 
predefined processing, or data preprocessing block 512 may 
receive client input that includes information defining the 
bins to be used or defining the type of normalization to be 
performed. 
0036 Modeling algorithms block 514 selects and initial 
izes the appropriate modeling algorithm based on the model 
setup that is generated by model setup block 510. This pro 
vides the capability to generate models that are appropriate 
for different modeling needs, as specified by the client. Fac 
tors such as speed, data visualization, ease oftuning, on-line, 
incremental learning, and batch learning may be supported. 
0037 Model building block 516 receives a preprocessed 
training dataset from data preprocessing block 512 and builds 
a association rule model using the training dataset and the 
selected association rule modeling algorithm. Model building 
block 516 builds the association rule model based on the 
available data columns in the dataset. Columns that have been 
marked to be ignored, or that are keys, are ignored. The 
resulting built model is used by model integration block 518 
to integrate the model with scoring data 508 that is contained 
in other datasets. In particular, each data row in another 
dataset that has similar columns to the training dataset is 
marked with an identifier of a cluster that the data in the data 
row is most similar to. This greatly enhances the performance 
when the association rule model is used to make predictions. 
In addition, the association rule model may be deployed into 
the database system itself, in which case the database system 
can itself use the model to make predictions. 
0038 Model building block 516 monitors client input for 
interrupts to the model building process. Depending upon the 
nature of the interrupt, model building block 516 may abort 
the model build or it may checkpoint the model build for later 
resumption. Checkpointing involves saving the complete 
state of the model build, and includes saving all information 
necessary to resume the model build from the point of inter 
ruption. In addition to checkpointing in response to a client 
interrupt, model building block 516 also periodically check 
points the model build. Should a system failure occur that 
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interrupts the model build, only the work done since the last 
checkpoint is lost, rather than the entire model build. 
0039. After a model has been built, model analysis block 
520 statistically analyzes the model and validates the dataset. 
Model analysis block 520 computes statistics on the data 
represent by each cluster in the model. These statistics may 
then be used to check if a new dataset was generated by the 
same data generated mechanism as the dataset used for train 
ing the model. 
0040 Status monitoring block 522 monitors the model 
building progress of model building block 516 and periodi 
cally outputs to the client 524 notification of that progress. 
0041 Model scoring block 526 receives a scoring dataset, 
applies the scoring dataset to the built and integrated model, 
and generates predictions and/or recommendations using the 
scoring dataset and the model. 
0042. A data flow diagram of a model building process, 
performed by association rule module 418, shown in FIG. 5, 
is shown in FIG. 6. Model building involves building the 
models, in this case, association rule models, which are used 
to perform online recommendation and prediction. A con 
figuration 602 defines the information, such as items, prod 
ucts, attributes, etc. that may of interest for the user in a 
particular universe. A schema 604 defines the types of models 
that are to be built in specific situations. Client input 504 
includes information that allows the user to control the build 
ing of association rule data mining models. Typical inputs for 
Association rule mining are Support and confidence thresh 
olds. The configuration 602, the schema 604, and the client 
input 504 are input to model setup step 510, which sets up the 
models for training. In particular, model setup step 510 
selects the modeling algorithms 514 that process the training 
data in order to actually build the models. In addition, model 
setup step 510 generates and sets training parameters 618. 
Training parameters 618 are parameters that are input to the 
algorithms to control how the algorithms build the models. 
Training data 506 is data that is input to the algorithms that is 
used to actually build the models. Training parameters 618, 
the selected modeling algorithm, and training data 506 are 
input to model building block 516. 
0043 Model building block 516 invokes the selected mod 
eling algorithm, initializes it using the training parameters 
618, processes training data 506 using the modeling algo 
rithm, and generates model 624. Model 624 includes a set of 
rules that implement the conditions and decisions that make 
up an operational model. Model 624, including the set of 
rules, is input to model analysis block.520, which statistically 
analyzes the model and validates the dataset. Model analysis 
block 520 computes statistics on the data represent by each 
cluster in the model. These statistics may then be used to 
check if a new dataset was generated by the same data gen 
erated mechanism as the dataset used for training the model. 
Model 624 is also output to model integration block 518. 
0044 Processing 700, including processing performed by 
data preprocessing block 512 is shown in FIG. 7. Process 700 
collects and processes data in order to generate data in a form 
usable by for the data mining processing performed by the 
present invention. Process 700 begins with step 702, in which 
training data 506, shown in FIG. 5, is acquired from the data 
Sources with which the data mining system operates, such as 
corporate databases, which provide corporate customer data, 
external databases, which provide complementary customer 
data, Web transaction database, which provide web transac 
tion and visitor data, and Web server database, which pro 
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vides web server data. In step 704, data that is relevant to the 
desired output from the system is selected from among the 
data that has been acquired. In step 706, the selected data is 
pre-processed to ensure that the data is usable, properly for 
matted, etc. For example, numeric columns within training 
data 506 may be normalized to restrict the range of the data or 
to eliminate outliers. Likewise, columns of continuous data 
may be binned to form categorical columns, which reduces 
the number of unique values present in the data. Default or 
predefined processing may be performed, or client input may 
be received that includes information defining the bins to be 
used or defining the type of normalization to be performed. In 
step 708, the data tables that are used by the system to build 
association rule models are built and stored. 
0045 Association rule data mining searches for interest 
ing relationships among items in a given dataset. For 
example, it may be desired to learn more about the buying 
habits of customers of a particular enterprise. A specific ques 
tion may be: “Which groups or sets of items are customers 
likely to purchase in a given transaction? To answer this 
question, market basket analysis may be performed on the 
retail data of customer transactions. The results may be used 
to plan marketing or advertising strategics, as well as catalog 
or Web site design. 
0046) Given a set of items, then each item may be repre 
sented by a Boolean variable that indicates the presence or 
absence of that item in a customer's basket. Each basket can 
then be represented by a Boolean vector of values assigned to 
these variables. The Boolean vectors can be analyzed for 
buying patterns that reflect items that are frequently associ 
ated or purchased together. These patterns can be represented 
in the form of association rules. For example, the information 
that customers who purchase computers also tend to buy 
financial management software at the same time may be 
represented as: 
0047 computer->financial management software 
0048 support=2%, confidence=60% 
0049 Rule support and confidence are two measures that 
respectively reflect the usefulness and certainty of discovered 
rules. A support of 2% for the rule illustrated above means 
that 2% of all the transactions under analysis show that com 
puter and financial management Software are purchased 
together. A confidence of 60% means that 60% of the cus 
tomers who purchased a computer also bought the Software. 
Typically, association rules may be considered interesting if 
they satisfy both a minimum support threshold and a mini 
mum confidence threshold. Such thresholds can be set by 
users or domain experts. 
0050 Association rules may be described more analyti 
cally as follows: Let J={i, i. . . . , it be a set of items. Let 
D, the task-relevant data, be a set of database transactions 
where each transaction T is a set of items such that T CJ Each 
transaction is associated with an identifier, called TID. Let A 
be a set of items. A transaction T is said to contain A if and 
only if ACT. An association rule is an implication of the form 
A=> B, where ACJ B C J, and A?hB=(p. The rule A=> Bholds 
in the transaction set D with Supports, where S is the percent 
age of transactions in D that contain AUB (i.e., both A and B). 
This is taken to be the probability, P(AUB). The rule A=> B 
has confidence c in the transaction set D if c is the percentage 
of transactions in D containing A that also contain B. This is 
taken to be the conditional probability, P(BIA). That is, 
0051 support (A=> B)=P(AUB) 
0052 confidence (A=> B)=P(BIA). 
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Rules that satisfy both a minimum support threshold (min 
Sup) and a minimum confidence threshold (min conf) are 
called strong. 
0053 A set of items is referred to as an itemset. An itemset 
that contains kitems is a k-itemset. The set {computer, finan 
cial management software is a 2-itemset. The occurrence 
frequency of an itemset is the number of transactions that 
contain the itemset. This is also known, simply, as the fre 
quency, Support count, or count of the itemset. An itemset 
satisfies minimum support if the occurrence frequency of the 
itemset is greater than or equal to the product of min Sup and 
the total number of transactions in D. The number of trans 
actions required for the itemset to satisfy minimum support is 
therefore referred to as the minimum support count. If an 
itemset satisfies minimum Support, then it is a frequent item 
Set 

0054 An exemplary data flow diagram of a process per 
formed by association rule model building block 516, which 
is shown in FIG. 5, is shown in FIG. 8. Input dataset 802. 
which includes a plurality of rows of data 804A-804N. Each 
row of data, such as row 804A, represents an individual data 
entry, which in turn represents an event such as a transaction, 
a Web page access, etc. In step 806, the data entries are 
processed to find associations among the items included in 
the data entries. In particular, step 806 involves determining 
the frequent itemsets, that is, those itemsets that satisfy mini 
mum support criteria. By definition, each of these itemsets 
will occurat least as frequently as a pre-determined minimum 
Support count In step 808, the association rule data mining 
model is built by generating strong association rules from the 
frequent itemsets: By definition, these rules must satisfy 
minimum Support and minimum confidence. 
0055. The processing performed in step 806, that of find 
ing the frequent itemsets in the dataset is typically the most 
expensive part of the processing, in terms of compute time 
expended. 
0056. The steps performed in order to carry out step 806 of 
FIG. 8 are shown in FIG.9. FIG.9 is best viewed in conjunc 
tion with FIGS. 10a and 10b, which are data flow diagrams of 
the processing performed in FIG.9. In step 902, input dataset 
1002 is processed in order to collect counts of items included 
in the entries of dataset 1002. In particular, each occurrence of 
each item or event in each data entry in dataset 1002 is 
counted. The counts are collected to form a count array 1004, 
which includes an item column 1006 that includes identifiers 
of the items included in the entries of dataset 1002 and a count 
column 1008 that includes corresponding counts of the occur 
rences of the items in dataset 1002. In step 904, statistics 
relating to dataset 1002 are generated. 
0057. In step 906, a vertical representation of dataset 1002 

is generated. The vertical representation is a compilation or 
list, for each item or event, of the data entries that include each 
item or event. There are two alternative embodiments of 
vertical representations of dataset 1002. In one embodiment, 
vertical representation 1010 includes item column 1012, 
which includes identifiers of the items included in the entries 
of dataset 1002, and row identifier list 1014, which includes, 
for each item identifier in item column 1012, a list of those 
rows in dataset 1002 that include the item. For each item 
identifier in item column 1012, row identifier list 1014 lists 
only those rows that include the item. As each row corre 
sponds to a transaction or to an event, row identifier list 1014 
represents transactions or events that involve each item in 
dataset 1002. 
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0.058 Alternatively, vertical representation 1016 includes 
item column 1018, which includes identifiers of the items 
included in the entries of dataset 1002, and row identifier bit 
vector table 1020, which includes, for each item identifier in 
item column 1018, a bit vector indicating those rows in 
dataset 1002 that include the item. For each item in item 
column 1018, the bit vector includes a bit position for each 
row in dataset 1002. The setting of the bit at each position 
indicates whether the item is included in that row. As each row 
corresponds to a transaction or to an event, row identifier bit 
vector 1020 represents transactions or events that involve 
each item in dataset 1002. Preferably, the data is sorted in an 
item identifier, row identifier order before generating the bit 
vectors. This enables the generation of the bit vectors for all 
items in item column 1018 in one pass with relatively limited 
memory usage. This technique also facilitates writing out the 
bit vectors of only the frequent items to secondary storage, 
which significantly improves performance. 
0059. In step 908, the vertical representation is com 
pressed in order to conserve storage space. For example, if 
vertical representation 1016 is used, bit vector table 1020 may 
be compressed using a byte-aligned bitmap compression 
scheme. 
0060 Typically, steps 902-908 are performed during a first 
pass through dataset 1002. Step 910 is typically performed 
during a second pass. In step 910, the most frequent itemsets 
are generated. That is, the most frequently occurring sets of 
items in dataset 1002 are identified and become candidate 
itemsets. This may be done by counting each occurrence of 
multiple occurrences of items or events in the dataset. To 
improve processing performance, a multi-dimensional array 
of multiple occurrence counts is generated. For example, a 
two-dimensional array of pair counts 1022, shown in FIG. 
10b, is generated. Array 1022 includes the pair-wise counts of 
the more frequently occurring items. That is, the counts of the 
occurrence of pairs of items in dataset 1002 are collected in 
the form of a two-dimensional array. While pair count array 
1022 may include the counts of all items pairs in dataset 1002, 
it is preferable to remove the least frequently occurring pairs 
before generating array 1022. This may be performed by 
loading the bit vectors from table 1020 of the more frequently 
occurring items, as determined by count array 1004, into 
memory and constructing the events on-the-fly before using 
them to increment the pair-wise counts of the corresponding 
items. Alternatively, the pair-wise intersection of the bit vec 
tors of the more frequent items may be computed and the 
number of events in the intersection may be counted. 
0061. In step 912, the support counts of the candidate 
itemsets, which were generated in step 910, are generated. 
The Support counts are typically generated during a number 
of Subsequent passes. In one technique, one pass is required 
for each size of candidate itemset for which a Support count is 
to be determined. However, the number of passes may be 
reduced if Support counts can be determined for a range of 
sizes of candidate itemsets during one pass. For example, the 
bit vectors from table 1020 corresponding to the items present 
in the candidate itemsets may be intersected and the number 
of intersections counted. Once the most frequent itemsets are 
determined, the Support counts of all candidates within a 
particular size range may be determined by generating all 
Such candidates and arranging them in a lattice. This tech 
nique can thus reduce the number of passes required. 
0062 An exemplary format of a training data table 1102 is 
shown in FIG. 11. Data table 1102 includes a plurality of rows 
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or records of data, such as records 1104A-1104N. Each 
record represents an individual set of data in data table 1102. 
Each record includes a plurality of fields of data, each field 
containing an individual piece of data of a defined type and 
subject matter. When arranged in a tabular format, the fields 
of the records form columns such as columns 1106A-1106B, 
with each column representing a particular type and Subject 
matter of data. For example, in FIG. 11, column 1106A rep 
resents "NAME and contains names, column 1106B repre 
sents “ADDRESS’’’ and contains addresses. Likewise, record 
1104A includes a name field and an address field. In order to 
builda association rule model from a dataset, a set of records 
is processed. The data in the columns of the set of records is 
preprocessed by data preprocessing block 512, shown in FIG. 
5, then processed to form the association rule model. 
0063 Generally, the training data can be consolidated in 
three types of tables shown in FIG. 12. The first type of table 
is a traditional corporate mining table 1202 in which, for 
example, each row corresponds to a customer, and each col 
umn is an attribute Such as age, account type, payment status 
etc. For example, in table 1202, row 1204-1 corresponds to 
customer 1, row 1204-N corresponds to customer N. column 
1206A corresponds to attribute A, column 1206B corre 
sponds to attribute B, and column 1206C corresponds to 
attribute 
C. Examples of account attributes include: 
0064. Account-id (unique identifier of customer account) 
0065 Customer Name 
0.066 Customer location 
0067 IP (Internet address of customer) 
0068 e-mail (e-mail address of customer) 
0069. Age (age of customer) 
0070 <attribute x> demographics or other account infor 
mation 
0071 <attribute y demographics or other account infor 
mation 
0072 Account starting date (date the account was created) 
0073. Account termination date (date the account was ter 
minated) 
0074 Account type (type of customer e.g. individual, 
company etc.) 
0075 Product-list (list of products that the customer has 
purchased in the past) 
0076. The second type of table, such as table 1208, repre 
sents entries generated by web sessions, preferably at the fine 
grain level, which includes flags to indicate if particular web 
pages were visited, etc. Thus, in table 1208, row 1210-1 
corresponds to session 1 and row 1210-N corresponds to 
session N. Each session is typically associated with a particu 
lar user or customer who initiated and/or participated in the 
session. Likewise, column 1212X corresponds to web page 
X, column 1212Y corresponds to web page Y. and column 
1212Z corresponds to web page Z. There are two sub-types of 
tables that include data about web sessions. The first is a 
session mining table, which stores detailed information about 
a particular session. Examples of data in a session mining 
table include: 

0077 Session (unique identifier if web session). 
0078. Account (if available account associated with 
existing customer). 

0079. Items-list (list of items, keywords or products 
visited, clicked-on or purchased in session). 

0080 Item-classes (Taxonomies associated with item 
and keyword lists). 
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I0081. The second subtype is a session summary mining 
table, which stores data Summarizing a plurality of web ses 
sions. Examples of data in a session Summary mining table 
include: 
I0082. Account (unique identifier of customer account). 
I0083 Items-list (list summarizing items from all custom 
er's sessions). 
I0084. Item-classes (list summarizing taxonomies for all 
customer's sessions). 
I0085 List of sessions (list of sessions associated with this 
account). 
I0086. The third type of table, such as table 1214, is a 
conceptual table in which semantic classes mimic the session 
information of the table 1208, but at a higher level. For 
example, table 1214 contains keywords that represent mem 
bership in general classes, such as toys=TRUE, to represent 
the fact that in one session several hyperlinks leading to toy 
products were clicked or that the word toy was used in the 
web server's search engine. Thus, in table 1214, row 1216-1 
corresponds to keyword 1 and row 1216-N corresponds to 
keyword M. 
I0087. It is important to note that while the present inven 
tion has been described in the context of a fully functioning 
data processing system, those of ordinary skill in the art will 
appreciate that the processes of the present invention are 
capable of being distributed in the form of a computer read 
able medium of instructions and a variety of forms and that 
the present invention applies equally regardless of the par 
ticular type of signal bearing media actually used to carry out 
the distribution. Examples of computer readable media 
include recordable-type media Such as floppy disc, a hard disk 
drive, RAM, and CD-ROM's, as well as transmission-type 
media, Such as digital and analog communications links. 
I0088 Although specific embodiments of the present 
invention have been described, it will be understood by those 
of skill in the art that there are other embodiments that are 
equivalent to the described embodiments. Accordingly, it is to 
be understood that the invention is not to be limited by the 
specific illustrated embodiments, but only by the scope of the 
appended claims. 

1.-30. (canceled) 
31. A software module for performing association rule 

based data mining in an electronic data processing system 
comprising: 

a model setup block operable to receive client input includ 
ing information specifying a setup of a association rule 
data mining models, generate the model setup, and gen 
erate parameters for the model setup based on the 
received information; 

a modeling algorithms block operable to select and initial 
ize a association rule modeling algorithm based on the 
generated model setup; and 

a model building block operable to receive training data 
and builda association rule model using the training data 
and the selected association rule modeling algorithm. 

32. The software module of claim 31, further comprising: 
a data preprocessing block operable to receive the training 

data, process the received training data, and transmit the 
processed training data to the model building block. 

33. The software module of claim 32, wherein the process 
ing performed by the data preprocessing block comprises 
normalization of data and/or binning of continuous data into 
categories. 
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34. The software module of claim 33, further comprising: 
a model analysis block operable to statistically analyze the 

association rule model. 
35. The software module of claim 34, further comprising: 
a status monitoring block operable to monitor a model 

building progress of the model building block and output 
notification of the model-building progress of the model 
building block. 

36. The software module of claim 35, wherein the model 
building block is further operable to monitor the client input 
for an interrupt. 

37. The software module of claim 36, wherein the model 
building block is further operable to, in response to receiving 
an interrupt, abort the model build or checkpoint the model 
build. 

38. The software module of claim 37, wherein the model 
building block is further operable to periodically checkpoint 
a model build. 

39. A computer program product for performing associa 
tion rule based data mining in an electronic data processing 
System, comprising: 

a computer readable medium; 
computer program instructions, recorded on the computer 

readable medium, executable by a processor, for imple 
menting a Software module comprising: 

a model setup block operable to receive client input includ 
ing information specifying a setup of a association rule 
data mining models, generate the model setup, and gen 
erate parameters for the model setup based on the 
received information; 

a modeling algorithms block operable to select and initial 
ize a association rule modeling algorithm based on the 
generated model setup; and 

a model building block operable to receive training data 
and builda association rule model using the training data 
and the selected association rule modeling algorithm. 

40. The computer program product of claim 39, further 
comprising: 

a data preprocessing block operable to receive the training 
data, process the received training data, and transmit the 
processed training data to the model building block. 

41. The computer program product of claim 40, wherein 
the processing performed by the data preprocessing block 
comprises normalization of data and/or binning of continuous 
data into categories. 

42. The computer program product of claim 41, further 
comprising: 

a model analysis block operable to statistically analyze the 
association rule model. 

43. The computer program product of claim 42, further 
comprising: 

a status monitoring block operable to monitor a model 
building progress of the model building block and output 
notification of the model-building progress of the model 
building block. 
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44. The computer program product of claim 43, wherein 
the model building block is further operable to monitor the 
client input for an interrupt. 

45. The computer program product of claim 44, wherein 
the model building block is further operable to, in response to 
receiving an interrupt, abort the model build or checkpoint the 
model build. 

46. The computer program product of claim 45, wherein 
the model building block is further operable to periodically 
checkpoint a model build. 

47. A system for performing association rule based data 
mining comprising: 

a processor operable to execute computer program instruc 
tions; and 

a memory operable to store computer program instructions 
executable by the processor, the computer program 
instructions comprising a software module comprising: 

a model setup block operable to receive client input includ 
ing information specifying a setup of a association rule 
data mining models, generate the model setup, and gen 
erate parameters for the model setup based on the 
received information; 

a modeling algorithms block operable to select and initial 
ize a association rule modeling algorithm based on the 
generated model setup; and 

a model building block operable to receive training data 
and builda association rule model using the training data 
and the selected association rule modeling algorithm. 

48. The system of claim 47, wherein the software module 
further comprises: 

a data preprocessing block operable to receive the training 
data, process the received training data, and transmit the 
processed training data to the model building block. 

49. The system of claim 48, wherein the processing per 
formed by the data preprocessing block comprises normal 
ization of data and/or binning of continuous data into catego 
1S. 

50. The system of claim 49, wherein the software module 
further comprises: 

a model analysis block operable to statistically analyze the 
association rule model. 

51. The system of claim 50, wherein the software module 
further comprises: 

a status monitoring block operable to monitor a model 
building progress of the model building block and output 
notification of the model-building progress of the model 
building block. 

52. The system of claim 51, wherein the model building 
block is further operable to monitor the client input for an 
interrupt. 

53. The system of claim 52, wherein the model building 
block is further operable to, in response to receiving an inter 
rupt, abort the model build or checkpoint the model build. 

54. The system of claim 53, wherein the model building 
block is further operable to periodically checkpoint a model 
build. 


