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Beschreibung

Technischer Bereich

[0001] Die vorliegende Erfindung bezieht sich im 
Allgemeinen auf ein digitales Kommunikationssys-
tem und insbesondere auf ein Kommunikationssys-
tem, wobei Codierung des digitalen Eingangs ange-
wandt wird zum Erzeugen eines codierten Eingangs 
mit einer größeren Anzahl Bits als der digitale Ein-
gang. Vorwärts Fehler Korrektur ("Forward Error Cor-
rection") (FEC) funktioniert auf diese Weise und Fal-
tungscodierung ist ein Beispiel des Vorwärts Fehler 
Korrektursystems.

Stand der Technik

[0002] Bei einem Faltungscodierungssystem wird 
ein digitaler Eingang durch eine Faltungscodierungs-
schaltung derart codiert, dass für jede Anzahl k Bits, 
die in die Faltungscodierungsschaltung eingegeben 
wird, eine größere Anzahl n Bits als Ausgang geliefert 
wird. Eine Codierungsrate für die Faltungscodie-
rungsschaltung wird definiert als das Verhältnis der 
Anzahl k Eingangsbits zu der Anzahl n codierter Aus-
gangsbits. Auf diese Weise ist beispielsweise die Co-
dierungsrate ½, wenn für jedes in die Faltungscodie-
rungsschaltung eingegebene Bit zwei Ausgangsbits 
geliefert werden. Diese Zunehme der Anzahl Bits 
führt zu einer Abnahme der Signalbitrate.
[0003] Es sind mehrere herkömmliche Faltungsco-
dierungsalgorithmen verfügbar, mit je einer spezifi-
schen Codierungsrate. Es kann erwünscht sein, die 
Codierungsrate derart einzustellen, dass die Daten-
rate für den Ausgang der Schaltungsanordnung den 
Anforderungen für den restlichen Teil der Kommuni-
kationsschaltung einschließlich des Kommunikati-
onskanals entspricht. So ist es beispielsweise zur 
Steigerurtg der Codierungsrate bekannt, den fal-
tungscodierten Ausgang durch eine Durchschlag-
schaltung hindurch zu führen, die ein Löschmuster 
aufweist zum Entfernen selektierter Bits aus dem fal-
tungscodierten Ausgang. Auf alternative Weise ist es 
zum Reduzieren der Codierungsrate möglich, den 
Ausgang durch eine Wiederholungsschaltung hin-
durch zu führen zum Wiederholen selektierter Bist 
des Ausgangs.
[0004] In US 5.668.820 und US 5.511.082 wird ein 
digitales Kommunikationssystem mit einem durchge-
schlagenen Faltungscodierungssystem der oben be-
schriebenen Art beschrieben.
[0005] Die vorliegende Erfindung bezieht sich ins-
besondere auf eine Codierungsanordnung mit einem 
codierten Ausgang, wobei eine Anzahl Worte des co-
dierten Ausgangssignals verschachtelt sind. Ver-
schachtelung ist eine durchaus bekannte Technik, 
die angewandt wird zum Verbessern der Fehlerleis-
tung eines Übertragungssystems. Ein Beispiel eines 
derartigen Systems ist in der UK Patentanmeldung 
GB-A-2 296 165 beschrieben, worin eine Übertra-

gungskette mit einem Reed-Salomon-Codierer, ei-
nem Verschachtler und einer Füll/Durchschlaganord-
nung beschrieben wird. Es gibt eine wachsende 
Nachfrage nach Flexibilität bei Kommunikationssys-
temen, beispielsweise die Möglichkeit, Daten mit ver-
schiedenen Charakteristiken, wie Bitrate, Verschach-
telungstiefe, variable Datenrate usw. zu verarbeiten. 
Die Verwendung einer herkömmlichen Faltungsco-
dierungsschaltung mit variabler Rate (oder einer an-
deren FEC-Codierungsschaltung) in einer Codie-
rungsanordnung mit Verschachtelung des codierten 
Ausgang erfordert, dass die Verschachtelungsschal-
tung adaptiv ist zu der Ausgangsbitrate des Faltungs-
codierers. Die Anmelderin hat deswegen erkannt, 
dass die Verschachtelung von Daten nach der Codie-
rung aber vor der Ratenanpassung des Datenstroms 
durchgeführt werden soll, d. h. vor dem Durchschlag 
oder der Bitwiederholung). Dies bringt aber das Pro-
blem mit sich, dass der Durchschlag oder die Bitwie-
derholung, durchgeführt durch die Ratenanpass-
schaltung nicht geeignet sein kann für die von der 
Verschachtelungsschaltung erzeugte Bitstruktur. So 
gibt es beispielsweise die Möglichkeit, dass die für 
Durchschlagbit selektierten Bits Information in Bezug 
auf dieselben oder angrenzenden Bits in dem digita-
len Eingang liefern. Dies steigert die Wahrscheinlich-
keit eines Fehlers in der Übertragung in Bezug auf 
diesen teil des Eingangssignals.

Beschreibung der vorliegenden Erfindung

[0006] Nach einem ersten Aspekt der vorliegenden 
Erfindung wird eine Ratenanpassungsschaltung ge-
schaffen zum Einstellen der Anzahl Bits in einem Da-
tenblock, wobei der Datenblock eine Anzahl ver-
schachtelter Worte aufweist, die durch die Wirkung 
einer Verschachtelungsschaltung an einem codierten 
Ausgang erzeugt worden sind, wobei dieser Ausgang 
durch die Wirkung einer Codierungsschaltung an ei-
nem digitalen Eingang erzeugt worden ist, wobei der 
codierte Ausgang eine größere Anzahl Bits aufweist 
als der digitale Eingang, wobei die Ratenanpas-
sungsschaltung Mittel umfasst zum Einstellen de An-
zahl Bits in dem Datenblock, wobei ein Ratenanpas-
sungsmuster verwendet wird zum Schaffen von Da-
tenbits zur Übertragung während betreffender Fra-
mes eines Übertragungskanals, mit dem Kennzei-
chen, dass Mittel vorgesehen sind zum Selektieren 
des Ratenanpassungsmusters je nach den Kennzei-
chen der Codierungsschaltung und der Verschachte-
lungsschaltung.
[0007] Mit dem Ausdruck "Ratenanpassungsmus-
ter" ist ein Muster (von Einsen und Nullen) gemeint, 
das angibt, welche Bits innerhalb einer betreffenden 
Datenblocks wiederholt oder durchgeschlagen wer-
den sollen.
[0008] Nach der vorliegenden Erfindung braucht die 
Verschachtelungsschaltung nicht adaptiv zu sein, 
weil sie selektiert wird als Schnittstelle mit einer Co-
dierungsschaltung mit einer festen Codierungsrate 
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oder einer beschränkten Anzahl Raten für eine Da-
tenquelle mit einer variablen Datenrate. Die Durch-
schlagschaltung oder Wiederholungsschaltung ar-
beitet dann an den verschachtelten Worten um sie 
derart einzustellen, dass die Ausgangsbitrate geeig-
net ist für Übertragung über den Übertragungskanal. 
Das Lösch- oder Wiederholungsmuster wird danach 
derart selektiert, dass (i) im Falle von Löschung von 
Bits der Durchbruch den geringsten störenden Effekt 
auf den digitalen Eingang hat (der vor der Eingang in 
die Durchschlagschaltung codiert und verschachtelt 
worden ist) oder (ii) im Falle einer Wiederholung von 
Bits die Wiederholung den günstigsten Effekt für den 
Ausgang hat zum Übertragen und nicht auf nur einen 
Teil des digitalen Eingangs konzentriert ist.
[0009] Auch kann nach der vorliegenden Erfindung 
die einfache Durchschlagoder Wiederholungsstufe, 
welche die Ratenanpassung des Eingangssignals 
beeinflusst, benutzt werden zum Steuern der Über-
tragungsqualität des Eingangssignals (durch Ände-
rung der Vorwärts-Fehlerkonekturmerkmale) sowie 
zum Manipulieren der Ausgangsbitrate derart, dass 
diese geeignet ist zur nachfolgenden Übertragung, 
beispielsweise zum Anpassen der maximalen Bitrate 
des Übertragungskanals. Dies vermeidet die Not-
wendigkeit separater Ratenanpassungsstufen für 
Qualität von Dienstanforderungen und für Kanalka-
pazitätsbetrachtung.
[0010] Das Muster für jedes verschachtelte Wort in-
nerhalb des Datenblocks kann gegenüber dem be-
nachbarten verschachtelten Wort oder Worten inner-
halb des Blocks versetzt sein. Für eine Blockver-
schachtelungsschaltung ist das Abzielen verschiede-
ner Bits innerhalb benachbarter Worte des ver-
schachtelten Blocks eine Art und Weise um zu ver-
meiden, dass benachbarte Bits des codierten Aus-
gangswortes durch das Wiederholungs/Löschmuster 
abgezielt werden.
[0011] Das Muster kann als Funktion der Ver-
schachtelungstiefe der Verschachtelungsschaltung 
selektiert werden.
[0012] Die Codierung umfasst vorzugsweise Fal-
tungscodierung und das Lösch- oder Wiederholungs-
muster wird beispielsweise die bedingte Länge der 
Faltungscodierungsschaltung berücksichtigen.
[0013] Die Ratenanpassungsschaltung ermöglicht 
es, dass die Ausgangsbitrate gesteuert wird und dies 
wird insbesondere angewandt, wenn eine Anzahl di-
gitaler Eingänge auf einem einzigen Träger gemultip-
lext werden soll. Dazu kann ein Kommunikationssys-
tem eine Anzahl Codierungsanordnungen umfassen, 
je zum Codieren eines betreffenden digitalen Ein-
gangs, und einen Multiplexer zum Kombinieren von 
Ausgangsdatenworten der Codierungsanordnungen 
zur nachfolgenden Übertragung durch das Übertra-
gungssystem über den einzelnen Übertragungska-
nal. Die Ausgänge der verschiedenen Codierungsan-
ordnungen können derart selektiert werden, dass sie 
verschiedene Datenraten haben, wobei die kombi-
nierte Datenrate der Kanalkapazität des Übertra-

gungskanals entspricht.
[0014] Nach einem zweiten Aspekt der vorliegen-
den Erfindung wird eine Codierungsanordnung ge-
schaffen, die eine Ratenanpassungsschaltung auf-
weist, die nach der vorliegenden Erfindung geschaf-
fen ist, und die weiterhin eine Verschachtelungs-
schaltung und eine Codierschaltung umfasst.
[0015] Nach einem dritten Aspekt der vorliegenden 
Erfindung wird eine Decodierschaltung geschaffen 
zum Decodieren eines codierten digitalen Signals mit 
einem empfangenen Datenblock mit einer Anzahl 
verschachtelter Worte, wobei der Datenblock von ei-
ner Ratenanpassungsschaltung verarbeitet worden 
ist zum Einstellen der Anzahl Bits in dem Datenblock, 
wobei die Decodieranordnung eine Rekonstruktions-
schaltung mit Mitteln aufweist zum Einstellen der An-
zahl Bits in dem Datenblock um die Wirkung der Ra-
tenanpassungsschaltung umzukehren, wodurch die 
verschachtelten Worte rekonstruiert werden, und 
eine Entschachtelungsschaltung aufweist mit Mitteln 
zum Erzeugen jeder der Anzahl verschachtelter Wor-
te, sowie einen Kanaldecoder.

Kurze Beschreibung der Zeichnung

[0016] Ausführungsbeispiele der vorliegenden Er-
findung sind in der Zeichnung dargestellt und werden 
im Folgenden näher beschrieben. Es zeigen:
[0017] Fig. 1 eine schematische Darstellung der 
Bauteile erforderlich zum Implementieren eines 
Übertragungssystems unter Verwendung einer Co-
dieranordnung,
[0018] Fig. 2 eine schematische Darstellung eines 
Bitstroms, der durch die Codieranordnung hindurch-
geht,
[0019] Fig. 3 eine schematische Darstellung der 
Bauteile erforderlich zum Implementieren einer De-
codieranordnung nach der vorliegenden Erfindung.

Moden zum Durchführen der vorliegenden Erfindung

[0020] Fig. 1 zeigt eine Ausführungsform einer Co-
dieranordnung zum Codieren eines digitalen Eingang 
derart, dass die Anzahl Bits zunimmt. Dies ist eine 
Standard-Annäherung zum Schaffen einer Vor-
wärts-Fehlerkonekturmöglichkeit und Faltungscodie-
rung ist ein übliches Beispiel. Wie in Fig. 1 darge-
stellt, folgt einer Kanalcodierungsstufe (beispielswei-
se Faltungscodierung) Interframe-Verschachtelung, 
wobei der verschachtelte Ausgang einer Ratenan-
passung ausgesetzt wird, wobei es sich um Durch-
schlag oder um Bitwiederholung handelt. Der Durch-
schlag oder die Bitwiederholung erfolgt unter Anwen-
dung eines Lösch-/Wiederholungsmusters, das auf 
eine Anzahl Bits von der Matrix der Verschachte-
lungsschaltung 16 zielt. Das Muster wird als eine 
Funktion der Codierungs- und Verschachtelungsvor-
gänge selektiert, und zwar derart, dass alle Bits des 
digitalen Eingangs von nicht-gezielten Bits des Aus-
gangs der Verschachtelungsschaltung 16 hergeleitet 
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werden können.
[0021] Fig. 1 zeigt ein Kommunikationssystem 10
zur Übertragung von Daten von zwei Dateneingän-
gen 12, 22 über einen einzigen Kanal. Jeder Daten-
eingang ist mit einer betreffenden Codierungsanord-
nung 13, 23 assoziiert, die eine Faltungscodierung 
des Eingangs durchführt und ebenfalls Ratenanpas-
sung durchführt, so dass die codierten Daten dem 
verfügbaren Übertragungskanal aufmoduliert werden 
können, der eine maximale Kanalkapazität hat.
[0022] Jede Codierungsanordnung 13, 23 umfasst 
eine betreffenden Kanalcodierungsschaltung 14, 24. 
Die Kanalcodierungsschaltung in dem Beispiel nach 
Fig. 1 führt eine Faltungscodierung des Datenein-
gangs durch. Es ist eine Standard-Faltungscodie-
rungsschaltung verfügbar, die eine Anzahl k Ein-
gangsbits in eine größere Anzahl n Ausgangsbits um-
wandelt, mit dem Vorteil, dass Vorwärts-Fehlerko-
nektur implementiert werden kann. Die Codierungs-
rate wird als ein Verhältnis der Anzahl Eingangsbits 
zu der Anzahl Ausgangsbits der Codierungsschal-
tung ausgedrückt und es sind Standard-Faltungsco-
dierungsschaltungen mit Codierungsraten von bei-
spielsweise ½, 1/3, 1/4 verfügbar.
[0023] Faltungscodierungsschaltungen umfassen 
im Allgemeinen Schieberegister, Funktionsgenerato-
ren, einen Speicher und einen Multiplexer. Jedes 
Ausgangsbit der Faltungscodierungsschaltung um-
fasst eine bekannte Funktion, durchgeführt an einer 
bestimmten vorhergehenden Anzahl Bits des Ein-
gangssignals, abhängig von der bedingten Länge 
(der Speicherlänge) der Codierungsschaltung. Es 
kann eine direkte Darstellung der Eingangsbits zu 
dem Ausgang geben, sowie einige funktionelle 
Transformationen, durchgeführt an den Eingangsbits 
zum Schaffen der zusätzlichen Fehlerkonekturmög-
lichkeit. Auf alternative Weise kann es auch keine di-
rekte Darstellung von Eingangsbits geben. Der Aus-
gang der Codierungsschaltung kann durch eine ent-
sprechende Decodierungsschaltung decodiert wer-
den zum Regenerieren des wsprünglichen Datenein-
gangs sowie von zusätzlichen Daten, geeignet für 
Datenkorrekturvorgänge.
[0024] Das faltungscodierte Ausgangwort wird einer 
Verschachtelungsschaltung 16, 26 zugeführt zum 
Kombinieren einer Anzahl Faltungsausgangsworte 
und zum Erzeugen eines Datenblocks mit einer ent-
sprechenden Anzahl verschachtelter Worte. Die ein-
fachste Form einer Verschachtelungsschaltung um-
fasst einen Blockverschachtler, der eine Verschach-
telungsmatrix reihenweise mit einer Anzahl Ein-
gangsworte (entsprechend der Verschachtelungstie-
fe) füllt und die Daten spaltenweise ausliefert. Andere 
Verschachtelungsschemen sind ebenfalls bekannt. 
Dieser Prozess macht die Übertragung von Daten 
weniger empfindlich für Fehler, verursacht durch Zer-
brechungen zu dem Übertragungskanal.
[0025] Der verschachtelte Ausgang wird einer Ra-
tenanpassungsschaltung 18, 28 zugeführt, die auf ef-
fektive Weise die Codierungsrate der Faltungscodie-

rungsschaltung ändert, so dass die Ausgangsbitrate 
genauer Steuerbar ist. Diese Ratenanpassung kann 
Durchschlag des verschachtelten Datenblocks (näm-
lich das Entfernen von Bits) umfassen oder kann Bit-
wiederholung umfassen. Es ist bekannt, einen fal-
tungscodierten Ausgang durchzuschlagen, damit die 
Codierungsrate zunimmt, und Beispiele davon sind in 
UA 5.511.082 gegeben.
[0026] Ein Vorteil der Struktur der oben beschriebe-
nen Codierungsanordnung ist, dass der Ratenanpas-
sungsvorgang dem Codierungsvorgang folgt, mit 
dem Ergebnis, dass die Verschachtelungsschaltung 
16, 26 eine konstante Eingangsbitrate hat, gesteuert 
durch die Bitrate der Datenquelle und wobei die Re-
duktion der Bitrate herrührt aus der Faltungscodie-
rungsschaltung 14, 24. Folglich wird die Notwendig-
keit einer adaptiven Verschachtelungsschaltung ver-
mieden.
[0027] Das Ratenanpassungsmuster wird nach der 
vorliegenden Erfindung abhängig von der Wirkung 
der Verschachtelungsschaltung und der Codierungs-
schaltung selektiert. Dies wird nachstehend anhand 
der Fig. 2 näher beschrieben. 
[0028] Die Ratenanpassungsschaltung 18, 28 er-
möglicht auch die Kanalcodierung, damit ein speziel-
ler Dateneingang derart eingestellt wird, dass er einer 
bestimmten Qualität der Dienstanforderung ent-
spricht, beispielsweise in Bezug auf die Fehlerleis-
tung des Übertragungskanals. Die kombinierten Ra-
tenanpassungsschaltungen 18, 28 werden ebenfalls 
dazu verwendet, zu gewährleisten, dass die Gesamt-
bitrate der Signale, wenn sie einmal gemultiplext 
sind, die Übertragungskanalkapazität nicht über-
steigt. Auf diese Weise kann ein einziger Ratenan-
passungsvorgang benutzt werden um spezifische 
Anforderungen eines Übertragungskanals in Bezug 
auf einen einzelnen Dateneingang zu erzielen, sowie 
um zu gewährleisten, dass die kombinierte Datenin-
formation erfolgreich übertragen werden kann. Es 
wird zwischen der erzielbaren Fehlerleistung der ein-
zelnen Datenkanäle und der kombinierten Datenrate 
ein Kompromiss geben, aber diese Erwägungen wer-
den mit einer einzelnen Ratenanpassungsschaltung 
für jede Codierungsanordnung erzielt.
[0029] Die Ausgänge der beiden Codierungsanord-
nungen 13, 23 werden zusammen durch eine Multip-
lexschaltung 30 gemultiplext um eine Übertragung 
über den einzigen Kanal zu ermöglichen. Der Aus-
gang der Multiplexschaltung ist effektiv ein Datenfra-
me zur Übertragung über den Kanal und das Frame 
kann in seiner Größe einem Block verschachtelter 
Daten entsprechen. Die Framedaten können durch 
eine Intra-Frame-Verschachtelungsschaltung 32 ver-
schachtelt werden zur nachfolgenden Übertragung 
durch eine Faltungsmodulations- und -übertragungs-
schaltung 34.
[0030] Die Wirkungsweise der Codierungsanord-
nung 13, 23 aus Fig. 1 ist in Fig. 2 detailliert darge-
stellt.
[0031] In Fig. 2 zeigt Teil A deutlichkeitshalber eine 
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Sequenz von Eingangsdatenbits, die der Codie-
rungsanordnung zugeführt werden. Diese können 
Als Worte einer vorbestimmten Anzahl Bits oder als 
ein kontinuierlicher Datenstrom, wie dargestellt, ge-
gliedert werden.
[0032] Die Kanalcodierungsschaltung 14, 24 führt 
eine Faltungscodierung an dem Eingangsdatenstrom 
durch und erzeugt einen Bitstrom mit einer größeren 
Anzahl Bits. In dem in Fig. 2 dargestellten Beispiel 
verwandelt die Faltungscodierungsschaltung einen 
Datenstrom mit der Länge k in einen Strom mit der 
Länge n, wie dargestellt, was effektiv die Anzahl Bits 
zur Übertragung um n/k steigert. Verschachtelung 
wird an den codierten Datenworten durchgeführt und 
in dem in Fig. 2 dargestellten Beispiel arbeitet die In-
ter-Frame-Verschachtelungsschaltung 16 an 
8-Bit-Worten von dem codierten Datenstrom und 
wendet einen Blockverschachtelungsalgorithmus mit 
einer Tiefe 4 an. Auf diese Weise füllt die Verschach-
telungsschaltung eine Verschachtelungsmatrix von 4 
Spalten und 8 Reihen reihenweise, bitweise.
[0033] Der in Fig. 2 Teil C dargestellte Datenblock 
wird einem Löschmuster oder einem Wiederholungs-
muster ausgesetzt um die Bitrate derart zu ändern, 
dass alle Signale, wenn sie gemultiplext sind, zusam-
men einen Datenstrom erzeugen, der durch den ver-
fügbaren Übertragungskanal verarbeitet werden 
kann.
[0034] Die Anmelderin hat erkannt, dass das Lösch- 
oder Wiederholungsmuster derart selektiert werden 
soll, dass es nicht erforderlich ist, dass die gelösch-
ten oder wiederholten Bits es ermöglichen, dass alle 
Bits von dem digitalen Eingang rekonstruiert werden.
[0035] So kann beispielsweise vorausgesetzt wer-
den, dass eine Faltungscodierungsschaltung mit ge-
ringer bedingter Länge benutzt wird. Der Effekt dabei 
ist, dass es zwischen den codierten Daten und den 
Eingangsdaten eine direkte Darstellung gibt, so dass 
benachbarte codierte Datenbits Information über be-
nachbarte Bits des digitalen Eingangssignals liefern 
werden. Das Löschen oder Wiederholen benachbar-
ter Eingangsbits soll vermieden werden, weil (i) im 
Falle von Löschung von Bits die Wahrscheinlichkeit 
eines Fehlers in der Übertragung in Bezug auf diesen 
Teil der Eingangsdaten vergrößert wird, und (ii) im 
Falle einer Wiederholung von Bits die zusätzliche Ka-
pazität gleichmäßig über den Eingangsdatenstrom 
verteilt wird, damit die Wiederholung die Gesamtfeh-
lerleistung der Übertragung verbessert. Es wird mög-
lich sein, eine Lösung benachbarter Bits in dem digi-
talen Eingang für niedrige Durchschlagraten zu ver-
meiden.
[0036] Eine einfache Anwendung von Löschung 
oder Wiederholung an dem Ausgang der Verschach-
telungsschaltung 16, 26 kann schlechte Resultate in 
der Verschachtelungstiefe (Anzahl Spalten) und in 
der Lösch-/Wiederholungsrate ergeben. Wenn bei-
spielsweise jedes vierte Bit gelöscht oder wiederholt 
wird, wenn der durch Fig. 2 Teil C dargestellte Daten-
block (spaltenweise) ausgelesen wird, wird das Er-

gebnis sein, vier benachbarte Bits in der ersten Reihe 
(A11 bis A14) und in der fünften Reihe (A31, bis A34) zu 
löschen oder zu wiederholen.
[0037] Folglich sind in dem in Fig. 2 Teil D darge-
stellten Lösch-/Wiederholungsmutser die Bits zur Lö-
schung oder Wiederholung mit maximal einem sol-
chen Bit in jeder Reihe der Verschachtelungsmatrix 
selektiert worden. In dem in Fig. 2 dargestellten be-
treffenden Beispiel wird das Löschmuster für jedes 
verschachtelte Wort 44 gegenüber dem benachbar-
ten verschachtelten Wort oder Worte innerhalb des 
Blocks versetzt. So hat beispielsweise das ver-
schachtelte Wort 44a ein darauf angewandtes 
Lösch-/Wiederholungsmuster (100000100), während 
das verschachtelte Wort 44b ein darauf angewandtes 
Lösch-/Wiederholungsmuster (01000010), usw. 
Durch Versatz des Musters in benachbarten Spalten 
wird das Problem der Löschung oder der Wiederho-
lung benachbarter Bits vermieden und das Muster 
lässt sich auf einfache Art und Weise implementie-
ren.
[0038] In einem allgemeineren Fall werden die Ein-
zelheiten des gewählten Lösch-/Wiederholungsmus-
ters abhängig sein von der Größe der Verschachte-
lungsmatrix und von dem Ausmaß der Löschung 
oder Wiederholung. Insbesondere kann die Ver-
schachtelungsmatrix ziemlich größer sein als das 
einfache Beispiel aus Fig. 2. Für eine Matrix mit N 
Spalten kann ein geeignetes Lösch-/Wiederholungs-
muster dadurch erhalten werden, dass in allen P Bits 
ein Bit gewählt wird, das sich reihe für Reihe durch 
die Matrix fortsetzt. Wenn beispielsweise P gleich N 
+ 1 ist, wird ein Muster gleich dem aus Fig. 2 Teil D 
mit benachbartem Spaltenversatz um eine Reihe das 
Resultat sein.
[0039] Auch die Verschachtelungsschaltung 16, 26
kann komplexer sein als die aus dem oben gegebe-
nen Beispiel. Dem Fachmann sind viele alternative 
Verschachtelungsschaltungen, geeignet zum Ge-
brauch in einer Codierungsanordnung nach der vor-
liegenden Erfindung bekannt, beispielsweise Neu-
gliederung der Spalten der Verschachtelungsmatrix 
vor dem Auslesen. Folglich wird es notwendig sein, 
dass das Lösch-/Wiederholungsmuster geändert 
werden soll um die Merkmale der Verschachtelungs-
schaltung zu berücksichtigen. Eine Methode dies zu 
machen ist, die maximale Lösch-/Wiederholungsrate 
(sagen wir ein Bit in jedem P) zu ermitteln und der 
Verschachtelungsschaltung, in der jedes P. Bit ge-
setzt wird, einen Eingangsdatenstrom zuzuführen. 
Der Ausgang der Verschachtelungsschaltung ist 
dann ein geeignetes Lösch-/Wiederholungsmuster. 
Es dürfte einleuchten, dass das Lösch/Wiederho-
lungsmutser nach Fig. 2 Teil D dadurch hätte erhal-
ten werden können, dass der Verschachtelungs-
schaltung 16. 26 ein Datenstrom zugeführt wird, in 
das jedes fünfte Bit gesetzt wurde.
[0040] Das Muster aus Fig. 2 Teil D kann ein maxi-
males Ausmaß an erlaubtem Durchschlag oder an 
erlaubter Bitwiederholung darstellen. In diesem Fall 
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wäre es für geringere Durchschlag- oder Wiederho-
lungsraten möglich, nur einen Teil der Lösch- oder 
Wiederholungsbits zu selektieren, damit die ge-
wünschte End-Bitrate erzielt wird. 
[0041] Eine Durchschlaggrenze kann als allgemei-
ne Grenze gesetzt werden oder kann für jeden Da-
teneingangskanal gesetzt werden, sogar dynamisch. 
In diesem Fall können deterministische Algorithmen 
oder Darstellungen zum genauen Durchschlagen 
entworfen werden um jede bestimmte Durchschlag-
rate zu erzielen. Nicht einheitliche Durchschlaggitter 
können ebenfalls betrachtet werden.
[0042] Ein Durchschlag- oder Wiederholungsmus-
ter kann für die maximale Verschachtelungstiefe be-
stimmt werden und das Muster für eine verschiedene 
Codierungsanordnung innerhalb des Kommunikati-
onssystems und mit einer anderen Verschachtelung-
stiefe kann als eine reduzierte Anzahl Spalten der 
größeren Musters definiert werden. Jedes Frame zur 
Übertragung kann dann mit einer der möglichen 
Durchschlagspalten (beispielsweise 44a, 44b) asso-
ziiert werden, abhängig von der Verschachtelungstie-
fe und der spezielle Durchschlag oder die spezielle 
Wiederholung für jedes Frame kann auf einfache 
Weise durch empfangende Schaltungsanordnung 
bestimmt werden, und zwar aus den Kenntnissen der 
Verschachtelungstiefe der betreffenden Codierungs-
schaltung. Ohne zusätzliche Signalisierung.
[0043] Obschon zwei Eingangskanäle in den Figu-
ren dargestellt sind als seien sie gemultiplext um ge-
meinsam über einen einzigen Kanal übertragen zu 
werden, ist es selbstverständlich möglich, gemein-
sam eine viel größere Anzahl Eingangskanäle zu 
multiplexen.
[0044] Faltungscodierung ist beschrieben worden 
als eine bestimmte Möglichkeit einer Codierungs-
technik, aber es dürfte dem Fachmann einleuchten, 
dass andere FEC-Schemen, wie Blockcodierungs-
schemen oder Turbo-Codierung angewandt werden 
können.
[0045] Eine besondere Anwendung der vorliegen-
den Erfindung ist für das Aufwärtssignal von einer 
mobilen Telekommunikationsstation zu einer Basis-
station und wobei die mobile Station verschiedene 
Typen von Datenquellen unterstützen kann. Eine 
Vorwärtsblockverschachtler ist beschrieben worden, 
obschon dem Fachmann mehrere andere Ver-
schachtelungsoptionen bekannt sein dürften. Welche 
Verschachtelungsmethode gewählt worden ist, das 
durch die vorliegende Erfindung implementierte Wie-
derholungs- oder Löschmuster berücksichtigt den Ef-
fekt des Verschachtelungsvorgangs, so dass das 
Lösch-/Wiederholungsmuster selektiert wird unter 
Berücksichtigung der ursprünglichen Datensequenz. 
Eine Decodierungsanordnung wird ebenfalls erfor-
derlich sein als Teil eines Empfangssystems zum Bil-
den eines kompletten Kommunikationssystems. Ein 
Beispiel der Decodierungsanordnung ist in Fig. 3
schematisch dargestellt und umfasst eine Datenre-
konstruktionsschaltung 50, die einen gedemultiplex-

ten Eingang erhält.
[0046] Die rekonstruierten Daten werden einer Ent-
schachtelungsschaltung 52 sowie einem Kanaldeco-
der 54 zugeführt.
[0047] Für eine durchgeschlagene Übertragung füllt 
die Datenrekonstruktionsschaltung 50 die durchge-
schlagenen Bits mit Dummybits. Dies ermöglicht es, 
dass die Entschachtelung durchgeführt wird zum Re-
konstruieren der codierten Eingangssequenz, aber 
mit einigen Dummybits. Die Decodierungsschaltung 
kann die Stelle der Dummybits aus der bekannten 
Verschachtelungsmatrix und dem bekannten Durch-
schlagmuster herleiten und kann dadurch die Dum-
mybits während der Rekonstruktion der ursprüngli-
chen Datensequenz vermeiden.
[0048] Für eine Übertragung mit wiederholten Bits 
wird die Datenrekonstruktionsschaltung 50 die Bit-
wiederholungen entfernen, wird aber auch die Wie-
derholungen benutzen zum Schaffen einer Schät-
zung des Wertes des betreffenden Bits mit einer nied-
rigeren Fehlerwahrscheinlichkeit. Eine weiche Kom-
binationstechnik kann angewandt werden zum Her-
leiten des wahrscheinlichsten Wertes für das betref-
fende Bit aus der Anzahl empfangener Wiederholun-
gen.
[0049] Das beschriebene Codierungssystem kann 
nur für eine Aufwärtsübertragung in einem zellularen 
drahtlosen Telephonnetzwerk benutzt werden, oder 
es kann für die Aufwärts- sowie Abwärtsübertra-
gungskanäle in einem derartigen Netzwerk benutzt 
werden. Das System kann in dem UMTS-Draht-
los-Kommunikationsnetzwerk implementiert werden.

Industrielle Anwendbarkeit

[0050] Die vorliegende Erfindung kann bei 
Funk-Kommunikationssystemen wie UMTS ange-
wandt werden.

Text in der Zeichnung

Bezugszeichenliste

Fig. 1

12 Dateneingang
14 Kanalcodierung
16 Interframe-Verschachtelung
18 Ratenanpassung
22 Dateneingang
24 Kanalcodierung
26 Interframe-Verschachtelung
28 Ratenanpassung
30 Multiplexen
32  Intraframe-Verschachtelung
34 Modulation/Übertragung

Fig. 2A

Dateneingang
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Patentansprüche

1.  Ratenanpassungsschaltung zum Einstellen de 
Anzahl Bits in einem Datenblock, wobei dieser Da-
tenblock eine Anzahl verschachtelter Worte enthält, 
erzeugt durch die Wirkung einer Verschachtelungs-
schaltung (16, 26) an einem codierten Ausgang, er-
zeugt durch die Wirkung einer Codierungsschaltung 
(14, 24) an einem digitalen Eingang (12, 25) , wobei 
der codierte Ausgang eine größere Anzahl Bits hat 
als der digitale Eingang, wobei die Ratenanpas-
sungsschaltung (18, 28) Mittel aufweist zum Einstel-
len der Anzahl Bits in dem Datenblock unter Verwen-
dung eines Ratenanpassungsmusters zum Schaffen 
von Datenbits zur Übertragung während der betref-
fenden Frames eines Übertragungskanals, dadurch 
gekennzeichnet, dass Mittel vorgesehen sind zum 
Selektieren des Ratenanpassungsmusters (44) je 
nach den Merkmalen der Codierungsschaltung (14, 
24) und der Verschachtelungsschaltung (16, 26).

2.  Ratenanpassungsschaltung nach Anspruch 1, 
dadurch gekennzeichnet, dass das Ratenanpas-
sungsmuster derart selektiert wird, dass alle Bits des 
digitalen Eingangs von dem restlichen Teil der Bits in 
aufeinander folgenden verschachtelten Blöcken her-
geleitet werden können.

3.   Ratenanpassungsschaltung nach Anspruch 1 
oder 2, dadurch gekennzeichnet, dass das Ratenan-
passungsmuster (44a, 44b) für jedes verschachtelte 
Wort innerhalb des Datenblocks gegenüber dem 
(den) angrenzenden verschachtelten Wort oder Wor-
ten innerhalb des Blocks versetzt ist.

4.  Ratenanpassurtgsschaltung nach einem der 
Ansprüche 1 bis 3, dadurch gekennzeichnet, dass 
das Ratenanpassungsmuster (44) als eine Funktion 
der Verschachtelungstiefe der Verschachtelungs-
schaltung (16, 26) selektiert wird.

5.  Codierungsanordnung mit einer Ratenanpas-
sungsschaltung (18, 28) nach einem der Ansprüche 
1 bis 4, weiterhin mit einer Verschachtelungsschal-
tung (16, 26) und einer Codierungsschaltung (14, 
24).

6.  Decodierungsanordnung zum Decodieren ei-
nes codierten digitalen Signals mit einem empfange-
nen Datenblock mit einer Anzahl verschachtelter 
Worte, wobei der Datenblock durch eine Codierungs-
anordnung verarbeitet worden ist zum Einstellen der 
Anzahl Bits in dem Datenblock, wobei die Decodie-
rungsanordnung eine Datenrekonstruktionsschal-
tung (50) aufweist mit Mitteln zum Einstellen der An-
zahl Bits in dem Datenblock entsprechend einem Ra-
tenanpassungsmuster um die Wirkung der Datenan-
passungsschaltung (18, 28) umzukehren, wodurch 
die verschachtelten Worte rekonstruiert werden, wo-
bei eine Entschachtelungsschaltung (52) Mittel auf-
weist zum Erzeugen jedes der Anzahl verschachtel-
ter Worte und einen Kanaldecoder (54), dadurch ge-
kennzeichnet, dass Mittel vorgesehen sind zum Se-
lektieren des Ratenanpassungsmusters in Abhängig-
keit von den Merkmalen der Codierungsanordnung.

Es folgen 3 Blatt Zeichnungen

Fig. 2B

Dateneingang

Fig. 2C

Verschachtelungsmatrix

Fig. 2D

Lösch-/Wiederholungsmuster

Fig. 3

Gedemiiltiplexter Eingang
50 Datenrekonstruktion
52  Entschachtler
54 Decodierung
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