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57 ABSTRACT 

A neural network has inputs formed by square array of 
optical modulators Mii and outputs by optical detectors 
Dj coupled to threshold comparators. A holographic 
plate includes a spatial modulator whose elements are 
controlled by a controller to form an array of optical 
beams from a coherent optical source. Each optical 
beam optically interconnects a modulator Mii with a 
respective detector Dii. The weight values of the neural 
network are provided by the intensities of the optical 
beams. This obviates the need for an optical weighting 
mask between an array of light emitting diodes and a 
detector array allowing a higher density of lower 
power consumption components and reprogrammabil 
ity of the network. 

18 Claims, 5 Drawing Sheets 
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1. 

NEURAL NETWORKS 

BACKGROUND OF THE INVENTION 
1. Field of the Invention 
This invention relates to neural networks and in par 

ticular to optical neural networks. 
2. Related Art 
Neural networks are networks modeled on the inter 

connections of neurons in animals in which each node 
of the network, corresponding to a neuron, has an out 
put which depends on the total value of inputs to that 
node, each input being given a weight value. 
One example of the neural network is the single layer 

neural network in which each neural node sums the 
weighted values of a set of inputs. In such networks, in 
particular, the number of interconnections between 
input and output nodes grows rapidly as the number of 
output nodes increases. As pointed out by Mitsubishi 
Electric Corporation in their article in JETRO, Mar. 
1989 entitled "Optical Neurochip Developed” the mini 
mum number of nodes for a commercially realisable 
neural network is of the order of 1000 which requires 1 
million interconnections, a number with which existing 
LSI circuit technologies cannot cope. 
The approach of Mitsubishi was to interconnect the 

input and output nodes by means of optical beams. They 
constructed an optical neural network in which a single 
neuron was represented by a line detector which pro 
vided a summed output of light inputs as the input for a 
threshold comparator, a column of line optical sources 
in the form of light omitting diodes provide inputs to 
the neuron, and an optical mask between the line 
sources and line detectors provides a light intensity 
from a particular diode corresponding to its weight 
value in the neural net. The remaining output nodes 
were provided by further rows of optical detectors and 
associated threshold detectors positioned to receive 
optical input from the columns of light emitting diodes 
via the optical mask. Whether a particular input optical 
beam impinged on a photodetector was determined by 
switching the light emitting diode on or off. 

SUMMARY OF THE INVENTION 

According to the present invention, a neural network 
has at least one node responsive to the weighted sum of 
a plurality of inputs to provide an output dependant on 
said weighted sum, the node comprising an optical de 
tecting means and the inputs comprising input optical 
beams whose intensities determine the weight values of 
the inputs, the network including a holographic means 
for generating the input optical beams and an array of 
optical modulators for controlling which of the input 
optical beams impinge on the optical detectors. 
The use of a holographic means to provide optical 

beams allows the provision of the required optical inter 
connections without the need to fabricate an array of 
light emitting diodes. As the modulators have a lower 
power consumption than light emitting diodes, this 
method of forming the optical beams allows the neural 
network elements to be fabricated in higher densities 
and be driven at a faster rate than possible before. 
The optical detecting means may be a series of optical 

detectors or a single line detector, for example. 
The structure of the present invention also allows the 

modulators and optical detectors to be formed as fixed, 
compact devices in a neural network the programing of 
which can be readily changed by changing the intensity 
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2 
distribution of optical beams generated externally to 
them. In particular the removal of the need for a mask 
between the inputs and neural nodes permits the use of 
the particularly compact structure of modulators and 
optical detectors described fully in the applicant's co 
pending application GB 892.6183, namely one in which 
they are formed on respective sides of a common sub 
strate, for example based on multiple quantum well 
structures formed by double-sided epitaxy. 
The single source of optical power required to illumi 

nate a hologram of the holographic means needs to be as 
powerful as the sum of the powers of the equivalent 
number of light emitting diodes but it has the advantage 
that the optical beams are more readily and simulta 
neously matched to detectors' sensitive wavelength. 
The hologram may provide equal intensity beams 
which then pass through an optical mask to provide the 
desired weighting values. Preferably, however, the 
hologram produces directly the intensities of input opti 
cal beams corresponding to the weight values because 
the optical power of the source is used more efficiently 
in that there is no need for an intervening mask which 
absorbs optical power. 
The hologram may be positioned between a pair of 

collimating lenses to simplify the design and fabrication 
of the hologram. Preferably the hologram incorporates 
the phase structure of such a pair of lenses to reduce the 
number of optical components. 
The hologram or mask may be formed from, a spatial 

light modulator with means for setting the hologram or 
mask to one of several patterns corresponding to differ 
ent neural network weight values. 
The hologram or mask may be removably mounted in 

the network to provide means for adjusting the 
weighting values of the network. Alternatively, adjust 
ability can be achieved by forming the hologram or 
mask from a changeable spatial light modulator. 
Where adjustability is required a plurality of holo 

grams may be provided each for providing different 
weighting values of optical beams for interconnecting 
the modulators and detectors. The desired hologram 
may be selected by selective illumination from a single 
optical source via an intervening changeable mask or by 
associating each hologram with a distinct optical 
source, which sources illuminate only the respective 
hologram. 
BRIEF DESCRIPTION OF THE DRAWINGS 

Embodiments of the present invention will now be 
described, by way of example only, with reference to 
the accompanying drawings in which 
FIG. 1 is a schematic diagram of a first embodiment 

of a neural network according to the present invention 
using a weighting mask; 
FIG. 2 is a schematic diagram of a further embodi 

ment of a neural network according to the present in 
vention using a weighted hologram; 
FIG. 3 is a schematic diagram of a further embodi 

ment of a neural network according to the present in 
vention using a weighted hologram; 
FIG. 4 is a schematic diagram of a further embodi 

ment of a neural network according to the present in 
vention using a double-sided epitaxy multiple quantum 
well modulators/optical detectors; 
FIG. 5 is a schematic diagram of the embodiment of 

FIG. 1 configured as an exclusive-or circuit; 
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FIG. 6 is a schematic diagram of a multiple hologram 
source for use with the present invention; and 

FIG. 7 is a schematic diagram of a further embodi 
ment of an optical neural network according to the 
present invention. 
DETAILED DESCRIPTION OF EXEMPLARY 

EMBODIMENTS OF THE INVENTION 

Referring to FIG. 1 a neural network has sixteen 
multiple quantum well (MQW) optical modulators Mij, 
i,j=l to 4 and sixteen MQW optical detectors Di ij=l 
to 4 each formed as a square array on respective sides of 
a lens 1 which focuses light transmitted by modulator 
mijon the corresponding detector Dj. An optical beam 
passing through a modulator mi is thereby optically 
interconnected to the corresponding detector Dj. 
The modulators Min a given column 1 are switched 

on and off together by one of the drivers 2. The detec 
tors Di in each of the rows j are coupled together so 
that the sum of the photocurrent from the row can be 
obtained. Each row of detectors Ditherefore forms the 
weighted sum of the light intensities passing through 
the modulators Mii, i=1 to 4. The summed output of 
each row of detectors Discoupled to the thresholding 
device 3. 

Output signals from the thresholding device 3 are 
fedback via the feedback element 5 to the drivers 2. On 
providing input signals to input ports I of the drivers 2 
the net will settle to a stable state with output signals 
corresponding to the input signals being made available 
at output ports 0 of the thresholding elements 3. An 
example of such operation will be described in more 
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detail later with reference to FIG. 5. It should be under 
stood, however, that this invention is not concerned 
with or limited to the particular inputs, feedback mech 
anism or threshold jag described in this application. 
A source of optical coherent radiation 4 is collimated 

by lens 6 to impinge on a holographic plate 8, the light 
being diffracted into sixteen equal intensity beams 
which are focused by lens 10 to impinge on an elements 
Eiji, i.J-1 to 4 optical mask 12. The mask elements 
determine the intensity I of the beams 14 which im 
pinge upon modulators Mij. The row of detectors Dii, 
j= 1 to 4 therefore forms the weighted sum 

where Mij=1 if the modulator is transparent and O if 
opaque. That is, the intensities of the optical beams 14 
after passing through the optical mask 12 provide the 
weighting values of the neural net. The relative weights 
are indicated in FIGS. 1 and 2 by the width of the ar 
rows representative of the individual beams 14. 

Referring now to FIG. 2, a neural network is shown 
which is similar to FIG. 1, the same parts being denoted 
by the same reference labels, but in which the optical 
beams of required intensity are produced directly by a 
holographic plate 15 formed from a spatial light modu 
lator having phase elements 16 controlled by control 
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4 
means 18 which sets the phase elements 16 to the de 
sired pattern to obtain the desired optical beam intensi 
ties 14. The hologram 15 incorporates the phase struc 
ture of the lenses 6 and 10 of the FIG. 1 embodiment to 
reduce the number of optical components. 
The method of producing holograms for splitting of 

the source to equal intensity beams are well known and 
will not be described further. The hologram for split 
ting the source to different intensity optical beams can 
be obtained by using interactive methods to form a 
computer generated hologram in which the desired 
image corresponds to the desired splitting ratios. The 
method applied to the formation of equal intensity opti 
cal beans is discussed in an article by Feldman and 
Guest in Optics Letters Vol 14 No. 10 of May 1989 
titled "Interactive encoding of high-efficiency holo 
grams for generation of spot arrays' and is readily mod 
ified to produce unequal splitting ratios. 

In the embodiment of FIG. 3 the weighted input 
optical beams 14 are produced by a removable holo 
gram 9 between a pair of lenses 6 and 10 as in the em 
bodiment of FIG. 1. 

Referring now to FIG. 4 there is shown schemati 
cally a neural net as shown in FIG. 2 in which the 
modulators (not shown) and detectors Diare fabricated 
on respective sides of a common substrate. The fabrica 
tion of modulator/detector multiple quantum well ar 
rays by double-sided epitaxy is described in the appli 
cant's co-pending application GB8926183 filed 20th 
Nov. 1989. 

Referring now to FIG. 5 feedback in a neural net 
according to the present invention is described which 
produces as an output the exclusive-OR operation on 
two inputs by way of example. 

Elements Mi of modulator array 24 are optically 
coupled to detectors Dijof a detector array 26 by inten 
sity weighted optical beams 14 generated for example 
by holographic means of either FIGS. 1 or 2. The 
weighting given to each modulator element M is de 
noted by the corresponding numeral on the drawing. 
For example the weighting for element M11 is 2, for 
M21 l, and for M120, and so on. 
The modulators Mi may be multiple quantum well 

devices for example. Each modulator in a column is 
turned on and off by a respective input A, B, C or D. 
When a logical input of 1 is applied to an input A,B,C or 
D the weighted input beams 14 corresponding to the 
elements in that column are allowed to pass through to 
the detector array 26. 
The detectors Di in each row of the array 26 are 

coupled together to provide signals representative of 
the sum of the intensities detected by the detectors in a 
row, indicated by Z, F1, TH and F2, where A is the 
change in voltage in a detector associated with one unit 
of detected optical intensity. 
The relationship between logical inputs at A and B 

and the outputs F1, F2 and TH are shown in the first 
five columns table 1. 

TABLE 1. 
A B F F2 TH C D Z. A B 

0 0 0 0 0 0 (F1 <TH+0.5A) 0 (F2-TH+0.5A) 0 0 (Z-0.5A) 
0 1 2A 0 1A 1 (F1)TH+0.5A) 0 (F2(TH+0.5A) 1A 1 (Z0.5A) 
1 0 0 2A 1A 0 (F1 <TH+0.5A) 1 (F2)TH+0.5A) 1A 1 (Zd0.5A) 
1 1 2A 2A 2A 0 (F1 <TH+0.5A) 0 (F2(TH+0.5A) 0 0 (Z(0.5A) 
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So, for example, when A and B = 1 D11 receives two 
units of optical intensity and so F2=2A; D21 and D22 
each receive one unit of optical intensity so TH=2A, 
and D32 receives two units of optical intensity so F=2A. 
The outputs F1, F2 and TH are input to a threshold 

ing device 28. A D.C. bias of 0.5A is provided by bias 
units 35 and 36. The output of bias unit 36 is summed 
with output TH from the detector array26 and coupled 
to comparator 30 and 32 to provide the threshold levels. 
Outputs F1 and F2 are coupled to the second inputs of 
comparators 30 and 32 respectively. Comparator 30 
provides a logical output (which comprises input D) of 
0 if F1d (TH--0.5A) and 1 if F1d (TH--0.5A). Simi 
larly, comparator 32 provides a logical output (which 
comprises input C) of 0 if F2<(TH-0.5A) and 1 if 
F2) (TH-0.5A). The values of inputs C and D pro 
vided by the threshold jag element 28 for the four dif 
ferent combinations of A and B is also shown in table 1. 

In this embodiment, the value of output Z from the 
detector array 26 is the determined solely by inputs C 
and D as elements M41 and M42, corresponding to in 
puts A and B, have zero weighting. 
The output Z from the detector array 26 is compared 

by comparator 34 to the D.C. bias 0.5A to provide a 
logical output which as shown by table 1 corresponds to 
the exclusive-or of inputs A and B. 

Referring now to FIG. 6 a multiple source of 
weighted intensity optical beams for use in neural array 
according to the present invention comprises four holo 
grams H1 to H4 each of which can be illuminated by a 
corresponding optical source 41, 42, 43 and 44 respec 
tively. Each of the holograms H1 to H4 can be arranged 
to provide different weighting values of optical beam 
intensity for a neural net with which it is to be used. By 
changing the illuminating source 41 to 44, the neural net 
can be rapidly reconfigured to provide a different func 
tion defined by the chosen weighting values associated 
with the illuminated hologram H1 to H4. 
A lens system, not shown, is used to allow each holo 

gram to illuminate the whole modulator array as in the 
previously described embodiments. The holograms H1 
to H4 could be replaced by holograms providing equal 
beam intensities with which are associated masks to 
provide the required weighting values. Other multiple 
source arrangements may also be employed. For exam 
ple, the holograms H1 to H4 could be illuminated by a 
single source, the required one being selected by means 
of a mask between the source and the holograms. Alter 
natively the holograms H1 to H4 may be formed as a 
multiple volume hologram illuminated by a single opti 
cal source, the appropriate hologram being selected by 
means of a spatial modulator between the source and 
the hologram. 

It will be appreciated that the present invention is not 
restricted to any particular size, type or configuration of 
optical modulators and optical detectors. 
A method of determining the weights devised by the 

applicant which is applicable to the present invention 
may be based on the fact that the modulation depth that 
can be achieved at a given wavelength for a multiple 
quantum well (MQW) modulator is determined not 
only by the voltage swing of the digital drive but also 
by the applied bias across the modulators. See FIG.3 of 
N. M. Barnes, P. Healey, M. A. Z. Rejman-Greene, E. 
G. Scott & R. P. Webb, "16 Channel Parallel Optical 
Interconnect Demonstration with an InGaAs/InP 
MQW Modulator Array,' Elect Lett, 26, 1126-1127 
(1990). This behaviour means the modulation depth can 
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6 
be adjusted by changing the bias voltage, even if the 
voltage swing of the digital drive which determines 
whether the modulator is in the “on” or “off” state is 
unaltered. By the addition of a low pass filter to the 
circuit of FIG. 1, a slowly varying (10-100 KHz) ana 
logue bias voltage can be superimposed onto the fast 
(about 50 MHz) digital data. Hence the modulation 
depth, which corresponds to the signal weight, can be 
changed at a rate of 10-100 KHz. This slowly varying 
voltage level can be set by standard low-bandwidth 
analogue drivers under computer control. The holo 
gram that produces the multiple beams no longer has to 
produce beams with a pre-programmed weight matrix. 
A uniform array of beams can now be used instead, the 
weights being determined by the independently adjust 
able bias voltages on the modulators. Further, the 
weights can now be adjusted during a training phase for 
the neural network. 

This arrangement of optical neural network provides 
a means of sending high speed digital data through a 
neural network while still being able to change the 
weights at more modest speeds under computer control. 
There are other ways in which this high data 

throughput could be achieved-in particular the data 
signals could be produced externally and illuminate a 
sandwich of modulator/detector arrays. The modula 
tors could then be addressed independently to adjust the 
weights. 
The bias voltages which determine the threshold 

levels can also be adjusted at the same slower timescale 
in these implementations. 
Measuring the similarity of the whole of the output 

set and target set and adjusting the parameters on this 
global measure rather than on the similarity of pairs of 
individual vectors provides enhanced training rates for 
neural networks having a data throughput rate that can 
be higher than the rate at which the response determin 
ing means can be adjusted. This can speed up training 
by not limiting the rate of applying the input vectors to 
the relatively slow weight adjustment rate of the net 
work. 

Referring now to FIG. 7, an optical neural network is 
configured as the neural network of FIG. 4. 
A laser 50 illuminates a computer generated holo 

gram 52 via lenses 54 and 55 which produce a 4x4 
array of nominally equal intensity light beams (not 
shown) which are focussed onto respective modulator 
elements Mi of a 4x4 modulator array 46. The modu 
lated beams are focussed onto respective detectors Di 
of a detector array 48. 
For both the modulators Mii and detectors Di, i and 

jboth range from 1 to 4 with i denoting the columns 
from left to right and j denoting the rows from top to 
bottom. One exemplary modulator M21 and detector 
D32 is referenced to illustrate the indexing scheme. 
The modulators Miland detectors Dijof the first three 

columns form the first layer of the neural network 50, 
whilst the fourth column of the modulators Mi and 
detectors Di form the second layer of the neural net 
work 50. 
There are three, high-speed, binary input channels 60, 

62 and 64-each connected to a column of four, inde 
pendently weighted modulators. Each modulator Miis 
individually addressed by a modulator driver 66 with 
the combination of high-speed logical data (common to 
each element in the column) and low speed bias voltage 
from a weight controller 68 to determine the modula 
tion weight. The output from the detectors is Di 
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summed in rows. Four binary inputs (A-D, B-C, A-C 
and D), determined from comparators on the A,B,C,D 
outputs, are thresholded against a bias voltage set by 
threshold controller 69. These are fed back into the 
remaining weighted modulators of the fourth column 
on the modulator array 56 via a modulator driver 70 and 
a signal bus 72 with weights for the modulators being 
provided by weight controller 68. The output from the 
second layer of four detectors 74 is then summed, and 
thresholded against threshold 6, to give the final, binary 
output from the network at output 78. 
As the weights are coded here as different optical 

intensities in the beams they must take positive values. 
As explained above, the training method when ap 

plied asynchronously to the network of FIG. 7 is ex 
pected to display rapid training as the high data 
throughput of the training set will relieve the bottle 
neck of the simulation of forming the measure of simi 
larity and applying the training set on a general purpose 
computer. 

If, for example the network takes data at a speed of 50 
MHz and the training set contains 1000 members, data 
on the similarity of the set of output vectors and a target 
set can be collected at the rate of 50 KHz and therefore, 
in principle, 50,000 iterations can be performed each 
second (assuming the weight and threshold calculations 
can be made at this rate) each iteration being calculated 
on information on all 1000 output vectors rather than on 
the comparison of only one output vector and a target 
vector. That is, the training method provides a potential 
1000-fold increase in training speed for this exemplary 
network. The actual increase will depend on the algo 
rithms employed. 
The training scheme is described in more detail in the 

applicant's copending patent application GB9024332.0. 
We claim: 
1. A neural network comprising: 
beam source means for providing a plurality of 

weighted intensity input optical beams; 
an array of modulators, each for modulating a respec 

tive one of said input optical beams whereby each 
said modulator produces a respective modulated 
beam; and 

an array of detectors, each for detecting the modu 
lated beam solely from a respective one of the 
modulators, said detectors being electrically con 
nected in groups to form nodes, whereby to form 
sums of the modulated and weighted beam intensi 
ties at the nodes; 
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wherein the beam source means includes a source of 50 
laser radiation, and holographic means operative to 
split the laser radiation from the source into the 
plurality of input beams. 

2. A network as in claim 1 in which the holographic 
means comprises: 
a hologram for generating a plurality of substantially 

equal intensity optical beams, and 
an optical mask between the hologram and the array 
of optical modulators for providing the weighted 
intensities of input optical beams. 

3. A network as in claim 2 in which the optical mask 
is removably mounted in the network. 

4. A network as in claim 2 in which the mask com 
prises a spatial light modulator and includes means for 
altering the spatial light modulator to a desired pattern. 

5. A network as in claim 1 in which the holographic 
means comprises a hologram configured to generate the 
input optical beams of the required intensities. 
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6. A network as in claim 1 in which the holographic 

means is positioned between a pair of collimating lenses. 
7. A network as in claim 1 in which the holographic 

means includes a hologram that is a binary phase pat 
ten. 

8. A network as in claim 1 in which the holographic 
means includes a hologram that is a fixed mask, remov 
ably mounted in the network. 

9. A network as in claim 1 in which the holographic 
means comprises a spatial light modulator and includes 
means for altering the spatial light modulator to a de 
sired pattern. 

10. A network as in claim 1 including at least two 
holograms, any one of which being selectable to pro 
vide the plurality of input beams. 

11. A network as in claim 10 in which each hologram 
is illuminatable by a respective optical source. 

12. A neural network as claimed in claim 1 wherein 
the modulators and detectors are arranged in overlying 
corresponding arrays, with the modulators being elec 
trically interconnected to define array columns, and the 
detectors being interconnected to define array rows 
which provide said nodes. 

13. A neural network having: 
at least one node responsive to the weighted sum of a 

plurality of inputs to provide an output dependent 
on said weighted sum, 

the node comprising an optical detecting means for 
detecting each of the inputs, and the inputs com 
prising input optical beams whose intensities deter 
mine the weight values of the inputs, and 

the network including a holographic means for gen 
erating the input optical beams and an array of 
optical modulators for controlling which of the 
input optical beams impinge on the optical detect 
ing means, 

wherein the holographic means incorporates the 
phase structure of a pair of collimating lenses lo 
cated one either side of the hologram. 

14. A neural network having: 
at least one node responsive to the weighted sum of a 

plurality of inputs to provide an output dependent 
on said weighted sum, 

the node comprising an optical detecting means for 
detecting each of the inputs, and the inputs com 
prising input optical beams whose intensities deter 
mine the weight values of the inputs, and 

the network including a holographic means for gen 
erating the input optical beams and an array of 
optical modulators for controlling which of the 
input optical beams impinge on the optical detect 
ing means, 

wherein the array of optical modulators and the opti 
cal detecting means are formed on respective sides 
of a common substrate. 

15. A network as in claim 14 in which the optical 
modulators comprise multiple quantum well devices. 

16. A network as in claim 15 including a bias means 
for adjusting the modulation depth of the multiple quan 
tum well devices. 

17. A neural network having: 
at least one node responsive to the weighted sum of a 

plurality of inputs to provide an output dependent 
on said weighted sum, 

the node comprising an optical detecting means for 
detecting each of the inputs, and the inputs com 
prising input optical beams whose intensities deter 
mine the weight values of the inputs, and 
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the network including a holographic means for gen 
erating the input optical beams and an array of 
optical modulators disposed between the holo 
graphic means and the optical detecting means for 
controlling which of the input optical beams in 
pinge on the optical detecting means, 

wherein the optical modulators and optical detecting 
means are all formed from multiple quantum well 
devices. 

18. A neural network having: 
at least one node responsive to a weighted sum of a 

plurality of inputs to provide an output dependent 
on said weighted sum, 
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10 
the node comprising an optical detecting means for 

detecting each of the inputs, and the inputs com 
prising input optical beams whose intensities deter 
mine the weight values of the inputs, and 

the network including a holographic means for gen 
erating the input optical beams and an array of 
optical modulators for controlling which of the 
input optical beams impinge on the optical detect 
ing means, 

wherein the array of optical modulators and the opti 
cal detecting means are formed on a common sub 
State. 
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