wo 2014/174548 A1 I} W00 000 OO0 O A

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2014/174548 Al

(51

eay)

(22)

(25)
(26)
1

(72

74

31

30 October 2014 (30.10.2014) WIPOIPCT
International Patent Classification:
GO6F 3/06 (2006.01)
International Application Number:
PCT/IP2013/002702

International Filing Date:
22 April 2013 (22.04.2013)

English
Publication Language: English

Applicant: HITACHI, LTD. [JP/JP]; 6-6, Marunouchi 1-
chome, Chiyoda-ku, Tokyo, 1008280 (JP).

Inventors: ABEI, Hiroshi; ¢/o HITACHI, LTD., IT Plat-
form Division Group, 322-2, Nakazato, Odawara-shi,
Kanagawa, 2500872 (JP). SONODA, Koji; ¢/o HITACHI,
LTD., IT Platform Division Group, 322-2, Nakazato,
Odawara-shi, Kanagawa, 2500872 (JP).

Agent: WILLFORT INTERNATIONAL; Kanda-
Ogawamachi Tosei Bldg. II 7F, 3, Kanda-Ogawamachi 3-
chome, Chiyoda-ku, Tokyo, 1010052 (JP).

Filing Language:

Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,

(84)

AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU,
RW, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,
T™M, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
M, ZW.

Designated States (uniess otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
TR), OAPI (BF, BJ, CF, CG, CIL, CM, GA, GN, GQ, GW,
ML, MR, NE, SN, TD, TG).

Published:

with international search report (Art. 21(3))

(54) Title: STORAGE APPARATUS AND DATA COPY CONTROL METHOD

Fig. 2

2

Host computer

R

13 ST-CTL
5] er:— eve)l " 10
/\/
cPU
15 12
Cache — Control
memory memory
14 14 | 14
[ Lowertevel I }’\/ [ Lowertevel 1 }/‘/| Lower-level IF
201
21 21 21
FMPK —I FMPK l/\/ —I FMPK l/‘/
21 21 21
v/
FMPK FMPK FMPK
24 24 24
AN A o N
23? SATA 2 (SATA) 23 (SATA)
=) E) sy
SA (SAS) (SAS)
Storage part

(57) Abstract: A storage apparatus comprises a storage con-
troller and multiple storage devices. The storage controller
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copy-target data, or a storage device which is a copy destina-
tion of the copy-target data, a copy indication showing areas
of the copy source and the copy destination, and the storage
device, which receives the copy indication, copies data of the
copy-source area to the copy-destination area based on the
copy indication without going through the storage controller.
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Title of Invention: STORAGE APPARATUS AND DATA COPY
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CONTROL METHOD
Technical Field

The present invention relates to a data copy process performed inside a storage
device and/or between storage devices.
Background Art

Amount of data stored in a storage apparatus is increasing every year. Since the
storage apparatus stores mass data, the storage apparatus is equipped with many
physical storage devices, and a storage controller (hereinafter, ST-CL) controls read/
write of the data to a storage device (IO processing). The ST-CTL, for example,
controls the physical storage devices, such as SSDs (Solid State Drives) and HDDs
(Hard Disk Drives), as RAID groups, and provides a volume which is logical storage
space to a host computer (hereinafter, host). Although the ST-CTL provides a host
with multiple volumes, the capacity of each volume is also increasing with increase of
data volume.

In the storage apparatus, for example, disaster recovery and/or failure processing, the
duplicate of volume is created. And the ST-CTL copies the data, stored in one or more
physical storage devices which constitute a volume and the duplicate of the volume,
within a physical storage device and/or between physical storage devices.

For example, in a data copy process between physical devices, the ST-CTL, which is
a higher-level apparatus with respect to the physical storage device, for example, reads
copy-target data (hereinafter, target data) from the physical storage device of the copy
source in accordance with an indication from the host, stores the read target data in a
cache memory controlled by the ST-CTL, and writes the target data, which has been
stored in the cache memory, to the physical storage device of the copy destination (for

example, refer to Patent Literature 1).
Citation List
Patent Literature
PTL 1: US Patent Description No. 7441091
Summary of Invention
Technical Problem
In data copy processing of the Patent Literature 1, in order that the ST-CTL may
copy data, during a copy, load is applied to the ST-CTL and the performance of 1/0

(Input/Output) processing declines. Since the amount of data stored in the storage
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apparatus is increasing every year, there is a problem that it takes a long time to carry
out a volume copy and span of declined 10 processing performance of the ST-CTL
increases. Moreover, since the ST-CTL manage multiple volumes, load influence I/0O
processing performance to other volumes, if the load is applied by the copy of a certain

volume.
A data copy is not only for disaster recovery, but rather is also performed when

migrating data, such as in a snapshot and/or migration operation, and as such, there is a
tendency for the ST-CTL copy load to increase even further.
Solution to Problem

A storage apparatus comprises an ST-CTL and multiple storage devices. A storage
controller sends, to either a storage device which is a copy source of copy-target data,
or a storage device which is a copy destination of the copy-target data, a copy in-
dication showing areas of the copy source and the copy destination, and the storage
device, which receives the copy indication, copies data of the copy-source area to the
copy-destination area based on the copy indication without going through the storage

controller.

Advantageous Effects of Invention

It is possible to reduce the load of the storage controller executing data copy
processing. Thus, it is possible to prevent the declining of I/O processing performance
under data copy in the storage apparatus.
Brief Description of Drawings
[fig.1]Fig. 1 is a schematic diagram for explaining a copy process related to a first
example.
[fig.2]Fig. 2 is a simplified block diagram of a computer system related to the first
example.
[fig.3]Fig. 3 shows an example of LU configuration management table 600.
[fig.4]Fig. 4 shows an example of RG configuration management table 700.
[fig.5]Fig. 5 shows an example of a FMPK management table 800.
[fig.6]Fig. 6 shows an example of package-side copy-enabling condition information
900.
[fig.7]Fig. 7 shows an example of the configuration of a FMPK 21 related to the first
example.
[fig.8]Fig. 8 shows an outline of an association between a logical page and a physical
page managed by the FMPK 21.
[fig.9]Fig. 9 shows an example of a physical page status management table 1200.
[fig.10]Fig. 10 shows a logical-physical translation table 1500 managed by the FMPK

21 and transitions in the status of the logical-physical translation table 1500 during
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copying inside the same FMPK 21.

[fig.11]Fig. 11 shows an example of read process information 1600.

[fig.12]Fig. 12 shows an example of write process information 1800.

[fig.13]Fig. 13 shows an example of the flow of a data copy process in accordance
with a ST-CTL 10.

[fig.14]Fig. 14 shows an example of the flow of a data copy process by the FMPK 21.
[fig.15]Fig. 15 shows an overview of a copy process inside the same FMPK 21.
[fig.16]Fig. 16 shows the flow of the copy process inside the same FMPK 21.
[fig.17]Fig. 17 shows the flow of a read process in the FMPK 21.

[fig.18]Fig. 18 shows an overview of a write process in the FMPK 21.

[fig.19]Fig. 19 shows the flow of the write process in the FMPK 21.

[fig.20]Fig. 20 shows transitions in the state of the logical-physical translation table
1500 in a case where a write command has been received for a copy-source logical
page during a copy process inside the same FMPK 21.

[fig.21]Fig. 21 shows the flow of processing of the copy-source FMPK 21 in a case
where the initiator is the copy-source FMPK 21.

[fig.22]Fig. 22 shows the state of the processing in the copy-source FMPK 21 in a case
where the initiator is the copy-source FMPK 21.

[fig.23]Fig. 23 shows the flow of processing on the copy-destination FMPK 21 side in
a case where the initiator is the copy-source FMPK 21.

[fig.24]Fig. 24 shows the state of the processing inside the copy-destination FMPK 21
in a case where the initiator is the copy-source FMPK 21.

[fig.25]Fig. 25 shows the flow of processing on the copy-destination FMPK 21 side in
a case where the initiator is the copy-destination FMPK 21.

[fig.26]Fig. 26 shows the state of the processing inside the copy-destination FMPK 21
in a case where the initiator is the copy-destination FMPK 21.

[fig.27]Fig. 27 shows the flow of processing of the copy-source FMPK 21 in a case
where the initiator is the copy-destination FMPK 21.

[fig.28]Fig. 28 shows the state of the processing inside the copy-source FMPK 21 in a
case where the initiator is the copy-destination FMPK 21.

[fig.29]Fig. 29 shows an example of a flow for determining a copy process, which is
executed in a case where the FMPK 21, HDD and SSD are intermixed as the storage
devices of a storage part 20.

[fig.30]Fig. 30 shows an example of a flow for determining whether or not an in-
package copy process is possible with respect to the package.

[fig.31]Fig. 31 shows an example of the configuration of a computer system related to
a second example.

Description of the Embodiment
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The examples explained hereinbelow do not limit the invention related to the claims,
and not all of the elements and combinations thereof explained in the examples are
essential for the solution provided by the invention.

In the following explanation, various information is explained using the expression
"aaa table", but the various information may also be expressed using a data structure
other than a table. To show that this information is not dependent on the data structure,
"aaa table" can be called "aaa information".

In the following explanation, at least one controller from among a RAID controller
and a memory controller may be a processor (for example, a CPU (Central Processing
Unit)) for executing a computer program, or may include a processor and another
device (for example, a memory) or dedicated hardware for performing a prescribed
process. The computer program may be installed from a program source in either the
RAID controller or the memory controller. The program source, for example, may be
either a program delivery server or a portable storage media.

In the following explanation, identification information for an element (for example,
a LU or physical page) is a number, but an element may be identified using another
type of information either instead of or in addition to a number.

In the following explanation, in a case where the same type of element is explained
without distinguishing between elements, a reference sign is used (for example,
"FMPK 21" will be written), and in a case where the same type element is explained by
distinguishing between elements, a serial number is used in place of the reference sign
(for example, "FMPK #0" may be written).

In the following explanation, a nonvolatile semiconductor storage medium is a
NAND-type flash memory as was explained hereinabove. Thus, the terms page and
block are used. Also, in a case where a certain logical area (referred to as "target
logical area" in this paragraph) is a write destination, and, in addition, a page (referred
to as "first page" in this paragraph) has already been allocated to the target logical area,
a free page (referred to as "second page" in this paragraph) is allocated to the target
logical area in place of the first page, and data is written to the second page. The data,
which is written to the second page, is the latest data for the target logical area, and the
data, which is stored in the first page, becomes the old data for the target logical area.
Hereinbelow, the latest data may be referred to as "valid data" and the old data may be
referred to as "invalid data" for each logical area. Furthermore, a page, which stores the
valid data, may be referred to as "valid page", and a page, which stores the invalid
data, may be referred to as "invalid page".

The following terminology will be used in the specification.

(*) "PDEV" is the abbreviation for a physical storage device (typically a nonvolatile

storage device). The PDEV, for example, comprises a storage medium (typically a



WO 2014/174548 PCT/JP2013/002702

nonvolatile storage medium) and a controller for controlling an I/O (Input/Output) of
data thereto. A nonvolatile storage medium may be a hard disk group (one or more
hard disks) or a NVM group (one or more nonvolatile semiconductor memories
(NVM)). That is, the PDEV, for example, may be a NVM device, such as a HDD
(Hard Disk Drive) or a flash memory (FM) device (for example, a SSD (Solid State
Device)). The NVM, for example, may be a FM. The FM may be a write once read
many-type FM, and, for example, may comprise multiple blocks (physical blocks), and
each block may comprise multiple pages (physical pages). The NVM (typically a FM)
may be a type of NVM (for example, a NAND-type FM) in which data is written in
page units, data cannot be written to the page until the data in the page has been erased,
and the data is erased in block units. However, the NVM may be another type of write
once read many NMV, for example, a MRAM (Magnetic Random Access Memory:
magnetic resistance memory), a PRAM (Phase Change Random Access Memory:
phase change memory), or a ReRAM (Resistance Random Access Memory: resistance
change memory).

(*) "Logical page" may refer to a page, which comprises a logical space provided by
the NVM (typically a FM), and "physical page" may refer to a page, which comprises a
physical area of the NVM (typically a FM). Furthermore, "free page" refers to a
physical page to which data is capable of being written, "valid page" refers to a
physical page in which valid data is being stored, and "invalid page" refers to a
physical page in which invalid data is being stored. For a certain logical page, "valid
data" is the latest data, which was written to the logical page, and "invalid data" is the
data, which has become old data as a result of the valid data having been written to the
logical page.

(*) "VOL" is the abbreviation for a logical volume, and is a logical storage device
(may be called a logical unit (LU)). The VOL may be a real VOL (RVOL) or a virtual
VOL (VVOL). Furthermore, the VOL may be an online VOL, which is provided to an
external apparatus (for example, a host computer) coupled to the storage apparatus
comprising this VOL, or an offline VOL, which is not provided to an external
apparatus (is not recognized by the external apparatus). The "RVOL" is a VOL, which
is based on a physical storage resource (for example, a RAID (Redundant Array of In-
dependent (or Inexpensive) Disks) group, which comprises multiple PDEV
(nonvolatile physical storage devices)) of the storage apparatus that comprises this
RVOL. As the "VVOL", for example, there may be an externally coupled VOL
(EVOL), which is a storage virtualization technology-compliant VOL that is based on
a storage resource (for example, a logical volume) of an external storage apparatus
coupled to the storage apparatus comprising this VVOL, or a capacity virtualization

technology (typically Thin Provisioning)-compliant VOL (TPVOL), which comprises
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multiple virtual segments (virtual storage areas). The TPVOL is typically an online
VOL. A real segment is allocated to the TPVOL from a pool. The "pool" is a storage
resource, which comprises multiple real segments (real storage areas). The pool, for
example, comprises multiple pool VOLs, and each pool VOL is partitioned into
multiple real segments. The "pool VOL" is a VOL, which is a component of the pool.
The pool VOL may be a RVOL or an EVOL. The pool VOL is typically an offline
VOL.

(*) "PVOL" is the abbreviation for a primary VOL, and typically is a copy-source
VOL. "SVOL" is the abbreviation for a secondary VOL, and typically is a VOL, which
comprises a pair with a PVOL, and which is a copy-destination of the PVOL data.
Example 1

Fig. 1 is a schematic diagram for explaining a copy process related to a first example.

A storage apparatus 1 comprises a ST-CTL 10 and multiple FM (Flash Memory)
packages (FMPK) 21. Multiple FMPK 21 are connected to the same bus 23. FMPKs
21 connected to the same bus 23 can communicate each other, without passing ST-
CTL 10. That is, a FMPK 21 can transmit/receive of data or control information to/
from a FMPK or a HDD connected to the same bus.

In a copy process related to the first example, data of a FMPK 21 copy-source area is
copied to a FMPK 21 copy-destination area either inside the same FMPK 21 or
between FMPKSs 21 without going through the ST-CTL 10. Furthermore, in a case
where a RAID (Redundant Array of Independent (or Inexpensive) Disks) group has
been configured from the multiple FMPKs 21, a copy process inside an FMPK 21 is
performed between FM chips comprising the inside the same FMPK 21. A copy
process between FMPKSs 21 is performed between FMPKs 21 (units of LUs (Logical
Units)) comprising RAID groups of the same level.

A copy process inside a FMPK 21 and between FMPKs 21 may be performed in
response to the ST-CTL 10 having received a copy indication from the host computer 2
(hereinafter, host copy indication), and may be performed without the ST-CTL 10
receiving a host copy indication. In the following explanation, it is supposed that a
copy process is performed principally by the ST-CTL 10 receiving a host copy in-
dication from the host computer 2. In addition, each of a copy-source area and a copy-
destination area (for example, logical volume) is specified in a host copy indication,
and respectively refer to a "host-specified copy-source area" and a "host-specified
copy-destination area". Each of the host-specified copy-source area (for example,
logical volume) and the host-specified copy-destination area, for example, are
expressed using information, which includes a LU # and a LBA (Logical Block
Address) of the LU. The source from which the copy indication is sent to the ST-CTL

10 may be an external apparatus other than the host computer 2, for example, a
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management computer for managing the storage apparatus 1, but in the following ex-
planation it is supposed that the source is the host computer 2.

The ST-CTL 10, which has received a host copy indication, selects a target FMPK 21
on the basis of the host copy indication, and sends a copy indication to the selected
FMPK 21. Hereinbelow, the copy indication sent to the FMPK 21 by the ST-CTL 10
will be referred to as "CTL copy indication". Each of a copy-source area and a copy-
destination area is also specified in the CTL copy indication, and respectively refer to a
"CTL-specified copy-source area" and a "CTL-specified copy-destination area". The
CTL-specified copy-source area and the CTL-specified copy-destination area, for
example, is each expressed using information, which includes at least a LBA (Logical
Block Address) of the FMPK 21. The FMPK 21 comprising the CTL-specified copy-
source area is the copy-source FMPK 21, and the FMPK 21 comprising the CTL-
specified copy-destination area is the copy-destination FMPK 21.

Information denoting the CTL-specified copy-destination area, which is associated
with the CTL copy indication sent to the copy-source FMPK 21, includes a package #
(number) for the copy-destination FMPK 21 in addition to the copy-destination FMPK
21 LBA. In a case where the copy-source FMPK 21 has received a CTL copy in-
dication, a write indication (a write indication specifying the CTL-specified copy-
destination area) for data inside the CTL-specified copy-source area is sent from the
copy-source FMPK 21 to the FMPK 21 denoted by the copy-destination FMPK 21
package #, and in accordance with this, a process for copying data from the CTL-
specified copy-source area to the CTL-specified copy-destination area is performed.

Alternatively, information denoting the CTL-specified copy-source area, which is as-
sociated with the CTL copy indication sent to the copy-destination FMPK 21, includes
a package # for the copy-source FMPK 21 in addition to the copy-source FMPK 21
LBA. In a case where the copy-destination FMPK 21 has received a CTL copy in-
dication, a read indication specifying the CTL-specified copy-source area is sent from
the copy-destination FMPK 21 to the FMPK 21 denoted by the copy-source FMPK 21
package #, and in accordance with this, a process for copying data from the CTL-
specified copy-source area to the CTL-specified copy-destination area is performed.

The CTL-specified copy-source area is a storage area in the copy-source FMPK 21,
which constitutes the basis of the host-specified copy-source area (for example, a
portion of the host-specified copy-source area), and the CTL copy-destination area is a
storage area in the copy-destination FMPK 21, which constitutes the basis of the host-
specified copy-destination area (for example, a portion of the host-specified copy-
destination area).

The ST-CTL 10, when selecting an FMPK 21 on the basis of the host copy in-
dication, determines whether or not the copy-source FMPK 21 (copy-source RAID



WO 2014/174548 PCT/JP2013/002702

[0026]

[0027]

[0028]

[0029]

[0030]

[0031]

group) constituting the basis of the host-specified copy-source area is the same as the
copy-destination FMPK 21 (copy-destination RAID group) constituting the basis of the
host-specified copy-destination area.

In a case where the copy-source FMPK 21 (copy-source RAID group) and the copy-
destination FMPK 21 (copy-destination RAID group) are the same, the ST-CTL 10
sends a CTL copy indication to the FMPKSs 21. In this case, the copy process is
performed inside the FMPKs 21.

Alternatively, in a case where the copy-source FMPK 21 (copy-source RAID group)
and the copy-destination FMPK 21 (copy-destination RAID group) differ, the ST-CTL
10 sends a CTL copy indication to either the copy-source FMPK 21 or the copy-
destination FMPK 21. In this case, the copy process is performed between the FMPKs
21. For example, when the ST-CTL 10 receives a copy-direction of a logical volume
from the host computer 2, the ST-CTL 10 specifies multiple FMPK 21 which
constitute the logical volume, and transmits a copy-direction to each of the multiple
FMPK 21. FMPK 21 which received the copy-direction copies data within the same
FMPK 21, or transmits and receives data between another FMPK 21.

An overview of a copy process inside a FMPK 21 and a copy process between
FMPK groups will be explained hereinbelow.

- Copy Process Inside FMPK 21 -

In a copy process inside an FMPK 21, the copying of data is performed inside the
same FMPK 21. That is, in a copy process inside the FMPK 21, the FM-CTL 10 in the
FMPK 21 reads the copy-source area data from the FM chip (physical page) of the
copy source inside the FMPK 21, and writes the copy-source area data, which has been
read, to the FM chip (physical page), which is the copy-destination area inside the
same FMPK 21. This makes it possible to perform copying without going through the
ST-CTL 10, enabling the copy load on the ST-CTL 10 to be reduced.

- Copy Process Between FMPK Groups -

As used here, an FMPK group is an aggregate of multiple (or one) FMPKs 21. A
RAID group is one example of a FMPK group. A copy process between FMPK groups
is a process for copying the data of a copy-source area from multiple FMPKs 21
comprising a copy-source FMPK group to multiple FMPKs 21 comprising a copy-
destination FMPK group. The copy-destination FMPK group, for example, is an
FMPK group at the same RAID level as the copy-source FMPK group. The copy-
source area data may be all the data in a LU formed on the basis of the copy-source
FMPK group (RAID group), data stored in a portion of the area on the LU (for
example, an area identified from a specified LBA), or data stored in the entire copy-
source FMPK group.

In a copy process between FMPK groups, either the copy-source FMPK 21 or the
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copy-destination FMPK 21 is the initiator, and the copy-source area data is migrated to
the copy-destination area without going through the ST-CTL 10.

The FMPK 21 constituting the initiator is the FMPK 21, which can perform the copy
process without going through the ST-CTL 10, and, in addition, has received a CTL
copy indication from the ST-CTL 10.

In a case where the copy-source FMPK 21 is the initiator (a case where the copy-
source FMPK 21 has received a CTL copy indication), processing for writing the copy-
source area data in LU units to the copy-destination area is performed from the copy-
source FMPK 21 to the copy-destination FMPK 21. Alternatively, in a case where the
copy-destination FMPK 21 is the initiator(a case where the copy-destination FMPK 21
has received a CTL copy indication), processing for reading the copy-source area data
in LU units to the copy-destination area is performed from the copy-source FMPK 21
to the copy-destination FMPK 21. This makes it possible to perform a copy process
without going through the ST-CTL 10, enabling the copy load on the ST-CTL 10 to be
reduced.

As described hereinabove, a data copy process may or may not be performed
between FMPK groups. For example, in a case where the copy source data has been
updated, difference data between the source data and the updated data may be the
target of the copy process. In a case where thin provisioning is being applied in the
storage apparatus, the copy process may be performed having a virtual page as the unit.

In the following explanation, the target of a copy process related to the example, for
example, is data related to a FMPK 21 for which the capacity of the data, which is the
target of the copy process, is large, and, in addition, the load on the ST-CTL 10 is large
in an ordinary copy process (a copy process, which goes through the ST-CTL 10).

Fig. 2 is a simplified block diagram of a computer system related to the first example.

The computer system comprises a storage apparatus 1 and a higher-level apparatus 2.
The storage apparatus 1 is communicably coupled to the higher-level apparatus 2 via a
prescribed communication network (for example, a LAN (Local Area Network)).

The higher-level apparatus 2, for example, is a host computer. In the following ex-
planation, the higher-level apparatus 2 will be regarded as a host computer, and will be
written as host computer 2. The host computer 2, for example, is an application server.

The storage apparatus 1 comprises the ST-CTL 10 and a storage part 20.

The ST-CTL 10 controls the operation of the storage apparatus 1. The ST-CTL 10
comprises a CPU (Central Processing Unit) 11, a control memory 12, a higher-level I/F
(Interface) 13, one or more lower-level I/Fs (Interface) 14, and a cache memory 15.

The CPU 11 controls the entire storage apparatus 1. The CPU 11 realizes various
functions in accordance with executing a program stored in the control memory 12.

The control memory 12, for example, is a DRAM (Dynamic RAM) or other such
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volatile memory. Either all or part of the control memory 12 may be a SCM flash
memory. A computer program and information required for the CPU 11 to control the
storage apparatus 1 are stored in the control memory 12. For example, process
management information 400, a LU (Logical Unit) configuration management table
600, a RG (RAID Group) configuration management table 700, a FMPK management
table 800, and package-side copy-enabling condition information 900 are stored in the
control memory 12. These tables and information will be explained further below. Fur-
thermore, the control memory 12 comprises a cache area for temporarily storing data
sent from the host computer 2, and data sent from the storage part 20. The cache
memory 15, for example, temporarily stores data sent from the host computer 2, and
data sent from the storage part 20.

The higher-level I/F 13 is a communication interface device for coupling the storage
apparatus 1 and the host computer 2. The lower-level I/F 14 is a communication
interface device for coupling the ST-CTL 10 and the storage part 20 (for example, the
FMPKSs 21). In Fig. 2, a single bus 23 is coupled to a single lower-level I/F 14.
Multiple PDEVs (FMPKs 21) are coupled to each bus 23. Here, multiple RAID groups
may be formed based on multiple of the same type of PDEVs being coupled to the
same bus 23. A LU may also be formed as a logical storage unit based on the storage
space of a RAID group, which has been formed.

The storage part 20 comprises multiple PDEVs. The PDEVs, for example, include a
FMPK 21 and HDDs (Hard Disk Drive) 24 and 25. The HDDs, for example, are a
SATA (Serial ATA)-HDD 24 and a SAS (Serial Attached SCSI)-HDD 25. In this
example, a data copy (migration), which does not go through the ST-CTL 10 cache
memory 15, is possible between multiple FMPKs 21 coupled via the same bus (the
bus, which couples the FMPKs 21 without going through the ST-CTL 10) 23 and/or
inside the same FMPK 21. Furthermore, in a case where different buses 23 are coupled
together, a data copy (migration), which does not go through the ST-CTL 10 cache
memory 15, is also possible between multiple FMPKs 21, which are coupled to
multiple of these coupled buses 23.

Furthermore, in a copy process of this example, for example, there is a copy of the
volume within the storage apparatus, movement (migration) of volume, a snapshot, etc.
The "Copy of the volume", for example, shows a process for making the data stored in
a PVOL and the data stored in a SVOL the same inside the storage apparatus in ac-
cordance with copying the data stored in the PVOL inside the storage apparatus to the
SVOL inside the same storage apparatus (that is, duplicating the data).

The "Snap Shot", for example, shows a process for holding PVOL data at a
prescribed time point (a specified snapshot acquisition time point) (for example, a
process for replicating all of the data in the PVOL or difference data with the PVOL at
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a previous time point in either the SVOL or a different identified storage area).

The " migration", for example, shows a process for migrating data in the PVOL to
the SVOL. Data does not remain in the migration source volume. That is, the data of
the migration source volume is deleted in migration. Copy of data and movement of
data may be performed between the same kind of storage devices, and may be
performed between the different kind of storage devices. That is, copy/movement of
data may be performed between FMPKs, and copy/movement of data may be
performed between a FMPK and a HDD. An unit of data copy may be a volume unit or
an unit of the storage area whose size is smaller than the predetermined size. The op-
portunity of a data copy may be the case where the ST-CTL 10 receives a copy-
direction from the host computer 2 or the case where a predetermined condition is
fulfilled (That is, the ST-CTL 10 may perform data copy without the copy-direction
from the host computer 2). For example, a process which is performed when the prede-
termined condition is fulfilled, may be a process reallocate data by migrating data
between real segments having different performance based on a data access status (for
example, a data access frequency) in a pool in which multiple real segment groups
having different access performance are intermixed, and so on.

Fig. 3 shows an example of a LU configuration management table 600.

The LU configuration management table 600 associatively stores a LU # 601, a RG #
602, a LU start address 603, and a LU size 604 for each LU.

The LU # 601 is information for identifying a VOL. The RG # 602 is information for
identifying a RAID group to which each LU belongs. The LU start address 603 is in-
formation showing the start address of the logical address allocated to each LU. The
LU size 604 is information showing the storage capacity of each LU. The package #
605 is information showing the package (FMPK 21 and so forth) on which the LU is
based.

Fig. 4 shows an example of the RG configuration management table 700.

The RG configuration management table 700 associatively stores a RG # 701, a
package # 702, and a RAID level 703 for each RG.

The RG # 701 is information (for example, identifier) for identifying a RAID group.
The package # 702 is information showing the identifier of the physical storage
devices, which comprise each RAID group. The RAID level 703 is information
showing the RAID level of each RG # 701.

Fig. 5 shows an example of the FMPK management table 800.

The FMPK management table 800 associatively stores a package # 801, a group #
802, and a PDEV type 803 for each package.

The package # 801 shows information for identifying a package (PDEV). The group
# 802 is information showing the bus 23 to which the PDEVs are coupled. In this



12

WO 2014/174548 PCT/JP2013/002702

[0056]
[0057]

[0058]

[0059]

[0060]

example, data can be copied between FMPK groups coupled to the same bus 23
without going through the ST-CTL 10. The PDEV type 803 is information showing the
type of each PDEV. The fact that the PDEV type 803 is "FMPK" here shows that the
package is a FMPK 21, which has a copy function (hereinafter, direct copy function)
for copying data without going through the cache memory 15 of the ST-CTL 10. A
case where the PDEV type 803 is not "FMPK" (for example, "SSD") shows that the
package is a PDEV, which does not have the copy function for copying data without
going through the cache memory 15 of the ST-CTL 10.

Fig. 6 shows an example of package-side copy-enabling condition information 900.

The package-side copy-enabling condition information 900 is also included in the
copy processing program in this example, and is information that the ST-CTL 10 (CPU
11) references when executing a copy process. The information 900 is for managing a
condition for judging the advisability of a copy process for a package related to a
certain copy process, and the advisability of a copy process, which corresponds to the
value of this condition. The information 900 comprises a group condition 901, a deter-
mination 902 (Yes/No) with respect to the group condition 901, a function support
condition 903, a determination 904 (Yes/No) with respect to the function support
condition 903, and a copy process advisability 905.

The group condition 901 shows a condition for determining whether the copy source/
copy destination packages, which constitute the target of the copy process, are located
in the same group. Specifically, the group condition 901 is a condition for determining
whether the group # 802 in the FMPK management table 800 corresponding to the
copy source and copy destination packages is the same. In a case where the group #
802 is the same, the determination 902 for the group condition 901 becomes "Yes".
That is, the ST-CTL 10 judges whether or not the copy source FMPK 21 and the copy
destination FMPK 21 are connected with the same bus. In a case where the group #
802 is not the same, the determination 902 for the group condition 901 becomes "No".

The function support condition 903 shows a condition for determining whether the
copy-source and/or copy-destination packages, which are the targets of the copy
process, are FMPK 21 comprising a direct copy function. Specifically, the condition
903 is for determining whether the PDEV type 803 in the FMPK management table
800 corresponding to the copy-source and/or copy-destination package is "FMPK". In
a case where the PDEV type 803 of the copy-source and/or copy-destination package
is "FMPK", the determination 904 for the condition 903 is "Yes". In a case where the
PDEV type 803 of the copy-source and/or copy-destination package is not "FMPK",
the determination 904 for the condition 903 is "No".

The copy process advisability 905 shows the result of copy process advisability
based on the determination 902 and the determination 904. The advisability 905 shows
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whether or not a copy process is possible inside the same FMPK 21 and/or between
FMPK groups (also includes between packages here). Specifically, in a case where the
determination 902 and the determination 904 are both "Yes", the copy process ad-
visability 905 is "Yes". In accordance with this, a copy process is possible inside the
same FMPK 21 and/or between FMPK groups (between packages). In a case other
than this, that is, in a case where the determination 902 and the determination 904 are
not both "Yes", the copy process advisability 905 is "No". In accordance with this, a
copy process is not possible inside the same FMPK 21 and/or between FMPK groups
(between packages).

Fig. 7 shows an example of the configuration of a FMPK 21 related to the first
example.

The FMPK 21 comprises a FM-CTL 22 and multiple FM chips 216.

The FM-CTL 22 controls the operation of the FMPK 21 and controls write/read of
the data to/from multiple FM chips. The FM-CTL 22 comprises a CPU 211, a memory
212, an 1/0O (Input/Output) I/F (Interface) 213, a FM I/F 214, and a buffer 215. The
CPU 211, the memory 212, the I/0 I/F 213, and the buffer 215, for example, are
coupled to the FM I/F 214 using a dedicated interconnect bus such as a PCI (Peripheral
Component Interconnect). The FM-CTL 22 may comprise a DMA (Direct Memory
Access) circuit, a bit inversion circuit, and an ECC (Error Correcting Code) circuit.

The CPU 211 controls the entire FMPK 21. The memory 212, for example, is a
volatile memory such as a DRAM (Dynamic RAM). Furthermore, either all or part of
the memory 212 may be used as a SCM (Storage Class Memory) flash memory. The
memory 212 stores a computer program and information required for the CPU 211 to
control the FMPK 21. Management information, which includes a logical address
managed by the FMPK 21, is stored in the memory 212. A physical page status
management table 1200, a logical-physical translation table 1500, read process in-
formation 1600, and write process information 1800 are stored in the memory 212.
These tables and information will be explained further below. The memory 212 also
includes a cache area for temporarily storing data sent from the ST-CTL 10 and data
sent from the FM chip 216 (a NAND FM chip and/or a SCM FM chip). In the
following explanation, this cache area may be described as the cache memory 212.

The I/0 I/F 213 is a communication interface for coupling the FMPK 21 with the ST-
CTL 10. The FM I/F 214 is a communication interface for coupling the FM-CTL 22
with multiple FM chips 216.

The FM chip 216 is a NAND-type FM chip and/or a SCM (Storage Class
Memory)-type FM chip. For the NAND-type FM chip, a data erase is performed in
units of blocks, and access to data is performed in units of pages. The FM chip 216

may be another type of FM chip (for example a NOR type) instead of the NAND type.
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Another nonvolatile semiconductor memory medium, for example, a phase-change
memory chip may be used instead of the FM chip.

Fig. 8 shows an outline of an association between a logical page and a physical page
managed by the FMPK 21.

The FM-CTL 22 provides the ST-CTL 10 with a logical storage space. The logical
storage space is accessed from the ST-CTL 10 per logic address (for example, logical
block address ((LBA)). The FM-CTL 22 manages the logical storage space as multiple
logical pages. Each logical pate is a logical address range of the predetermined size.
One physical page is associated with each logical page. Furthermore, although not
shown in Fig. 8, multiple physical pages may be associated with one logical page.

An aggregate of multiple physical pages (for example, 64 pages worth of physical
pages) forms one physical block. The physical pages show the areas into which a
physical storage area based on an FM chip 216 has been partitioned. In a case where
the FM chip 216 is a NAND-type flash memory chip, a data erase is performed in units
of physical blocks, and a data access (read / write) is performed in units of physical
pages.

Fig. 9 shows an example of the physical page status management table 1200.

The physical page status management table 1200 associatively stores a physical page
number 1201 and a physical page status 1202 for each physical page.

The physical page number 1201 is information for identifying a physical page. The
physical page status 1202 is information showing the status of the physical page. The
physical page status includes "valid", "free", and "invalid". A physical page status
1202 of "valid" shows that data is stored in the physical page and that this physical
page is associated with an logical page. A physical page status 1202 of "free" shows
that data is not stored in the physical page. A physical page status 1202 of "invalid"
shows that data is stored in the physical page, but that the physical page is not as-
sociated with any of the logical pages. In addition, because the ST-CTL 10 is supposed
to access the FMPK 21 by specifying the logical address, the ST-CTL 10 can't refer to
the data in the physical page (the physical page state 1202 is "invalidity") which is not
allocated to a logical page which the specified logical address belongs to.

The ST-CTL 10 is not able to reference data in a physical page for which the
physical page status 1202 is "invalid".

Fig. 10 shows a logical-physical translation table 1500 managed by the FMPK 21,
and transitions in the status of the logical-physical translation table 1500 during a copy
process inside the same FMPK 21.

The logical-physical translation table 1500 associatively stores a logical page # 1501,
a physical page #1 1502, a physical page #2 1503, and a copy status 1504 for each
logical page.



15

WO 2014/174548 PCT/JP2013/002702

[0075]

[0076]
[0077]

[0078]

[0079]

[0080]

The logical page # 1501 is information for identifying a logical page. The physical
page #1 1502 is information for identifying a physical page associated with the logical
page. The physical page #2 1503 is information for identifying a physical page as-
sociated with the logical page. The copy status 1504 is information showing whether or
not data is being copied from the physical page (hereinafter, copy-source physical
page) associated with the copy-source logical page to the physical page (hereinafter,
copy-destination physical page) associated with the copy-destination logical page. The
copy status 1504 of "copy in progress" shows that data is being copied from the copy-
source physical page to the copy-destination physical page (the copy process has not
ended). A copy status 1504 of "-" shows that data is not being copied.

Fig. 11 shows an example of the read process information 1600.

The read process information 1600 is included in the copy processing program in this
example, and is information, which the target FM-CTL 22 (CPU 211) references when
executing a copy process. The information 1600 is information showing a FM-CTL
22-executed read process corresponding to a copy status. The read process information
1600 associatively stores a copy status 1601, a copy source page read process 1602,
and a copy destination page read process 1603 for each copy status.

The copy status 1601 is information showing whether or not data is being copied
from the copy-source logical page to the copy-destination logical page. A copy status
1601 of "copy in progress" shows that a data copy is in progress, that is, that the data
copy is not complete. A copy status 1601 of "copy complete" shows that the data copy
has been completed.

The copy source page read process 1602 shows a process to be executed by the FM-
CTL 22 in a case where a read command for the copy-source logical page has been
sent. Specifically, in the case where the copy status 1601 is "copy in progress"”, the
read process 1602 shows that the FM-CTL 22 reads from the copy-source physical
page. That is, the FM-CTL 22 references the logical-physical translation table 1500
and reads data, which conforms to the read command, from the copy-source physical
page associated with the copy-source logical page. Furthermore, in the case where the
copy status 1601 is "copy complete”, the read process 1602 shows that the FM-CTL 22
reads from the copy-source physical page. That is, the FM-CTL 22 reads data, which
conforms to the read command, from the copy-source physical page associated with
the copy-source logical page.

The copy destination page read process 1603 shows a process to be executed by the
FM-CTL 22 in a case where a read command for the copy-destination logical page has
been received. Specifically, in the case where the copy status 1601 is "copy in
progress”, the read process 1603 shows that the FM-CTL 22 reads from the copy-
source physical page. Therefore, the FM-CTL 22 references the logical-physical
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translation table 1500 and reads data, which conforms to the read command, from the
copy-source physical page associated with the copy-destination logical page. Thus, the
data is read from the copy-source physical page because the data copy from the copy-
source physical page to the copy-destination physical page is not complete. Fur-
thermore, in the case where the copy status 1601 is "copy complete", the read process
1603 shows that the FM-CTL 22 reads from the copy-destination physical page.
Therefore, the FM-CTL 22 references the logical-physical translation table 1500 and
reads data, which conforms to the read command, from the copy-destination physical
page associated with the copy-destination logical page. Thus, the data is read from the
copy-destination physical page because the data copy to the copy-destination physical
page is complete.

Fig. 12 shows an example of the write process information 1800.

The write process information 1800 is also included in the copy processing program
in this example, and is information, which the target FM-CTL 22 (CPU 211)
references when executing a copy process. The information 1800 shows a FM-CTL
22-executed write process corresponding to a copy status. The information 1800 asso-
ciatively stores a copy status 1801, a copy source page write process 1802, and a copy
destination page write process 1803 for each copy status.

The copy status 1801 is information showing whether or not a data copy from the
copy-source logical page to the copy-destination logical page is being processed. A
copy status 1801 of "copy in progress" shows that a data copy process is in progress. A
copy status 1801 of "copy complete” shows that the data copy has been completed.

The copy source page write process 1802 shows a process to be executed by the FM-
CTL 22 in a case where a write command for the copy-source logical page has been
sent. Specifically, in the case where the copy status 1801 is "copy in progress"”, the
write process 1802 shows that the FM-CTL 22 reserves a new physical page, and
writes data, which conforms to the write command, to the reserved physical page.
Therefore, the FM-CTL 22 associates the physical page to which the data conforming
to the write command is written with the copy-source logical page, and cancels the as-
sociation between the copy-source physical page and the copy-source logical page.
Furthermore, the FM-CTL 22 cancels the association between the copy-destination
logical page and the copy destination-physical page. In accordance with this, the FM-
CTL 22 changes the physical page status 1202 of the copy-destination physical page in
the physical page status management table 1200 to "invalid". In accordance with this
processing, the physical page to which the data conforming to the write command is
written is associated with the copy-source logical page, and the copy-destination
logical page and copy-source physical page are associated. In the case where the copy
status 1801 is "copy complete"”, the write process 1802 shows that the FM-CTL 22
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reserves a new physical page, and writes data, which conforms to the write command,
to the reserved physical page. Therefore, the FM-CTL 22 associates the physical page
to which the data conforming to the write command is written with the copy-source
logical page. In accordance with this, the FM-CTL 22 changes the physical page status
1202 of the copy-destination physical page in the physical page status management
table 1200 to "invalid".

The copy destination page write process 1803 shows a process to be executed by the
FM-CTL 22 in a case where a write command for the copy-destination logical page has
been sent. Specifically, in the case where the copy status 1801 is "copy in progress",
the write process 1803 shows that the FM-CTL 22 reserves a new physical page, and
writes data, which conforms to the write command, to the reserved physical page.
Therefore, the FM-CTL 22 associates the physical page to which the data conforming
to the write command is written with the copy-destination logical page. In accordance
with this, the FM-CTL 22 changes the physical page status 1202 of the copy-des-
tination physical page in the physical page status management table 1200 to "invalid".
In the case where the copy status 1801 is "copy complete", the write process 1803
shows that the FM-CTL 22 reserves a new physical page, and writes data, which
conforms to the write command, to the reserved physical page. Therefore, the FM-CTL
22 associates the physical page to which the data conforming to the write command is
written with the copy-destination logical page. In accordance with this, the FM-CTL
22 changes the physical page status 1202 of the copy-destination physical page in the
physical page status management table 1200 to "invalid".

Next, the processing of a computer system related to the first example will be
explained.

Fig. 13 shows an example of the flow of a data copy process by the ST-CTL 10.

ST-CTL 10 receives a host copy indication from a host computer 2 (S501). The ST-
CTL 10 receives from the host computer 2 a host copy indication, and performs the
processing of (1) and (2).

(1) The ST-CTL 10 uses the LU configuration management table 600 to identify the
RG # of the copy-source RG corresponding to the LU # in the information denoting the
host-specified copy-source area, and, in addition, to identify the RG # of the copy-
destination RG corresponding to the LU # in the information denoting the host-
specified copy-destination area.

(2) The ST-CTL 10 uses the RG # of the copy-source RG and the RG # of the copy-
destination RG to identify multiple packages (copy-source packages) comprising the
copy-source RG and multiple packages (copy-destination packages) comprising the
copy-destination RG. In this example, it is supposed that the RAID configuration of

the copy-source RG (for example, the RAID level, number of devices and attribute (for
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example, 3D + 1P)) is the same as the RAID configuration of the copy-destination RG,
and a combination of a copy-source package and a copy-destination package (a
package pair) is unconditionally defined.

The ST-CTL 10 determines whether or not a data copy process from a certain area to
another area is possible on the package side, that is, without going through the ST-CTL
10 (S502). Specifically, the ST-CTL 10 determines whether or not the copy process
advisability 905 of the package-side copy-enabling condition information 900 is "Yes"
for the FMPK 21 comprising the copy-source area and/or the copy-destination area
specified by the host copy indication from the host computer 2 (That is, the ST-CTL 10
determines whether or not the FMPK 21 comprising the copy-source area and/or the
copy-destination area comprises the direct copy function). According to a deter-
mination using the package-side copy-enabling condition information 900, it is de-
termined whether or not packages comprising the copy-source area and/or the copy-
destination area specified by the host copy indication from the host computer 2 are the
same group, that is, are communicably coupled without going through the ST-CTL 10,
and whether or not either the copy-source or copy-destination package is a FMPK 21
comprising the direct copy function. This makes it possible to appropriately determine
whether or not a data copy from a certain area to another area in the FMPK 21 is
possible without going through the ST-CTL 10.

In a case where a copy from a certain area to another area is possible without going
through the ST-CTL 10 is not possible (S502: No), the ST-CTL 10 performs a normal
copy process (S508). Here, in a normal copy process, the ST-CTL 10 reads the copy-
source area data from the copy-source package, stores the data, which has been read, in
the cache memory 15, and writes the copy-source area data, which is stored in the
cache memory 15, to the copy-destination package. Therefore, a copy can be
performed without a hitch even in a case where a data copy from a certain area to
another area is not possible without going through the ST-CTL 10.

In a case where the copy from a certain area to another area without going through
the ST-CTL 10 is possible (S502: Yes), the ST-CTL 10 determines whether or not the
copy-source area and the copy-destination area are inside the same package (S503).
Specifically, the ST-CTL 10, based on the LU configuration management table 600,
determines whether or not the copy-source area and the copy-destination area, which
are being specified by the host copy indication from the host computer 2, are areas of
the same package.

In a case where the copy-source area and the copy-destination area are areas inside
the same package (S503: Yes), the ST-CTL 10 sends a CTL copy indication to the
package including the copy-source area and the copy-destination area (specifically, the
FMPK 21) (S504). This CTL copy indication at the least includes a copy-source
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logical address, a data amount for the target data, and a copy-destination logical
address. That is, a CTL copy indication may be information which makes it possible to
specify the logical address range for copy. For example, the CTL copy indication may
include the beginning value (start address) and the last value (end address) of the logic
address range for copy, or the beginning value of the logic address range for copy and
data quantity (information corresponding to the length of the logic address). Moreover,
the CTL copy indication may also include the identifier of the copy source FMPK
21and the identifier of the copy destination FMPK 21.

This makes it possible to appropriately send the CTL copy indication to the FMPK 21
in which a data copy from a certain area to another area is possible without going
through the ST-CTL 10.

Thereafter, the ST-CTL 10 receives a copy complete report from the FMPK 21,
which received the CTL copy indication (S505). Furthermore, the FMPK 21, which
received the CTL copy indication, may send a copy complete report to the ST-CTL 10
after the copy has been completed, or may send the copy complete report to the ST-
CTL 10 after the CTL copy indication has been received.

Alternatively, in a case where the copy-source area and the copy-destination area are
not areas inside the same package (S503: No), the ST-CTL 10 sends the CTL copy in-
dication to a any FMPK 21 that comprises the direct copy function (S506).
Specifically, the ST-CTL 10 identifies, from the LU # 601 in the LU configuration
management table 600, the RG # 602 of the RG, which forms the LU that includes the
copy-source area, and the RG # 602 of the RG, which forms the LU that includes the
copy-destination area. Then, the ST-CTL 10 identifies, from the identified RG # 602,
multiple package #s (FMPKs 21) comprising the RG of the copy-source area and copy-
destination area. The ST-CTL 10 determines whether the package identified in ac-
cordance with the identified package # comprises the direct copy function, and sends
the CTL copy indication to the FMPK 21 that comprises the direct copy function. The
processing of S506 will be explained in detail further below.

This makes it possible to appropriately send the copy indication to a FMPK 21 in
which a data copy from a certain area to another area is possible without going through
the ST-CTL 10. In a case where the packages constituting the copy source and the
copy destination both comprise the direct copy function here, the ST-CTL 10, in ac-
cordance with a prescribed rule, selects either package (FMPK 21), and sends the CTL
copy indication to the selected FMPK 21. The CTL copy indication also includes an
indication for performing a copy process by making the FMPK 21, which received the
CTL copy indication, the initiator.

In a case where only one of the packages comprises the direct copy function, the ST-
CTL 10 sends the CTL copy indication to the package (the FMPK 21) that comprises
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the direct copy function. Thereafter, the ST-CTL 10 receives a copy complete report
from the FMPK 21, to which the CTL copy indication was sent, showing that the copy
has been completed (S507).

- Processing of S506 -

In S506, specifically, the ST-CTL 10 makes a determination as to whether the copy-
source FMPK 21 and the copy-destination FMPK 21 comprise the direct copy
function. Processing such as that described in (1) through (3) below is performed on
the basis of the result of this determination.

(1) In a case where only the copy-source FMPK 21 comprises the direct copy
function (or a case in which the copy-source FMPK 21 and the copy-destination
FMPK 21 both comprise the direct copy function), the ST-CTL 10 can send the CTL
copy indication to the copy-source FMPK 21. The copy-source FMPK 21 receives the
CTL copy indication, and sends a write indication (a write destination specifying a
CTL-specified copy-destination area) for writing data inside a CTL-specified copy-
source area to the copy-destination FMPK 21 having the package # associated with the
CTL copy indication. The copy-destination FMPK 21 receives the write indication,
and writes the data targeted by the write indication (the copy-target data) to an area
specified by the write indication. At this point, the copy-destination FMPK 21 reports
the completion of the write to the copy-source FMPK 21, and the copy-source FMPK
21, upon receiving the report, may send the copy-complete report to the ST-CTL 10 as
a response to the CTL copy indication.

(2) In a case where at least the copy-destination FMPK 21 of a copy-source FMPK
21 and a copy-destination FMPK 21 comprises the direct copy function (or a case in
which only the copy-destination FMPK 21 comprises the direct copy function), the ST-
CTL 10 can send a CTL copy indication to the copy-destination FMPK 21. The copy-
destination FMPK 21 receives the CTL copy indication and sends a read indication
specifying a CTL-specified copy-source area to the copy-source FMPK 21 having the
package # associated with the CTL copy indication. The copy-source FMPK 21
receives the read indication, reads the copy-target data from the area specified by the
read command, and sends the data, which has been read, to the copy-destination FMPK
21. The copy-destination FMPK 21 writes the data from the copy-source FMPK 21 to
a CTL-specified copy-destination area. Thereafter, the copy-destination FMPK 21 may
send a copy-complete report to the ST-CTL 10 as a response to the CTL copy in-
dication.

(3) In a case where neither the copy-source FMPK 21 nor the copy-destination
FMPK 21 comprise the direct copy function, the ST-CTL 10 reads data from a host-
specified copy-source area and writes the data to a host-specified copy-destination

area. That is, the data is copied from the host-specified copy-source area to the host-
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specified copy-destination area by way of the ST-CTL 10.

In a case where both the copy-source and the copy-destination FMPKs 21 comprise
the direct copy function, it is preferable that the CTL copy indication be sent to the
copy-destination FMPK 21. This is because the process whereby the copy-destination
FMPK 21 reads the copy-source area data (the copy-target data) from the copy-source
FMPK 21 (when the copy-destination FMPK 21 is the initiator) places less of a copy
processing burden on the FMPKs 21 than the processing whereby the copy-source
FMPK 21 writes the copy-source area data (the copy-target data) to the copy-
destination FMPK 21 (when the copy-source FMPK 21 is the initiator).

Fig. 14 shows an example of the flow of a data copy process by the FMPK 21.

The FM-CTL 22 receives from the ST-CTL 10 a CTL copy indication for copying
data inside an FMPK 21 from an identified area to another area (S1001). The CTL
copy indication includes FMPK 21-related information shown by the LU and logical
address of the copy source and the LU and logical address of the copy destination.
When a data copy by the FMPK 21 can be performed inside the same FMPK 21 here, a
data copy can also be performed between FMPK groups. In a case where the data is to
be copied inside the same FMPK 21, the ST-CTL 10 sends the CTL copy indication to
this FMPK 21. In a case where the data is to be copied between FMPK groups, the ST-
CTL 10 sends the CTL copy indication to either the copy-source FMPK 21 or the
copy-destination FMPK 21.

Next, the FM-CTL 22 determines whether or not the data copy is a copy process to
be performed by the same FMPK 21 (S1002). The FM-CTL 22 determines whether the
copy indication sent from the ST-CTL 10 is for a copy inside the same FMPK 21, or
for a copy between FMPK groups.

In a case where it is a copy by the same FMPK 21 (S1002: Yes), the FM-CTL 22
performs the copy process inside the FMPK 21 (refer to Fig. 16) (S1003). Thereafter,
the FM-CTL 22 sends a copy complete report to the ST-CTL 10 (S1004). Here, the
FM-CTL 22 may send the copy complete report to the ST-CTL 10 after the copy inside
the FMPK 21 has been completed, or may send the copy complete report to the ST-
CTL 10 after having received the CTL copy indication.

Alternatively, in a case where it is not a copy by the same FMPK 21 (S1002: No), the
FM-CTL 22 performs a copy process between FMPK groups (refer to Figs. 21 and 28)
(S1005).

Thereafter, each FM-CTL 22 sends a copy complete report to the ST-CTL 10
(S1006). Here, each FM-CTL 22 sends the copy complete report to the ST-CTL 10
after the copy process of S1005 has been completed rather than after having received
the CTL copy indication. This, for example, is in order to avoid a situation in which

read-target data does not exist in each copy-destination FMPK 21 in a case where a
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read command is sent to each copy-destination FMPK 21 during a copy process.

Fig. 15 shows an overview of a copy process inside the same FMPK 21. The FM
chip 216 is abbreviated as FM 216 in Fig. 15 or the like.

The FM-CTL 22 of the FMPK 21 receives a CTL copy indication sent from the ST-
CTL 10 (S13-1: S501 of Fig. 13). Upon receiving the CTL copy indication, the FM-
CTL 22 sends a copy complete report to the ST-CTL 10 (S13-2). In a case where the
CTL copy indication is for a copy process inside the same FMPK 21, the FM-CTL 22
performs the copy inside the same FMPK 21 (S13-3).

Fig. 16 shows the flow of a copy process inside the same FMPK 21.

The copy process inside the same FMPK 21 shown in Fig. 16 is processing corre-
sponding to S1003 of Fig. 14.

The FM-CTL 22 reserves a copy-destination physical page for copying the target
data (S1101). The FM-CTL 22 need not actually reserve a physical page here, but
rather may check that the usable physical capacity inside the FMPK 21 is equal to or
larger than the data amount of the target data. The FM-CTL 22 copies the data from
the copy-source physical page to the reserved physical page (S1102).

The specific processing by the FM-CTL 22 in this copy process inside the same
FMPK 21 here will be explained below. Furthermore, before this processing, the FM-
CTL 22 receives a CTL copy indication from the ST-CTL 10 for copying data from a
logical address of the copy-source area (hereinafter, copy-source logical page) to a
logical address of the copy-destination area (copy-destination logical page). In a case
where either a read or write to either the copy-source logical page or the copy-
destination logical page occurs before the copy process is complete, a process, which
differs in part with the following process, will be performed. The processing in a case
where either a read or a write occurs before the copy process is complete will be
explained further below.

(*) The FM-CTL 22 reserves a free physical page (second physical page) for copying
data stored in a physical page (first physical page) associated with the copy-source
logical page.

(*) The FM-CTL 22 associates the second physical page with the copy-source logical
page. In accordance with this, the first physical page and the second physical page are
associated with the copy-source logical page.

(*) The FM-CTL 22 associates the first physical page and the second physical page
with the copy-destination logical page. In accordance with this, the first physical page
and the second physical page are associated with the copy-destination logical page.

(*) The FM-CTL 22 copies data from the first physical page to the second physical
page.

(*) The FM-CTL 22, after copying the data from the first physical page to the second
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physical page, cancels the association between the copy-source logical page and the
second physical page. In accordance with this, only the first physical page is associated
with the copy-source logical page.

(*) Further, the FM-CTL 22, after copying the data from the first physical page to the
second physical page, cancels the association between the copy-destination logical
page and the first physical page. In accordance with this, only the second physical page
is associated with the copy-destination logical page.

Transitions in the status of the logical-physical translation table 1500 in a copy
process inside the same FMPK 21 will be explained here by referring to Fig. 10.

- S15-1 -

S15-1 shows the status of the logical-physical translation table 1500 prior to
executing the copy process, that is, at the time point when a data copy has yet to be
performed from the copy-source physical page to the copy-destination physical page.
In this state, the physical page "300" in the physical page #1 1502 is associated with
the logical page "1", which is the copy source, in the logical page # 1501. Furthermore,
the physical page "500" in the physical page #1 1502 is associated with the logical
page "100", which is the copy destination, in the logical page # 1501.

- S15-2 -

S15-2 shows the status of the logical-physical translation table 1500 at the time point
when data is being migrated from the copy-source physical page to the copy-des-
tination physical page. After the time point of S15-1, the FM-CTL 22 reserves the
unused physical page "800" in physical page # 1502 for copying the data stored in
"physical page 300" in the physical page #1 1502 associated with the logical page "1",
which is the copy source, in the logical page # 1501, and stores this physical page # in
physical page #2 1503, which corresponds to the logical page "1" in the logical page #
1501. In accordance with this, the physical page "300" in the physical page #1 1502
and the physical page "800" in the physical page #2 1503 are associated with logical
page "1" in the logical page # 1501.

The FM-CTL 22 also stores the physical page # "800" in the physical page #1 1502,
which corresponds to the logical page "100", which is the copy destination, in the
logical page # 1501, and, in addition, stores the physical page # "300" in the physical
page #2 1503. In accordance with this, the physical pages "800" in the physical page
#1 1502 and "300" in the physical page #2 1503 are also associated with the logical
page "100" in the logical page # 1501 the same as the logical page "1" in the logical
page # 1501.

The reason for associating two physical pages with the copy-source logical page and
the copy-destination logical page like this is to appropriately deal with a case in which

a read and/or a write occurs with respect to the copy-source logical page and/or the
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copy-destination logical page during a copy inside the same FMPK 21. This will be
explained in detail further below.

After associating two physical pages with the copy-source logical page and the copy-
destination logical page like this, the FM-CTL 22 starts the processing for a data copy
from the copy-source physical page to the copy-destination physical page. In a case
where this copy has been started, the FM-CTL 22 stores "copy in progress" in the copy
status 1504 corresponding to the logical page # 1501 "1" and the logical page # 1501
"100", which are the copy-source logical page and the copy-destination logical page of
the copy process. As a result of this, the logical-physical translation table 1500
transitions to the status shown in S15-2 of Fig. 10.

-S15-3 -

S15-3 shows the status of the logical-physical translation table 1500 in a state in
which the data copy from the copy-source physical page to the copy-destination
physical page has ended. The FM-CTL 22, in a case where the data copy from the
copy-source physical page to the copy-destination physical page has ended, cancels the
association between the logical page "1", which is the copy source, in the logical page
# 1501, and the physical page "800" in the physical page #2 1503. In accordance with
this, as shown in S15-3, the logical-physical translation table 1500 transitions to a state
in which only the "300" in the physical page #1 1502 is associated with the logical
page "1" in the logical page # 1501. The FM-CTL 22 also cancels the association
between the logical page "100", which is the copy destination, in the logical page #
1501, and the physical page "300" in the physical page #2 1503. In accordance with
this, as shown in S15-3, the logical-physical translation table 1500 transitions to a state
in which only the "800" in the physical page #1 1502 is associated with the logical
page "100" in the logical page # 1501.

Next, the processing in a case where either a read or a write occur with respect to the
FMPK 21 will be explained.

Fig. 17 shows the flow of a read process in the FMPK 21.

This read process is executed in a case where the FM-CTL 22 of the FMPK 21 has
received a read command (read request) from the ST-CTL 10.

The FM-CTL 22 determines whether or not the read command received from the ST-
CTL 10 has the copy-destination logical page as a target (S1701). As a result of this, in
a case where it is a read with respect to the copy-destination logical page (S1701: Yes),
the FM-CTL 22 determines whether or not the data of the copy-destination logical
page is being copied (S1702). In S1701 and S1702 here, specifically, the FM-CTL 22
makes a determination in accordance with checking whether or not the copy status
1504 of the logical-physical translation table 1500 is "copy in progress". That is, in a
case where the copy status 1504 corresponding to the logical page targeted by the read
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command is "copy in progress" in the logical-physical translation table 1500, the FM-
CTL 22 is able to determine that the read command has the copy-destination logical
page as the target, and, in addition, that a data copy to the copy-destination logical
page is in progress.

In a case where a copy is in progress (S1702: Yes), the FM-CTL 22 executes a
process, which has been identified based on the read process information 1600, that is,
a process for reading the read-target data from the copy-source physical page as-
sociated with the copy-destination logical page (S1703). This makes it possible to ap-
propriately read data from the copy-destination logical page even though a copy is in
progress.

Alternatively, in a case where it is not a read with respect to the copy-destination
logical page (S1701: No), the FM-CTL 22 references the logical-physical translation
table 1500, and reads the data from the physical page corresponding to the read-target
logical page (S1704). For example, in a case where it is a read with respect to the
copy-source logical page, the FM-CTL 22 executes a process for reading the read-
target data from the copy-source physical page associated with the copy-source logical
page. This makes it possible to appropriately read the data from the copy-source
logical page even though a copy is in progress. Furthermore, in a case where a copy is
not in progress (S1702: No), the FM-CTL 22 executes a process, which is identified
based on the read process information 1600, that is, a process for reading the data from
the copy-destination physical page associated with the copy-destination logical page by
referring to the logical-physical translation table 1500 (S1704).

Fig. 18 shows an overview of a write process in the FMPK 21.

The FM-CTL 22, upon receiving a write command from the ST-CTL 10 for writing
data to an identified area, reads the data from the identified area through the FM I/F
214, and stores the data, which has been read, in the cache memory 212 (S20-1). The
FM-CTL 22 overwrites the data stored in the cache memory 212 with data, which
conforms to the write command (S20-2). The FM-CTL 22 references the logical-
physical translation table 1500, reserves a free physical page, reads the data, which has
been overwritten to the cache memory 212, and writes the data, which has been read,
to the reserved physical page (S20-3).

Fig. 19 shows the flow of a write process in the FMPK 21. This write process is
executed in a case where the FM-CTL 22 of the FMPK 21 has received a write
command (write request) from the ST-CTL 10.

The FM-CTL 22 determines whether or not a copy is in progress (S1901).
Specifically, the FM-CTL 22 references the logical-physical translation table 1500, and
determines whether or not there is a logical page for which the copy status 1504 is

"copy in progress".
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In a case where the result is that a copy is in progress (S1901: Yes), the FM-CTL 22
determines whether or not the write command sent from the ST-CTL 10 is targeted at
the copy-source logical page (S1902). Specifically, the FM-CTL 22 can make this de-
termination in accordance with checking whether or not copy status 1504, which cor-
responds to the write-target logical page of the write command, is "copy in progress" in
the logical-physical translation table 1500.

In a case where the result is a write to the copy-source logical page (S1902: Yes), the
FM-CTL 22 executes the following processing based on the write process information
1800. That is, the FM-CTL 22 reserves a new physical page, and writes data, which
conforms to the write command, to the reserved physical page (S1903). The FM-CTL
22 associates the physical page to which the data conforming to the write command is
written with the copy-source logical page (S1903). In addition, the FM-CTL 22 cancels
the association between the copy-destination logical page and the copy-destination
physical page so that only the copy-source physical page is associated with the copy-
destination logical page (S1903). Thereafter, the FM-CTL 22 changes the physical
page status 1202 of the copy-destination physical page in the physical page status
management table 1200 to "invalid". This makes it possible to appropriately write the
data to the copy-source logical page, and, in addition, to change the copy status by as-
sociating the physical page in which the target data is stored with the copy-destination
logical page.

Alternatively, in a case where it is not a write to the copy-source logical page
(S1902: No), that is, a case in which it is a write to the copy-destination logical page,
the FM-CTL 22 executes the following processing based on the write process in-
formation 1800. That is, the FM-CTL 22 reserves a new physical page, and writes data,
which conforms to the write command, to the reserved physical page (S1904). The
FM-CTL 22 associates the physical page to which the data conforming to the write
command has been written with the copy-destination logical page (S1904). This makes
it possible to appropriately write the data to the copy-destination logical page.

Alternatively, in a case where a copy is not in progress (S1901: No), the FM-CTL 22
executes the following processing based on the write process information 1800. That
is, the FM-CTL 22 reserves a new physical page with respect to the write-target logical
page, and writes data, which conforms to the write command, to the reserved physical
page (S1905). The FM-CTL 22 associates the physical page to which the data
conforming to the write command has been written with the write-target-destination
logical page (S1905).

Fig. 20 shows transitions in the status of the logical-physical translation table 1500 in
a case where a write command for the copy-source logical page has been received

while a copy inside the same FMPK 21 is in progress.
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- S21-1 -

S21-1 shows the status of the logical-physical translation table 1500 at the time point
when a data copy from the copy-source physical page to the copy-destination physical
page has yet to be performed, and, in addition, a write command for the copy-source
logical page has yet to be received from the ST-CTL 10. In this state, the physical page
"300" in the physical page #1 1502 is associated with the logical page "1", which is the
copy source, in the logical page # 1501. Also, the physical page "500" in the physical
page #1 1502 is associated with the logical page "100", which is the copy destination,
in the logical page # 1501.

- S21-2 -

S21-2 shows the status of the logical-physical translation table 1500 at the time point
when the FM-CTL 22 has received a write command for the copy-source logical page
("1" in the logical page # 1501) from the ST-CTL 10 while data is being migrated from
the copy-source physical page to the copy-destination physical page. After the time
point of S21-1, the FM-CTL 22 reserves the unused physical page "800" in the
physical page # 1501 for copying the data stored in "300" in the physical page #1 1502
associated with the logical page "1", which is the copy source, in the logical page #
1501, and stores this physical page # in physical page #2 1503, which corresponds to
the logical page "1" in the logical page # 1501. In accordance with this, the physical
pages "300" in the physical page #1 1502 and "800" in the physical page #2 1503 are
associated with the logical page "1" in the logical page # 1501.

The FM-CTL 22 also stores the physical page # "800" in the physical page #1 1502,
which corresponds to the logical page "100", which is the copy destination, in the
logical page # 1501, and, in addition, stores the physical page # "300" in the physical
page #2 1503. In accordance with this, the physical pages "800" in the physical page
#1 1502 and "300" in the physical page #2 1503 are also associated with the logical
page "100" in the logical page # 1501 the same as the logical page "1" in the logical
page # 1501.

After associating two physical pages with the copy-source logical page and the copy-
destination logical page like this, the FM-CTL 22 starts the processing for a data copy
from the copy-source physical page to the copy-destination physical page. In a case
where this copy process has been started, the FM-CTL 22 stores "copy in progress" in
the copy status 1504 of the logical page # 1501 "1" and the logical page # 1501 "100",
which are the copy-source logical page and the copy-destination logical page of the
copy process. As a result of this, the logical-physical translation table 1500 transitions
to the status shown in S21-2 of Fig. 21.

In a case where a write indication for the logical page "1", which is the copy source,

in the logical page # 1501 has been received while this copy is in progress, the FM-
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CTL 22 changes the physical page status 1202 of the physical page "800", which is the
copy destination, in the physical page #2 1503 to "invalid" in the physical page status
management table 1200.

-S21-3 -

S21-3 shows the status of the logical-physical translation table 1500 in a state in
which a write to the copy-source logical page has ended.

In a case where the FM-CTL 22 has received a write command with respect to the
logical page "1", which is the copy source, in the logical page # 1501, the FM-CTL 22
cancels the association between the logical page "1", which is the copy source, in the
logical page # 1501 and the physical page "800" in the physical page #2 1503,
references the physical page status management table 1200, and reserves a new
physical page (in Fig. 20, physical page #1 1502 "1000"), which is not being used
(physical page status 1202 is "free"). The FM-CTL 22 associates the reserved physical
page with the logical page "1", which is the copy source, in the logical page # 1501
and writes data, which conforms to the write command, to the new physical page
(physical page of physical page# "1000"). In accordance with this, as shown in S21-3,
the logical-physical translation table 1500 transitions to a state in which the physical
page #1 1502 "1000", to which the new write data has been written, is associated with
the logical page "1", which is the copy source, in the logical page # 1501. That is, the
write data has been written to the copy-source logical page.

The FM-CTL 22 also cancels the association between the logical page "100", which
is the copy destination, in the logical page # 1501 and the physical page "800" in the
physical page #1 1502, and moves the physical page #2 1503 "300" to the physical
page #1 1502. In accordance with this, the logical-physical translation table 1500
transitions to a state in which the physical page "300", which is the copy source, in the
physical page #1 1502 is associated with the logical page "100" in the logical page #
1501. That is, the FM-CTL 22 can associate the copy-source physical page with the
copy-destination logical page to copy the data of the copy-source logical page to the
copy-destination logical page.

A copy process inside the same FMPK 21 has been explained hereinabove. Next, a
copy process between FMPK groups will be explained.

Processing in which a copy-source FMPK 21 is the initiator in a copy process
between FMPK groups, and copy-target data is written from a copy-source FMPK 21
(copy-source area) to a copy-destination FMPK 21 (copy-destination area) will be
explained hereinbelow using Figs. 21 through 24. Furthermore, Figs. 25 through 28
show processing in which a copy-destination FMPK 21 is the initiator in a copy
process between FMPK groups, data is read from a copy-source FMPK 21

(copy-source area), and the data, which has been read, is written to the copy-des-
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tination FMPK 21.

The copy-source FMPK 21 becomes the initiator in a case where the copy-source
FMPK 21 and the copy-destination FMPK 21 (or only the copy-source FMPK 21)
comprise the direct copy function, and the ST-CTL 10 has sent a CTL copy indication
to the copy-source FMPK 21.

The copy-destination FMPK 21 becomes the initiator in a case where the copy-source
FMPK 21 and the copy-destination FMPK 21 (or only the copy-destination FMPK 21)
comprise the direct copy function, and the ST-CTL 10 has sent a CTL copy indication
to the copy-destination FMPK 21.

Fig. 21 shows the flow of processing in the copy-source FMPK 21 in a case where
the initiator is the copy-source FMPK 21. Fig. 23 shows the state of the processing
inside the copy-source FMPK 21 in a case where the initiator is the copy-source FMPK
21.

The FM-CTL 22 of the copy-source FMPK 21 (specifically, the CPU 211,
hereinafter, the copy-source CPU 211) receives from the ST-CTL 10 a CTL copy in-
dication for copying stored data to another FMPK 21. Thereafter, the FM-CTL 22 of
the copy-source FMPK 21 (copy-source CPU 211) switches the copy-source FMPK 21
(I/0 1/F 213) from the target to the initiator in order to send a write indication to the
copy-destination FMPK 21 (S2201, S24-1).

The copy-source FM-CTL 22 sends the write indication to the copy-destination
FMPK 21 through the I/O I/F 213 (S2202, S24-2). The write indication includes at the
least a logical address that will become the copy destination and the data amount of the
copy-target data to be copied. The copy-source FM-CTL 22 receives through the I/O 1/
F 213 a copy preparation complete report from the copy-destination FMPK 21, which
sent the write indication in S2202 (52203, S24-3).

The copy-source FM-CTL 22 sends F to the copy-destination FMPK 21, which sent
the copy preparation complete report (S2204). Specifically, the copy-source CPU 211
reads the copy-source area data from the FM chip 216 through the FM I/F 214, stores
this read data in the cache memory 212 (S24-4), and sends the data (the copy-target
data), which has been stored in the cache memory 212, to the copy-destination FMPK
21 (copy-destination area) through the I/O I/F 213 (S24-5).

The copy-source FM-CTL 22 receives through the I/0 I/F 213 a copy complete
report from the copy-destination FMPK 21, which sent the copy-target data in S2204
(52205, S24-6). The copy-destination FMPK 21 sends the copy complete report to the
copy-source FMPK 21 after the copy process has ended (after the copy-target data has
been written).

The copy-source FM-CTL 22 changes the copy-source data (copy-source area data)
to invalid (S2206, S24-7). Specifically, the FM-CTL 22 changes the physical page
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status 1202 of the physical page, which is storing the copy-source data, to "invalid" in
the physical page status management table 1200. The processing of $2206 and S24-7 is
performed in a case where a copy is performed for the purpose of migrating data, such
as a volume migration (refer to Fig. 3). Furthermore, since there is no need to secure
the source data when performing a process such as a flash copy, the processing of
S2206 is not performed.

The copy-source FM-CTL 22 switches the copy-source FMPK 21 (I/0 I/F 213) from
the initiator to the target in order to receive a command from the ST-CTL 10 (S2207,
S524-8), and ends the processing.

Fig. 23 shows the flow of processing on the copy-destination FMPK 21 side in a case
where the initiator is the copy-source FMPK 21. Fig. 24 shows the state of the
processing inside the copy-destination FMPK 21 in a case where the initiator is the
copy-source FMPK 21.

The copy-destination FMPK 21 (the CPU 221 of the copy-destination FM-CTL 22
(hereinafter, copy destination CPU 221)) receives a write indication from the copy-
source FMPK 21 through the I/O I/F 213 (S2301, S25-1). The write indication includes
at the least the logical address of the copy-destination logical page and the data amount
of the copy-target data.

The copy-destination FM-CTL 22 reserves a free physical page that will become the
copy destination page (S2302, S25-2). Specifically, the copy-destination FM-CTL 22
references the physical page status management table 1200 and selects any physical
page for which the physical page status 1202 is "free".

Since preparations for copying have been completed in accordance with reserving the
physical page and allocating the reserved physical page to the copy-destination logical
page, the copy-destination FM-CTL 22 sends a copy preparations complete report to
the copy-source FMPK 21, which sent the write indication, through the I/0 I/F 213
(52303, S25-3).

The copy-destination FM-CTL 22 receives the copy-target data from the copy-source
FMPK 21, which sent the write indication, and writes the received copy-target data to
the physical page that has been allocated to the copy-destination logical page (the
reserved physical page) (S2304). Specifically, the copy-destination CPU 211 stores the
copy-target data from the copy-source FMPK 21 in the cache memory 212 through the
I/0 I/F 213 (S25-4), reads the copy-target data from the cache memory 212, and writes
the copy-target data, which has been read, to the physical page (FM chip 216) reserved
in $2302, S25-2 through the FM I/F 214 (S25-5). In accordance with this, the data in
the copy-source logical page is copied to the copy-destination logical page.

The copy-destination FM-CTL 22, after copying is complete, sends a copy complete
report to the copy-source FMPK 21, which sent the copy-target data, through the I/O 1/
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F 213 (582305, S25-6).

The copy-destination FM-CTL 22 changes the physical page, which is storing the old
data, to invalid (S2306, S25-7). Specifically, the copy-destination FM-CTL 22 changes
the physical page status 1202 of the old data-storing physical page in the physical page
status management table 1200 to "invalid". The processing of S2306 is performed in a
case where the copy-source FMPK 21 receives from the ST-CTL 10 a command for
writing new data to the copy-source logical page, and updates the copy source data.
Therefore, the processing of S2306 is not performed in a case where data is initially
copied from the copy-source logical page to the copy-destination logical page.

Fig. 25 shows the flow of processing on the copy-destination FMPK 21 side in a case
where the initiator is the copy-destination FMPK 21. Fig. 26 shows the state of the
processing inside the copy-destination FMPK 21 in a case where the initiator is the
copy-destination FMPK 21.

The copy-destination FM-CTL 22 (specifically, the copy destination-CPU 211)
reserves a physical page that will become the copy destination page (S2701, S29-1).
Specifically, the copy-destination FM-CTL 22 references the physical page status
management table 1200 and selects any physical page for which the physical page
status 1202 is "free".

The copy-destination FM-CTL 22 switches the copy-destination FMPK 21 (I/O I/F
213) from target to initiator in order to send a read indication to the copy-source
FMPK 21 (582702, S29-2).

The copy-destination FM-CTL 22 sends, to the copy-source FMPK 21, a read in-
dication for reading the copy-target data from the copy-source FMPK 21 and sending
the data, which has been read (52703, S29-3). The read indication includes at the least
a logical address belonging to the copy source area, the data amount of the copy-target
data, and an indication to read the copy-target data from the copy-source area and send
this data to the copy-destination FMPK 21 (copy-destination area).

The copy-destination FM-CTL 22 receives the copy-target data from the copy-source
FMPK 21 through the I/0O I/F 213, and stores the copy-target data in the cache memory
212 (S2704, S29-4). Thereafter, the copy-destination FM-CTL 22 receives a copy
complete report showing that the copy has been completed, from the copy-source
FMPK 21 through the I/O I/F 213 (S2705, S29-5).

The copy-destination FM-CTL 22 writes the copy-target data, which was stored in
the cache memory 212, to the FM chip 216 through the FM I/F 214 (S29-6), and
switches the copy-destination FMPK 21 (I/0 I/F 213) from initiator to target in order
to receive an indication from the ST-CTL 10 (52706, S29-7). Next, the copy-
destination FM-CTL 22 changes the physical page, which is storing the old data, to
invalid (S2707, S29-8). Furthermore, the processing of S2707, the same as the
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processing of S2306, is not performed in a case where a data copy is initially
performed from the copy-source logical page to the copy-destination logical page.

Fig. 27 shows the flow of processing of the copy-source FMPK 21 in a case where
the initiator is the copy-destination FMPK 21. Fig. 28 shows the state of the processing
inside the copy-source FMPK 21 in a case where the initiator is the copy-destination
FMPK 21.

The FM-CTL 22 of the copy-source FMPK 21 (copy source CPU 211) receives a
read indication through the I/O I/F 213 from the copy-destination FMPK 21, which is
the initiator (S2601, S28-1). The read indication includes at least a copy source logical
address, the data amount of the copy-target data, and an indication to read the copy-
target data from the physical page and send this data to the copy-destination FMPK 21.

The copy-source FM-CTL 22 reads the copy-target data from the physical page and
sends this data to the copy-destination FMPK 21 (52602). Specifically, the copy-
source FM-CTL 22 reads the copy-target data from the FM chip 216, stores the copy-
target data, which has been read, in the cache memory 212 (S28-2), and sends the
copy-target data, which has been stored in the cache memory 212, to the copy-
destination FMPK 21 through the I/O I/F 213 (S28-3).

The copy-source FM-CTL 22 sends a copy complete report to the copy-destination
FMPK 21 through the I/0O I/F 213 in order to communicate the fact that the copy-target
data has been sent to the copy-destination FMPK 21 (52603, S28-4).

The copy-source FM-CTL 22 changes the copy source data to invalid (S2604,
S28-5). Specifically, the FM-CTL 22 changes the physical page status 1202 of the
physical page, which is storing the copy source data, to "invalid" in the physical page
status management table 1200. Furthermore, the processing of S2604, like the
processing of S2206, is performed in a case where a copy is performed for the purpose
of migrating data, such as a volume migration (refer to Fig. 3).

Fig. 29 shows an example of a flow for determining a copy process, which is
executed in a case where the FMPK 21, the HDD, and the SSD are intermixed as the
storage devices of the storage part 20.

The computer system (ST-CTL 10) of this example, when performing a copy process
between packages, determines whether the copy-source PDEV type is a FMPK, which
comprises the direct copy function, or an ordinary HDD/SSD (S3001).

In a case where the result of the determination in S3001 is that the copy-source
PDEV type is FMPK, the computer system (ST-CTL 10) determines whether the copy-
destination PDEV type is an FMPK or an ordinary HDD/SSD (S3002).

In a case where the result of the determination in S3002 is that the copy-destination
PDEV type is FMPK, the computer system (ST-CTL 10) determines that a copy

process can be executed on the package side, and that either a copy process in which
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the copy-source FMPK 21 is the initiator (a write-direction copy process) or a copy
process in which the copy-destination FMPK 21 is the initiator (a read-direction copy
process) can be executed. In accordance with this, the ST-CTL 10 sends a CTL copy
indication to either one of the copy-source FMPK 21 or the copy-destination FMPK
21.

In a case where the result of the determination in S3002 is that the copy-destination
PDEV type is an ordinary HDD/SSD, the computer system (ST-CTL 10) determines
that a copy process can be executed on the package side, and that a copy process in
which the copy-source FMPK 21 is the initiator (a write-direction copy process) can be
executed. In accordance with this, the ST-CTL 10 sends a CTL copy indication to the
copy-source FMPK 21.

In a case where the result of the determination in S3001 is that the copy-source
PDEV type is an ordinary HDD/SSD, the computer system (ST-CTL 10) determines
whether the copy-destination PDEV type is an FMPK or an ordinary HDD/SSD
(S3003).

In a case where the result of the determination in S3003 is that the copy-destination
PDEV type is an ordinary HDD/SSD, the computer system (ST-CTL 10) determines
that a copy process cannot be executed on the package side, and that only an ordinary
copy process by the ST-CTL 10 is executable. In accordance with this, the ST-CTL 10
executes an ordinary copy process without sending a CTL copy indication to the
FMPK 21.

In a case where the result of the determination in S3003 is that the copy-destination
PDEV type is an FMPK, the computer system (ST-CTL 10) determines that a copy
process can be executed on the package side, and that a copy process in which the
copy-destination FMPK 21 is the initiator (a read-direction copy process) can be
executed. In accordance with this, the ST-CTL 10 sends a CTL copy indication to the
copy-destination FMPK 21.

As processing prior to performing the above-described processing, the ST-CTL 10
can make a determination as to whether or not the RAID configuration of the RG
forming the copy-destination area (copy-destination area) is the same as the RAID con-
figuration of the RG forming the copy-source area (copy-source area) included in the
host copy indication from the host computer 2. In a case where the result of the deter-
mination is that the RAID configurations are different, the ST-CTL 10 may perform an
ordinary copy process without performing the above-described processing, and may
send an error to the host computer 2.

Fig. 30 shows an example of a flow for determining for a package whether or not a
copy process is possible inside the package.

The storage apparatus 1 of this example, when performing a copy process inside a



34

WO 2014/174548 PCT/JP2013/002702

[0182]

[0183]

[0184]

[0185]

[0186]

[0187]

[0188]

[0189]

package, determines whether the PDEV type, which will perform a copy process, is a
FMPK or an ordinary HDD/SSD (S3101).

In a case where the result of the determination in S3101 is that the package is a
FMPK, the storage apparatus 1 determines that a copy process inside a package is ex-
ecutable. Alternatively, in a case where the package is an ordinary HDD/SSD, the
storage apparatus 1 determines that it is not possible to execute a copy process inside
the package, and that an ordinary copy process by the ST-CTL 10 is necessary.
Example 2

Next, a computer system related to a second example will be explained. In explaining
the second example, the explanation will focus on the points of difference with the
computer system related to the first example, and explanations of the points in
common with the computer system related to the first example will be either simplified
or omitted.

Fig. 31 shows an example of the configuration of the computer system related to the
second example. In the computer system related to the second example, like reference
signs are appended to like components of the computer system related to the first
example.

The computer system related to the second example comprises servers 3a and 3b.
The server 3a comprises multiple FMPKs 21. Alternatively, the server 3b does not
comprise an FMPK 21, but rather is coupled to FMPKs 21 on the outside. Thus,
FMPKSs 21 can be directly coupled in the servers 3a and 3b without going through the
ST-CTL 10.

The server 3a and the server 3b are coupled through a communication network, for
example, a LAN (Local Area Network).

The server 3a comprises a server controller 30a and multiple FMPKs 21, which are
coupled to the server controller 30a. The server controller 30a comprises a NIC
(Network Interface Card) 301a for coupling to the LAN or other such communication
network, a memory 302a, a CPU 303a, and a buffer 304a. The server controller 30a
comprises the same functions as the ST-CTL 10 related to the first example.

The server 3b comprises a NIC 301b for coupling to the LAN or other such commu-
nication network, a HBA (Host Bus Adapter) 305b for coupling to the FMPK 21, a
memory 302b, a CPU 303b, and a buffer 304b. The server 3b comprises the same
functions as the ST-CTL 10 related to the first example.

In the server controller 30a and in the server 3b, a program and various information
for controlling the FMPK 21 are stored in the memories 302a and 302b. The CPUs
303a and 303b realize various functions in accordance with executing the program
based on the information stored in the memories 302a and 302b. Both the server

controller 30a and the server 3b may exercise RAID control using the multiple FMPKs
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21 coupled to itself. One of the server 3a and the server 3b may issue an IO request to
the other through the LAN, and may issue an IO request to a FMPK 21 coupled to

itself.
According to the computer system related to the second example, the server

controller 30a and the server 3b are able to perform the same processing as the ST-
CTL 10 related to the first example, thereby making it possible to lessen the load on
the server controller 30a and the server 3b at the time of a data copy.
A number of examples have been explained hereinabove, but these examples are
merely an example, and the present invention is applicable in a variety of other modes.
For example, the copy process may be performed without a copy indication, such as
the host copy indication, from an apparatus outside of the storage apparatus 1. For
example, the storage apparatus 1 can copy data from an area inside a copy-source LU
to an area inside a copy-destination LU for the purpose of acquiring a snapshot or
backing up data. At this time, the storage area in the FMPK 21, which constitutes the
basis of an area inside the copy-source LU, becomes the CTL-specified copy-source
area, and the storage area in the FMPK 21, which constitutes the basis of an area inside
the copy-destination LU, becomes the CTL-specified copy-destination area.
Reference Signs List

1 Storage apparatus

2 Host computer

10 ST-CTL

20 Storage part

21 FMPK
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Claims

A storage apparatus, comprising:

a storage controller; and

multiple storage devices,

wherein the storage controller sends, to either a storage device which is
a copy source of copy-target data, or a storage device which is a copy
destination of the copy-target data, a copy indication showing areas of
the copy source and the copy destination, and

the storage device, which receives the copy indication, copies data of
the copy-source area to the copy-destination area based on the copy in-
dication without going through the storage controller.

A storage apparatus according to claim 1, wherein in a case where the
copy-source storage device and the copy-destination storage device are
the same storage device, the storage controller sends the copy in-
dication to the storage device.

A storage apparatus according to claim 2, wherein the storage device to
which the copy indication is sent is a write once read many-type
storage device, which comprises multiple nonvolatile semiconductor
storage media, and

a first physical area, which is a physical area, is associated with the
copy-source area, and the copy-target data is stored in the first physical
area.

A storage apparatus according to claim 3, wherein the storage device
associates the first physical area, which is associated with the copy-
source area, with the copy-destination area, and reserves a second
physical area, which is a new physical area, and associates the second
physical area with the copy-source area and the copy-destination area.
A storage apparatus according to claim 4, wherein in a case where a
read request for reading the copy-target data to the copy-source area is
received when copying of the copy-target data from the copy-source
area to the copy-destination area has not ended, the storage device
reads the copy-target data from the first physical area, which is as-
sociated with the copy-source area.

A storage apparatus according to claim 4, wherein in a case where a
read request for reading the copy-target data to the copy-destination
area is received when copying of the copy-target data from the copy-

source area to the copy-destination area has not ended, the storage
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device reads the copy-target data from the first physical area, which is
associated with the copy-destination area.

A storage apparatus according to claim 4, wherein in a case where a
write request for writing update data to the copy-source area is received
when copying of the copy-target data from the copy-source area to the
copy-destination area has not ended, the storage device cancels the as-
sociation between the copy-destination area and the second physical
area, and cancels the association between the copy-source area and the
first physical area, reserves a third physical area, which is a new
physical area, associates the third physical area with the copy-source
area, and writes the update data to the third physical area.

A storage apparatus according to claim 4, wherein in a case where a
write request for writing update data to the copy-destination area is
received when copying of the copy-target data from the copy-source
area to the copy-destination area has not ended, the storage device
cancels the association between the copy-destination area and the first
physical area, and cancels the association between the copy-source area
and the second physical area, reserves a third physical area, which is a
new physical area, associates the third physical area with the copy-
destination area, and writes the update data to the third physical area.
A storage apparatus according to claim 2, wherein the storage
controller determines whether or not the storage device is able to
execute a data copy from the copy-source area to the copy-destination
area without going through the storage controller, and sends the copy
indication to the storage device in a case where the storage device is
able to execute a data copy from the copy-source area to the copy-
destination area without going through the storage controller.

A storage apparatus according to claim 9, wherein in a case where the
storage device is not able to execute a data copy from the copy-source
area to the copy-destination area without going through the storage
controller, the storage controller reads the copy-target data from the
copy-source area and writes the copy-target data to the copy-destination
area.

A storage apparatus according to claim 1, wherein the copy-source
storage device and the copy-destination storage device are different
storage devices,

the storage controller sends the copy indication to the copy-destination

storage device, and
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the copy-destination storage device, based on the copy indication, sends
a read request for data of the copy-source area to the copy-source
storage device, and writes data, which has been read in response to the
read request, to the copy-destination area.

A storage apparatus according to claim 1, wherein the copy-source
storage device and the copy-destination storage device are different
storage devices,

the storage controller sends the copy indication to the copy-source
storage device, and

the copy-source storage device reads the copy-target data from the
copy-source area, and writes the data to the copy-destination area by
sending, to the copy-destination storage device, a write request for
writing the read data to the copy-destination area.

A storage apparatus according to claim 1, wherein the copy-source
storage device and the copy-destination storage device are different
storage devices,

the storage controller determines whether or not the copy-source
storage device and/or the copy-destination storage device is/are able to
execute a data copy from the copy-source area to the copy-destination
area without going through the storage controller, and in a case where it
is determined that at least one of the copy-source storage device and the
copy-destination storage device is able to execute a data copy from the
copy-source area to the copy-destination area without going through the
storage controller, sends the copy indication to either the copy-source
storage device or the copy-destination storage device, which has been
determined to be able to able to execute a data copy from the copy-
source area to the copy-destination area without going through the
storage controller.

A storage apparatus according to claim 13, wherein the storage
controller determines whether or not either the copy-source storage
device or the copy-destination storage device has a function for
executing a data copy to another storage device, and determines
whether or not the copy-source storage device and the copy-destination
storage device are communicably coupled without going through the
storage controller, and

in a case where it is determined that either the copy-source storage
device or the copy-destination storage device has a function for

executing a data copy to another storage device, and it is determined
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that the copy-source storage device and the copy-destination storage
device are communicably coupled without going through the storage
controller, the storage controller determines that a data copy from the
copy-source area to the copy-destination area can be executed.

A data copy control method by a storage apparatus, which comprises a
storage controller and multiple storage devices, the copy data method
comprising the steps of:

the storage controller sending, to either a storage device which is a
copy source of copy-target data, or a storage device which is a copy
destination of the copy-target data, a copy indication showing areas of
the copy source and the copy destination; and

the storage device, which receives the copy indication, copying data of
the copy-source area to the copy-destination area based on the copy in-

dication without going through the storage controller.
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Fig. 3

LU configuration management table

600
601 602 603 604 605
Yad Yol N
LU# RG# LU start LU size Package #
address

1 0 0x00000000 100GB 0

2 0 0x10000000 200GB 1

3 5 0x00000000 100GB 27

4 3 0x20000000 500GB 21

5 2 0x1000000 500GB Unallocated
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RG configuration management table
700
701 702 703
RG# Package # RAID level
0 01,23 RAID5
1 8,9,10,11,12, RAID6
13,1,4,15
2 Unallocated -
3 21,22,23,24 RAID5
4 35,36,37,38 RAID5
[Fig. 5]
Fig. 5
FMPK management table
800
801 802 803
Yo d
Package # Group # PDEYV type

0 0 FMPK

1 1 FMPK

2 2 FMPK

3 3 FMPK

4 0 SSD
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Fig. 8
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Fig. 9
PP status management table
1200
1201 1202

PP number PP status
0 Valid
1 Free
2 Invalid
3 Free
4 Valid
5 Valid
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[Fig. 18]
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[Fig. 20]
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[Fig. 21]
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[Fig. 25]
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