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(54) Title: ALIGNMENT OF SCAN PARTS ON A TURNTABLE

(57) Abstract: The invention relates to a method for forming a 3D scanned model of an object comprising the following steps: rotating an object with a turntable around a turntable rotation axis, capturing a first bottom scan part of the object with a first camera and a second top scan part of the object with a second camera, wherein these scan parts share a common overlapping area and the camera's positions are fixed while the object is rotated by the turntable so that each camera forms a circular camera trajectory, and aligning the two scan parts to each other by using the information that the circular camera trajectories are perpendicular to the common turntable rotation axis and that the common turntable rotation axis goes through the center of the circular camera trajectories. The invention further relates to a 3D scanning system for forming a 3D scanned model of an object comprising: a turntable, a first camera for capturing a first bottom scan part of the object, a second camera for capturing a second top scan part of the object and a processor operating
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with the above mentioned method.
The invention relates to a method for forming a 3D scanned model of an object comprising the following steps: rotating an object with a turntable around a turntable rotation axis and capturing a first bottom scan part of the object with a first camera and a second top scan part of the object with a second camera, wherein these scan parts share a common overlapping area and the camera's positions are fixed while the object is rotated by the turntable so that each camera forms a circular camera trajectory. Furthermore, the disclosure relates to a 3D scanning system for forming a 3D scanned model of an object comprising: a turntable for rotating an object around a turntable rotation axis, a first camera for capturing a first bottom scan part of the object, a second camera for capturing a second top scan part of the object, wherein these scan parts share a common overlapping area and the camera's positions are fixed while the object is rotated by the turntable so that each camera forms a circular camera trajectory, and a processor for aligning the scan parts.

To reduce space requirement for 3D scanning systems, more than one camera is normally used. In order to make it easy for the user to perform a scan, several systems are proposed equipped with a turntable device (see Figure 1). Such a setup has become more common recently with the introduction of new scanning products such as Naked Labs' fitness tracking device. However, the setup generates difficulties in forming a final 3D scanned model. It requires the alignment of different scan parts captured by different cameras. The objective of this invention is to tackle that problem.

3D reconstruction or 3D scanning technologies have recently become pretty popular in wide fields of applications:
- Virtual clothes try-on for e-commerce
- Fitness tracking
- Medical application
- Game industry

From the US 2016/0078663 A1 a method is known, for registering multiple range camera's point cloud into a common coordinate system, which may be one of the range camera's coordinate systems or any other coordinate system, effectively aligning together the point clouds from each range camera. Registration into a common coordinate system may be required to generate a complete point cloud of a subject. Each range camera's point clouds are registered via an iterative closest point algorithm. An initial estimate of the parameters required to register a range camera point cloud to another, may be determined by a range camera configuration. Each pair-wise transformation may be refined using the ICP algorithm, and the refined transformation data may be saved for future body scans. ICP may be used, where there is sufficient overlap between each camera's point cloud.

The object of the present disclosure is to provide a highly efficient method and/or 3D scanning system for forming a 3D scanned model of an object.

The aforementioned object is achieved by means of a method for forming a 3D scanned model of an object and by means of a 3D scanning system for forming a 3D scanned model of an object exhibiting the features disclosed in the independent patent claims.

According to the disclosure a method for forming a 3D scanned model of an object is suggested. The method comprises the following steps: rotating an object with a turntable around a turntable rotation axis, capturing a first bottom scan part of the object with a first camera and a second top scan part of the object with a second camera, wherein these scan parts share a common overlapping area and the camera's positions are fixed while the object is rotated by the turntable so that each camera forms a circular
camera trajectory, and aligning the two scan parts to each other by using the information that the circular camera trajectories are perpendicular to the common turntable rotation axis and that the common turntable rotation axis goes through the center of the circular camera trajectories.

It is advantageous if a first circle on a plane of the first camera trajectory and a second circle on the plane of the second camera trajectory are estimated.

In an advantageous further aspect, the first bottom scan part and the second top scan part are transformed into common rotation axis coordinates and/or into a common coordinates system along the common turntable rotation axis.

It is advantageous if the projection of the first or second camera origin on the common turntable rotation axis is chosen as a common coordinate origin.

In an advantageous further aspect, the common turntable rotation axis, in particular the down direction, is chosen as a x-axis of the common coordinates system.

It is advantageous if the first circle and the second circle are aligned concentrically to each other and the common turntable rotation axis.

It is advantageous if a mesh border clipping is performed to clean border vertices of meshes of the first bottom scan part and the second top scan part.

In an advantageous further aspect, a point-cloud alignment is performed to align the two scan parts, in particular in axial and/or peripheral direction of the common turntable rotation axis, to each other and to form the 3D scanned model as a final aligned part in the common coordinates.

It is advantageous if the orientation of the two scan parts around the common turn-table rotation axis is aligned to each other.
In an advantageous further aspect, the axial position of the two scan parts in the direction of the common turntable rotation axis is aligned to each other.

It is advantageous if the knowledge of the physical arrangement of the first camera and the second camera, in particular the relative pose of the second camera to the first camera, is used for the point-cloud alignment.

Alternatively, it is advantageous if the knowledge of the physical arrangement of the first camera and the second camera, in particular the relative pose of the second camera to the first camera, is not used for the point-cloud alignment. In this case it is advantageous if upstream to the point-cloud alignment a pairing step and/or downstream to the point-cloud alignment a voting step is performed. It is further advantageous if in the pairing step potential matches of the scan parts are paired and/or all possible combinations of arrangements between the scan parts are formed. It is also advantageous if in the voting step alignment results of possible pairs of scan parts are collected and/or a voting is applied to find good matching results depending on point-cloud alignment errors and inlier ratio.

According to the disclosure a 3D scanning system for forming a 3D scanned model of an object is suggested. The 3D scanning system comprises a turntable for rotating an object around a turntable rotation axis, a first camera for capturing a first bottom scan part of the object, a second camera for capturing a second top scan part of the object, wherein these scan parts share a common overlapping area and the camera's positions are fixed while the object is rotated by the turntable so that each camera forms a circular camera trajectory, and a processor operating with a method according to the previous specification.

It is advantageous if the processor aligns the two scan parts to each other by using the information that the circular camera trajectories are perpendicular
to the common turntable rotation axis and that the common turntable rotation axis goes through the center of the circular camera trajectories.

The invention introduces a robust alignment solution for 3D reconstructed parts of an object on a turntable. The solution enables automatic alignment of 3D reconstructed parts of an object with minimal requirement about prior knowledge of physical arrangement of the parts.

Additional advantages of the invention are described in the following exemplary embodiments. The drawings show in:

**Figure 1** a schematic perspective view of a 3D scanning system,

**Figure 2** a block diagram of a first alignment method for aligning the two scan parts,

**Figure 3** a block diagram of a second alignment method for aligning the two scan parts,

**Figure 4** a schematic perspective view of the reconstructed parts and the associated camera trajectories in a not aligned position and

**Figure 5** a schematic perspective view of the aligned scan parts exploiting common rotation axis.

Alignment of different reconstructed or scanned parts 401, 403 of a given object 102 on a turntable 101 is hard. Such problem is common to many introduced scanning systems 100, where two or more cameras 104, 105 are used with a turntable 101. Our solution is robust and reliable without requirement of any calibration procedure. This makes using multiple cameras 104, 105 for 3D scanning more robust; consequently possible for home uses with limited space.
Figure 1 shows a 3D scanning system 100 for forming a 3D scanned model of an object 102. The 3D scanning system 100 comprises a turntable 101 for rotating an object 102 around a turntable rotation axis 106. It further comprises a first camera 104 for capturing a first scan part 401 of the object 102. The 3D scanning system 100 comprises a second camera 105 for capturing a second scan part 403 of the object 102. These scan parts 401, 403 share a common overlapping area 107. The camera’s 104, 105 positions are further fixed while the object 102 is rotated by the turntable 101 so that each camera 104, 105 forms a circular camera trajectory 402, 404. The 3D scanning system 100 comprises a processor 108. The processor 108 is connected to the cameras 104, 105. Additionally, the processor 108 can be connected to the turntable 101. The turntable 101 is motor driven and/or controlled by the processor 108. The processor is operating with a method shown in figure 2 and/or 3.

Figure 1 shows the 3D scanning system 100. The 3D scanning system 100 comprises the turntable 101 or rather a turntable device. On the turntable 101 the object of interest 102 for scanning or reconstructing is placed. In a preferred embodiment the object 102 is a human body. The turntable 101 rotates around the turntable rotation axis 106. The rotation direction 103 of the turntable 101 is identified in figure 1 with an arrow. The object 102 is rotated with the turntable 101 around the turntable rotation axis 106.

The 3D scanning system 100 further comprises the first camera 104 and the second 105. The two cameras 104, 105 are stationary and comprise a vertically offset to each other. Thus they scan different parts of the object 102. The first depth sensors camera 104 captures depth maps of the bottom part of object 102 while the turntable 101 is rotating. The second depth sensors camera captures depth maps of the top part of object 102 while the turntable 101 is rotating. The first scan part 401 and the second scan part 403 of the object 102 are shown in figure 4 and 5. The detection zone of the
cameras 104, 105 overlap in a common overlapping area 107. Thus the
scanned parts 401, 403 share this common overlapping area 107, which
helps to align the two scanned parts 401, 403.

As explained below in detail figure 2 shows a block diagram of a first
alignment method for aligning the two scan parts 401, 403. For this alignment
method the knowledge of the physical arrangement of the first camera 104
and the second camera 105, in particular the relative pose of the second
camera 105 to the first camera 104, is used. The first step is the circle
estimation step 201. The circle estimation 201 is to estimate a circle on a
plane of a given camera trajectory 402, 404 as shown in figure 4 and 5. The
second step is the rotation axis alignment step 202. The rotation axis
alignment 202 is to transform scan parts 401, 403 into common rotation axis
coordinates. The third step is the mesh border clipping step 203. The mesh
border clipping 203 is to clean noisy border vertices of meshes of scan parts
401, 403. This reduces influence of noise vertices in a point-cloud alignment
step 204. In the point-cloud alignment step 204 the axial position of the two
scan parts 401, 403 in the direction of the common turntable rotation axis 106
is aligned to each other.

As explained below in detail figure 3 shows a block diagram of a second
alignment method for aligning the two scan parts 401, 403. The circle
estimation step 301, the rotation axis alignment step 302, the mesh border
clipping step 303 and the point-cloud alignment step 305 are the same as
those of the first method shown in figure 2. For the alignment method shown
in figure 3 the knowledge of the physical arrangement of the first camera 104
and the second camera 105 is not necessary. Therefore, the method
comprises a pairing step 304 and a voting step 306. The pairing step 304 is
before and the voting step 306 after the point-cloud alignment step 305.
During the paring step 304 potential matches of scan parts 401, 403 are
paired. This is done before the point-cloud alignment step 305 in the case the
3D scanning system 100 has no prior knowledge about the physical
arrangement of the depth sensors cameras 104, 105. During the voting step 306 a voting on scores of alignments of pairs of scan parts 401, 403 is done. The scores can be based on convergence rate and inlier ratio of point-cloud alignment results.

Figure 4 shows a schematic perspective view of the reconstructed parts 401, 403 and the associated camera trajectories 402, 404 in a not aligned position. The bottom part 401 of object 102 is reconstructed from depth maps observed by the depth sensors camera 104. In figure 4 the first camera 104 is shown in different relative positions in accordance to the scanned object 102. Figure 4 shows the first camera trajectory 402 of the first depth sensors camera 104. Further, is shows the second camera trajectory 404 of the second depth sensors camera 105. The top part 403 of object 102 is reconstructed from depth maps observed by the second depth sensors camera 105. A first center 405 of the first circular camera trajectory 402 and a second center 406 of the second circular camera trajectory 406 are not concentrically to each other.

Figure 5 shows a schematic perspective view of the aligned scan parts 401, 403 exploiting common rotation axis 106. The common rotation axis 106 of the turntable 101 is also perpendicular to the camera trajectories 402, 404. The axis 106 is at the center 405, 406. Thus the first center 405 of the first circular camera trajectory 402 and a second center 406 of the second circular camera trajectory 406 are concentrically to both each other and the turntable rotation axis 106.

The invention exploits the common axis rotation property of a setup like figure 1. In that setup, there are two cameras 104, 105, capturing bottom and top parts 401, 403 of the object 102 respectively. The two cameras' positions are fixed while the object 102 is rotated by the turntable device 101. The system exploits one important property of this setup, namely that the object 102 is rotated around a single rotation axis 106; the rotation axis 106 is
perpendicular to the turntable surface. Consequently, the rotation axis 106 goes through the center 405, 406 of circular camera trajectories 402, 404 of camera 104 and camera 105. Using this property, we can initialize relative positions between reconstructed parts 401, 403 along the rotation axis 106. This initialization is the key to help point-cloud alignment converging optimally. The invention uses an illustration of two cameras 104, 105, shown in figure 1; however, more than two cameras can also be applied within this invention.

Reconstruction of each part:

When the turntable 101 rotates the object 102 around the turntable rotation axis 106, the cameras 104, 105 capture a 3D structure of different parts 401, 403 of the object 102. For instance, first camera 104 captures the bottom part 401 and forms a circular camera trajectory 402 (see figure 4). Similarly, second camera 105 captures the top part 403 and forms a circular camera trajectory 404 (see figure 4). These parts 401, 403 share a common overlapping area 107, which helps to align the two parts 401, 403.

The first alignment pipeline/method:

In the first alignment pipeline or rather method shown in figure 2, it is assumed that the physical arrangement of the cameras 104, 105 is known relatively well. For instance, the relative pose of second camera 105 to first camera 104 can be manually calibrated. This manual calibration might be inaccurate, but it gives good hints to help with the alignment later.

Firstly, the pipeline starts in the circle estimation step 201 with estimating a circle on a plane of the first camera trajectory 402 and the second camera trajectory 404. Because the turntable 101 rotates object 102 around a common axis 106, this leads the camera trajectory 402, 404 of a fixed camera 104, 105 to form a circle on a 3D plane. This circle has a center 405, 406, which lies on the common rotation axis 106, and the 3D plane is perpendicular to the axis 106.
Secondly, the system transforms the scan parts 401, 403 to a chosen common coordinates system along the common rotation axis 106. For instance, the projection of the first camera's 104 origin on the common rotation axis 106 can be chosen as common coordinate origin. Preferentially the down direction of the axis 106 is chosen as x-axis of the common coordinates.

Exploiting prior knowledge about physical arrangement, the system can transform different scan parts 401, 403 to common coordinates with relatively good overlapping areas between the scan parts 401, 403.

Thirdly, the border vertices of the reconstructed parts, illustrated as mesh border clipping component in figure 2, are removed. We observe that the border vertices of the reconstructed parts 401, 403 are pretty noisy. Thus, removing those vertices helps reducing the influence of noise on the point-cloud alignment 204.

Finally, we apply the point-cloud alignment 204 in order to align scan parts 401, 403 and form final aligned parts in common coordinates as shown in figure 5.

The second alignment pipeline/method:
In the second pipeline or rather method, shown in figure 3, the system does not require knowledge about the physical arrangement of the cameras 104, 105 (Figure 1). Different from the first pipeline/method (Figure 2), two additional steps are added: Pairing 304 and Voting 306 to the pipeline/method. The other steps are similar to the first pipeline/method shown in figure 2.

Before doing point-cloud alignment 305, we need to form all possible combinations of arrangements between the scan parts 401, 403. Up to this
point, we only know these scan parts 401, 403 share a common rotation axis 106. So, we can use that information to limit possible physical arrangements between scan parts 401, 403.

In the final step of this pipeline, we collect alignment results of possible pairs of scan parts 401, 403. Then, we apply voting to find good matching results depending on point-cloud alignment errors and inlier ratio.

The invention is not limited to the embodiments shown or described. Rather, any and all combinations of the individual features described, as shown in the figures or described in the description, and to the extent that a corresponding combination appears possible and sensible, are subject matters of the invention.

The above described methods and/or 3D scanning system allows:
1. a highly efficient alignment of 3D scan parts 401, 403 on a turntable 101;
2. an incremental alignment of scan parts 401, 403, which share an overlapping observation;
3. a cross camera pose forwarding between different scans of common object 102 on a turntable 101.
LIST OF REFERENCE CHARACTERS

100  3D scanning system
101  turntable
102  object
103  rotation direction of the turntable
104  first camera
105  second camera
106  a turntable rotation axis
107  common overlapping area
108  processor

201  circle estimation step
202  rotation axis alignment step
203  mesh border clipping step
204  point-cloud alignment step

301  circle estimation step
302  rotation axis alignment step
303  mesh border clipping step
304  pairing step
305  point-cloud alignment step
306  voting step

401  first scan part of the object
402  first circular camera trajectory of the first camera
403  second scan part of the object
404  second circular camera trajectory of the second camera
405  first center of the first circular camera trajectory
406  second center of the second circular camera trajectory
**Patent Claims**

1. Method for forming a 3D scanned model of an object comprising the following steps:
   - rotating an object with a turntable around a turntable rotation axis,
   - capturing a first bottom scan part of the object with a first camera and a second top scan part of the object with a second camera, wherein these scan parts share a common overlapping area and the cameras positions are fixed while the object is rotated by the turntable so that each camera forms a circular camera trajectory, and
   - aligning the two scan parts to each other by using the information that the circular camera trajectories are perpendicular to the common turntable rotation axis and that the common turntable rotation axis goes through the center of the circular camera trajectories.

2. Method according to the previous claim, wherein a first circle on a plane of the first camera trajectory and a second circle on the plane of the second camera trajectory are estimated.

3. Method according to one or several of the previous claims, wherein the first bottom scan part and the second top scan part are transformed into common rotation axis coordinates and/or into a common coordinates system along the common turntable rotation axis.

4. Method according to one or several of the previous claims, wherein the projection of the first or second camera origin on the common turntable rotation axis is chosen as a common coordinate origin.
5. Method according to one or several of the previous claims, wherein the common turntable rotation axis, in particular the down direction, is chosen as a x-axis of the common coordinates system.

6. Method according to one or several of the previous claims, wherein the first circle and the second circle are aligned concentrically to each other and the common turntable rotation axis.

7. Method according to one or several of the previous claims, wherein a mesh border clipping is performed to clean border vertices of meshes of the first bottom scan part and the second top scan part.

8. Method according to one or several of the previous claims, wherein a point-cloud alignment is performed to align the two scan parts, in particular in axial and/or peripheral direction of the common turntable rotation axis, to each other and to form the 3D scanned model as a final aligned part in the common coordinates.

9. Method according to one or several of the previous claims, wherein the orientation of the two scan parts around the common turntable rotation axis is aligned to each other and/or wherein the axial position of the two scan parts in the direction of the common turntable rotation axis is aligned to each other.

10. Method according to one or several of the previous claims, wherein the knowledge of the physical arrangement of the first camera and the second camera, in particular the relative pose of the second camera to the first camera, is used for the point-cloud alignment.

11. Method according to one or several of the previous claims, wherein the knowledge of the physical arrangement of the first camera and the
second camera, in particular the relative pose of the second camera to
the first camera, is not used for the point-cloud alignment.

12. Method according to the previous claim 11, wherein upstream to the
point-cloud alignment step a pairing step and/or downstream to the
point-cloud alignment step a voting step is performed.

13. Method according to one or several of the previous claims 11 to 12,
wherein in the pairing step potential matches of the scan parts are
paired and/or all possible combinations of arrangements between the
scan parts are formed.

14. Method according to one or several of the previous claims 11 to 13,
wherein in the voting step alignment results of possible pairs of scan
parts are collected and/or a voting is applied to find good matching
results depending on point-cloud alignment errors and inlier ratio.

15. 3D scanning system for forming a 3D scanned model of an object
comprising:
a turntable for rotating an object around a turntable rotation axis,
a first camera for capturing a first bottom scan part of the object,
a second camera for capturing a second top scan part of the object,
wherein these scan parts share a common overlapping area and the
camera's positions are fixed while the object is rotated by the turntable
so that each camera forms a circular camera trajectory, and
a processor operating with a method as set forth in one or several of
the previous claims,
wherein the processor aligns the two scan parts to each other by using
the information that the circular camera trajectories are perpendicular
to the common turntable rotation axis and that the common turntable
rotation axis goes through the center of the circular camera
trajectories.
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