METHODS AND SYSTEMS FOR CAMERA CHARACTERIZATION IN TERMS OF RESPONSE FUNCTION, COLOR, AND VIGNETTING UNDER NON-UNIFORM ILLUMINATION

Abstract: Methods and systems for describing a camera radiometrically, in terms of camera response function and vignetting, and in terms of color, suitable for non-uniform illumination set-ups. It estimates the camera response function and the camera color mapping from a single image of a generic scene with two albedos. With a second same-pose image with a different intensity of the near-light the vignetting is also estimated. The camera response function calibration involves the segmentation of the two albedos, the definition of the system of equations based on the assumption that can be made about the image formation process, and the actual estimation. For modelling the vignetting there are three steps: computing the albedo-normalized irradiance, finding points of equal vignetting, when needed, and estimation.
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STATEMENT REGARDING FEDERALLY SPONSORED RESEARCH OR DEVELOPMENT

[0002] Not applicable.

FIELD

[0003] The disclosure generally relates to the field of camera radiometric calibration and color characterization in setups with generic illumination, such as medical endoscopic cameras and smartphone cameras at close range. Specifically, but not by way of limitation, presently disclosed embodiments include a camera characterization procedure that estimates a camera response function and, optionally, a camera color mapping, using a minimum of one calibration image acquired under generic illumination, and estimates a camera vignetting using a minimum of two calibration images acquired from the same viewpoint with slightly different illumination, which is carried out without making prior assumptions about the illuminant, the shapes of the camera response function, or the particular shape of the vignetting function. The disclosed embodiments also include a method that, with an additional pair of images from another viewpoint, performs the estimation of the vignetting function and does not require any assumption on its shape.

BACKGROUND

[0004] In minimally invasive medical procedures (MIP), the doctor executes the clinical action of surgery or diagnosis based exclusively in the video acquired by a small endoscopic camera that is inserted in the targeted anatomical cavity. Such procedures are prone to errors and difficult to execute, with the surgeons having to undergo a long training period until mastering the surgical technique. In this context, improving visualization conditions and
developing systems for assisting the doctor during the procedures is of importance to decrease clinical errors and to reduce the surgeon learning curve.

[0005] In most cameras, the relation between incident light and the image digitized values is nonlinear. Endoscopic cameras are no exception with such non-linearity being either due to limitations in camera/optics manufacturing, or used intentionally for compressing the spectral range of the sensors. The camera response function (CRF) models in part this non-linear relation by describing how (physically meaningful) incoming light is mapped to quantized image brightness values. Color characterization, i.e., estimation of the camera color mapping (CCM), also plays a big role in modelling a camera and needs to be accounted for to provide an accurate estimation of the CRF and to perform color standardization across cameras. To fully describe radiometrically for the camera, one needs to also account for vignetting. This effect is an attenuation of the light signal caused by the camera optics. It is present in many consumer cameras and more predominantly in MIP cameras and contributes to a poor image/video quality.

[0006] Calibration of the color model of the imaging device, comprising the CRF and the CCM, can be useful in many ways in the context of MIP. Since the color of organs and tissues is a cue in many diagnosis procedures, fidelity in color visualization is of key importance. Thus, the estimated camera model can be used in an image post-processing stage for the purpose of color constancy and white-balance, e.g., invariance of color to different illumination, lenses, and cameras. The CRF estimation may be a step for deblurring and is a crucial pre-processing step for the application of photometric vision algorithms, for example with the purpose of developing systems of computer-aided surgery (CAS). Reconstruction methods like shape-from-shading or photometric stereo assume a linear (or affine) mapping between physical scene radiance and image brightness, and such techniques are becoming increasingly popular in CAS as a way of performing 3D modelling of deformable surfaces. Vignetting compensation also has a major role in these applications as most existing algorithms for shape-from-shading or photometric stereo assume that no vignetting is present.

[0007] CRF estimation is a classical problem in computer vision with several different methods described in the literature. However, the camera characterization of medical endoscopes poses specific challenges that are not properly addressed by the current state-of-the-art. First, the anatomical cavity is illuminated via a light guide that runs along the endoscope, which means that we can neither consider a far light source, nor a light source coincident with the optical center. It is a situation of near-light source for which the vast
majority of CRF estimation methods are not applicable. Moreover, the light source can hardly be considered punctual or isotropic (see FIG. 1). Thus, since the shape and format of the distal tip of the light guide varies across endoscopes, it is desirable to carry the characterization without making assumptions about illumination conditions. Second, since in MIP the lens scope is mounted on the camera-head immediately before starting the intervention, the calibration procedure should be fast, robust, and require minimal user intervention in order to be carried by the surgeon in the operating room (OR) without disturbing the existing clinical routine. It would also be advantageous to incorporate such camera characterization method with a method for geometric camera calibration that requires a single image of a checkerboard pattern acquired from a generic pose. There may be no similar solution for camera characterization that addresses this important usability requirement (as discussed below, single-image methods do not apply to medical endoscopes).

SUMMARY

[0008] The following presents a simplified summary of the disclosed subject matter in order to provide a basic understanding of some aspects of the subject matter disclosed herein. This summary is not an exhaustive overview of the technology disclosed herein. It is not intended to identify key or critical elements of the invention or to delineate the scope of the invention. Its sole purpose is to present some concepts in a simplified form as a prelude to the more detailed description that is discussed below.

[0009] Disclosed herein is a method for estimating the CRF and, optionally, the CCM, from a single frame and for estimating the camera vignetting with a second same-pose image with different light intensity.

[0010] The CRF estimation is performed on a generic smooth surface of at least two albedos. Having segmented the regions of each albedo, the albedo-normalized irradiance is used to explore the ratios between the two regions on its isocurves.

[0011] The CCM estimation is performed on a generic smooth surface of at least the same number of albedos as the number of channels in the calibration image, where the albedos values are known and the same calibration image can be used for both the CRF and CCM estimation.

[0012] The estimation of camera vignetting requires the acquisition of a second image with a different intensity of the near-light. By exploring the relation between the two images, a model up-to-scale of the vignetting with two unknowns is created. This approach uses no
Such calibration is of major importance for many applications, from color constancy to 3-D reconstruction.

In one embodiment, a method for estimating a color model of an imaging device, comprised of the response function and the color mapping, under generic illumination, the method comprising: (i) acquiring at least one calibration image of a scene with at least two regions of constant albedo from an arbitrary pose; (ii) segmenting the calibration image into regions of constant albedo and grouping the pixels in each region into a set $\mathcal{R}_n$, the set of points with albedo $\rho_n$; (iii) deriving equations for the estimation using

$$\mathbf{f}^{-1}(\mathbf{d}(x)) = \mathbf{u}(x)\mathbf{\rho}'(x)$$

where $x$ are the pixel coordinates that correspond to a scene point, $\mathbf{d}(x)$ is the acquired image and is defined as a vector of $N_c$ elements $d_c(x)$ that correspond to values on pixel $x$ and channel $c$, $\mathbf{f}^{-1}(\mathbf{d})$ is the inverse camera response function, a function vector of elements $f_c^{-1}(d_c)$, $\mathbf{u}(x)$ is the albedo-normalized irradiance, a scalar function, $\mathbf{\rho} = M\mathbf{\rho}'$ is the albedo vector of size $N_s$ in the output color space and is defined by elements $\rho_s$ for each channel $s$, $\mathbf{\rho}'$ is the albedo vector of size $N_c$ in the color space of the camera and is defined by elements $\rho'_c$ for each channel $c$, and $M$ is a color mapping matrix of size $N_s$ by $N_c$ and composed of rows $\mathbf{m}_s^T$; (iv) finding a solution for the color model of the imaging device, with the equations created in step iii.

In another embodiment, a method for estimating a vignetting model of the imaging device by: (i) acquiring at least one set of at least two calibration images with the same relative pose and a different intensity of the near-light source; (ii) segmenting the calibration images into regions of constant albedo; (iii) computing the albedo-normalized irradiance for each pair of same-pose images, $u_1(x)$ and $u_2(x)$; (iv) deriving the equations of the vignetting model using

$$\mathbf{m}(x) = \kappa_1 u_1(x) + \kappa_2 u_2(x)$$

where $\kappa_1$ and $\kappa_2$ are the two model unknowns; (v) finding a solution for the vignetting model with the equations created in step iv.

Another embodiment, an apparatus comprising: a calibration object comprising a generic smooth surface with regions of two or more distinct albedos that can be segmented and identified in the acquired image; and an imaging processing system to which the camera can be connected, wherein the imaging processing system comprises: a processor coupled to a non-transitory computer readable medium, wherein the non-transitory computer readable
medium comprises instructions when executed by the processor causes the imaging processing system to acquire and capture the image.

[0017] A more complete understanding of the presently disclosed embodiments will be appreciated from the description and accompanying figures and claims, which follow.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0018] The accompanying drawings, which are included to provide a deeper understanding of the invention and are incorporated in and constitute a part of this application, illustrate embodiment(s) of the invention and together with the description serve to explain the principle of the invention. In the drawings:

[0019] FIG. 1A shows an example of the calibration grid imaged with an endoscopic camera (a).

[0020] FIG. 1B shows an example of a minimal invasive procedure camera rig performing the radiometric calibration.

[0021] FIG. 1C shows an example of a photograph of the endoscope tip with the light on.

[0022] FIG. 2A shows an example of the calibration grid imaged with an endoscopic camera.

[0023] FIG. 2B shows an example of the segmentation of the calibration image into the two albedos where in white are the patches with lighter albedo and in gray are the patches with darker albedo.

[0024] FIG. 3A shows an example of the values, in arbitrary units, of each image component showing the formation process of an image of a checkerboard along a horizontal line.

[0025] FIG. 3B shows an example of the values, in arbitrary units, of each image component showing the formation process of an image of a checkerboard along an isocurve of the irradiance normalized by albedo.

[0026] FIG. 4A is an example depiction of the estimated $h(x)$ (a surface with the same isocurves as the irradiance normalized by albedo).

[0027] FIG. 4B is an example depiction of the calibration grid image superposed with some of $h(x)$ isocurves.

[0028] FIG. 5 is an example table that provides a description of the camera set-ups used on the acquired datasets.
FIG. 6A, FIG. 6B, FIG. 6C, FIG. 6D, FIG. 6E, and FIG. 6F show on each column an example of a checkerboard grid image acquired with the respective rig, and the resulting camera response functions for the red, green, and blue channels (from top to bottom). Each plot shows the result for the Wu et al. approach, an approach that uses 24 same-pose images, in color, and the results for five checkerboard images using our approach. The dashed segment of the curves is the extrapolated regions.

FIG. 7A, FIG. 7B, FIG. 7C, and FIG. 7D show embodiments of comparison of the algorithm variations. Each circle represents the ground truth color on the center patch and many segmented pixels on the outer ring. From left to right: input images before any correction (a) and the fully-corrected images using the isocurves approach (b), the direct approach (c), and the log-space approach (d). Note that the pixel values on the outer rings are meant to match their center patch only in terms of color, any variation in lightness/brightness is normal and necessary, and is meant to be ignored. This figure is designed to be seen in an sRGB display monitor. However, the improvement can be seen in most displays.

FIG. 8 shows an example of three different acquisitions with the same endoscopic rig. From left to right: the two same-pose images of the checkerboard used in the estimation, the ground truth vignetting, and the estimated vignetting using the two-image approach.

FIG. 9 shows an example of two pairs of same-pose images of the checkerboard, and on the last row, the ground truth vignetting and the estimated vignetting using the four-image approach.

FIG. 10A shows an example of the application of standard image processing techniques for improved visualization on two images without previous radiometric calibration. From left to right: the original image and three different post-processing image visualization modes.

FIG. 10B shows an example of the application of standard image processing techniques for improved visualization on two images after having performed radiometric calibration. From left to right: the original image after CRF correction and three different post-processing image visualization modes.

FIG. 11 illustrates an embodiment of an image processing system.

FIG. 12 is a schematic diagram of an embodiment of a computing device.
DETAILED DESCRIPTION

[0037] It should be understood that, although an illustrative implementation of one or more embodiments are provided below, the various specific embodiments may be implemented using any number of techniques known by persons of ordinary skill in the art. The disclosure should in no way be limited to the illustrative embodiments, drawings, and/or techniques illustrated below, including the exemplary designs and implementations illustrated and described herein. Furthermore, the disclosure may be modified within the scope of the appended claims along with their full scope of equivalents.

[0038] A two-phase process to characterize the color model of a camera, comprising the radiometric and colorimetric properties, is disclosed. A method for estimating the CRF from a single image of a surface with regions of two or more colors is disclosed, which can optionally estimate the CCM if the surface has the same or more colors than the number of channels in the calibration image. The algorithm makes no assumptions about the illumination conditions or the vignetting. The algorithm may be implemented after capturing an image and/or simultaneously while receiving a live video feed or in real-time. Also disclosed is a method to estimate the vignetting under near-lighting without modelling the light source from a pair (or more) of two same-pose images.

[0039] Although the shape of the calibration surface can be generic to some extent, the experiments are carried out using a planar checkerboard target (see FIG. 1A). The reasons are twofold: the automatic segmentation and identification of the color regions is straightforward, and by combining our calibration method with the geometric calibration approach, it is possible to have both calibrations from a single calibration frame, and the vignetting model with only an additional frame, which can be used to improve our calibration and the geometric calibration.

[0040] The color model estimation method is not only able to cope with the specific requirements of a MIP set-up (see FIG. 1B), e.g., non-uniform non-punctual illumination (FIG. 1C) and uncommon vignetting, but also suitable for more generic set-ups, such as smart-phone cameras and in-door calibration. Calibration for other generic illumination, such as distant lighting, can also be achieved with a calibration scene of more albedos.

[0041] While the applicability of the vignetting estimation method is more limited as it requires a second same-pose image, vignetting estimation contributes for color model estimation of the camera under a generic near-light (with variable intensity), for which no solution was available in the literature.

[0042] 1. FORMULATION AND OVERVIEW
The radiometric image formation model can be written as
\[ d(x) = f(\alpha e(x)) \]  
(1)
where \( d(x) \) is the map of imaged/stored values (i.e., the actual image or frame) and is an \( N_c \)-element vector, \( N_c \) is the number of channels in the acquired image, \( x \) are the pixel coordinates that correspond to a scene point, and \( e(x) \) is the sensor/image irradiance. \( f \) is the CRF, a monotonically increasing curve, and \( \alpha \) is the exposure, a combination of sensor gains, shutter time, and aperture. The sensor irradiance is given by
\[ e(x) = m(x) l(x) \]  
(2)
with \( m(x) \) being the vignetting (natural, optical, mechanical, and pixel vignetting) and other spatial attenuation effects related to the imaging system, and \( l(x) \) the scene radiance. A generic model of the scene radiance can be written as
\[ l(x) = \rho'(x) q(x) \]  
(3)
where \( \rho'(x) \), an \( N_c \)-element vector, is the albedo as obtained by the camera spectral sensitivity and under the scene specific light spectrum, and \( q(x) \) is the light intensity on the scene. And, since \( f \) is invertible, to facilitate the estimation, the above equations may be rewritten as
\[ f^{-1}(d(x)) = \alpha m(x) q(x) \rho'(x) \]  
(4)
giving the irradiance as a function of the image, where \( f^{-1}(d) \) is function vector of elements \( f_{c}^{-1}(d_{c}) \), which for and RGB camera is \( f^{-1}(d) = \left( f_{R}^{-1}(d_{R}), f_{G}^{-1}(d_{G}), f_{B}^{-1}(d_{B}) \right)^{T} \). Let the sensor irradiance be written as
\[ f^{-1}(d(x)) = u(x) \rho'(x) \]  
(5)
where \( u(x) \) is composed of exposure, vignetting, and the light effect on the scene. Throughout the following sections the disclosure will call this function albedo-normalized irradiance (ANI).

To introduce color characterization in the camera model, one can describe the albedos of the color space of the camera in a standard color space such as CIEXYZ or sRGB by introducing a matrix \( M \) of size \( N_{s} \times N_{c} \),
\[ M f^{-1}(d(x)) = u(x) \rho(x) \]  
(6)
where \( N_{s} \) is the number of channels in the standard color space, and \( \rho \) is now in a standard color space and is an \( N_{s} \)-element vector. Note that if \( M \) is diagonal, we are back in the case of equation (5) as the scale factors can be absorbed by the CRF because it is defined up-to-scale.

Possible values for \( N_{c} \) are: \( N_{c} = 3 \) for trichromatic imaging devices, \( N_{c} = 1 \) for monochromatic imaging devices, and usually \( N_{c} > 3 \) for multispectral and hyperspectral
imaging devices. Usually $N_x = N_c$, in which the output color space has the same number of channels as the calibration image.

[0046] 2. RESPONSE FUNCTION AND COLOR MAPPING ESTIMATION

The estimation of the CRF and the CCM may be done either jointly or separately (two-step optimization) by slightly different modifications to the optimization scheme. However, they are both based on equations derived from (6).

[0048] 2.1 ASSUMPTIONS

The proposed approach may be based on the assumption that we have a scene of a two-color (at least) Lambertian (as much as possible) surface.

[0050] In the present work, we have used a planar CALTag grid of at least two colors (see FIG. 2A and FIG. 2B) geometrically calibrated. In fact, we do not need it to be planar nor a grid for the framework to succeed. However, we have chosen this grid to be able to perform both the geometric calibration and color model estimation with a single image.

[0051] For estimation of the CCM the proposed approach may require the values of albedos to be known in advance, which can be done offline with a paper colorimeter. Although, the CCM may not be estimated in two-step optimization schemes.

[0052] 2.2 SEGMENTATION

Having used a method using CALTag grids, the segmentation is straightforward. Since the positions on the scene plane of every fiducial marker and grid corner are known or can be easily estimated, using the geometric calibration information, we can warp the grid to the image plane. This warped image is itself our segmentation. To avoid regions of blurring, a morphological erosion may be performed to both regions. FIG. 2A and FIG. 2B show a CALTag grid and its segmentation.

[0054] 2.3 JOINT CRF-CCM ESTIMATION

Two approaches are presented here that are able to estimate the CRF and the CCM in a single optimization process. Both approaches derive from (6). The first, the isocurves formulation, is more easily scalable and the second, the image formation modelling, achieves better results for a single calibration image.

[0056] 2.3.1 ISOCURVE FORMULATION

The method may look for pixels, on a calibration image, where equations can be written with invariance to the vignetting and the light behavior. The method may look for pairs of pixels with different albedos for which both the vignetting and the light effect can be cancelled. On their approach, both the vignetting and the light effect remain constant between
albedos (images of different ColorChecker patches). On a single-image approach, one cannot expect to find regions where both are constant without modelling them. However, in fact, the method may not need to be invariant to both effects, only to their joint effect, the ANI. In this way, we are able to build a system of equations where the only unknowns are the camera model, $M$ and $f$, without making assumptions about the vignetting or the light behavior. This may be helpful for our set-up, since the vignetting may not be always central (as with most setups) and the lights are at close range, are typically not punctual, and may not be isotropic. More specifically, on the $i$th iso-value curve of the ANI,

$$u(x_j) = \kappa_i = \frac{f^{-1}_c(d_c(x_j))}{\rho_c'(x_j)}$$  \hspace{1cm} (7)$$

$\forall j \in \mathcal{L}_i$, where $\mathcal{L}_i$ is the set of pixels crossed by iso-value curve $i$ and $\kappa_i$ is a constant. Thus, if a curve $i$ passes through multiple albedos ($\rho_1$ and $\rho_2$ as an example), one may have

$$\rho_2'f^{-1}_c(d_c(x_j)) = \rho_1'f^{-1}_c(d_c(x_k))$$  \hspace{1cm} (8)$$

$\forall j \in \mathcal{L}_i \cap \mathcal{A}_{\rho_1}, \forall k \in \mathcal{L}_i \cap \mathcal{A}_{\rho_2}$, with an equation for each pair of albedos on each iso-curve. $\mathcal{A}_{\rho_n}$ is the set of points with a specific albedo $\rho_n$. This last equation may then be used for the single-image CRF estimation.

Since $u(x)$ is not known, we need to evaluate how its iso-curves behave on the image $d(x)$. From (6), it is known that for a given albedo, an iso-curve in the sensor irradiance is also an iso-curve in the image. In addition, along an iso-curve of $u(x), \mathcal{L}_i$, the image values form a piecewise constant function (with a different constant value for each albedo). FIG. 3A shows each image component individually. Specifically, this behavior can be seen in FIG. 3B, which illustrates each image component on an iso-curve of $u(x)$.

In the image space, an operator may have a set of iso-curves for each albedo. However, the iso-curves of $d(x)$ for each albedo are the same, and equal to the iso-curves of $u(x)$, except for its value (FIG. 3B).

To find the iso-curves of $u(x)$, the image may be modelled along one albedo $\rho_n$ as a generic model $h$ where the iso-curves are known. We can write for two albedos on the image space and a given color channel (single channel images can also be used)

$$d_c(x_j) = h_{c,1}(x_j)$$

$$d_c(x_k) = h_{c,2}(x_k)$$  \hspace{1cm} (9)$$

$\forall j \in \mathcal{A}_{\rho_1}, \forall k \in \mathcal{A}_{\rho_2}$. From before, the iso-curves of $h_{c,1}(x)$ and $h_{c,2}(x)$ may have the same shape as the ones in $u(x)$ but with different values. The shape of the surfaces represented by the models are different, since the step between iso-curves varies from one formulation to the other, but the
isocurves are the same. If we consider one of the albedos, let us say \(\rho_1\), as a reference we can show that the two models are related by

\[
h_{c,1}(x_k) = f_c \left( \frac{\rho_{c,1}}{\rho_{c,2}} f_c^{-1}(h_{c,2}(x_k)) \right) = g_{c,1,2}(h_{c,2}(x_k))
\]

\(\forall k \in \mathcal{A}_{\rho_2}\), where \(g\) is a positive and monotonically increasing function that is used to transform the model \(h_{c,2}(x)\) into the model \(h_{c,1}(x)\). This function \(g\) is the equivalent of having a gain for each isocurve for the points of the albedo \(\rho_2\), to be able to use only the model \(h_1(x)\) (relative to the albedo \(\rho_1\)) for both albedos. More specifically, we have used a polynomial model for \(h_{c,\rho}(x) = Bp\), where \(p\) are the polynomial coefficients and \(B\) is a matrix with each line of the form \(b = (1, x, y, x^2, y^2, xy, \ldots)^T\). \(x\) and \(y\) are the image coordinates, i.e., \(x = (x, y)^T\). This way we get

\[
\begin{align*}
b_j^T p & = d_c(x_j) \\
b_k^T p & = g_{c,1,2}(d_c(x_k))
\end{align*}
\]

The isovalue curves may then be extracted as the level sets of the polynomial. As for the linear system of equation to be solved, it can be defined as

\[
\begin{pmatrix}
b_j^T \\ b_k^T \\ -s^T(d_c(x_k))
\end{pmatrix} \begin{bmatrix}
p \\ [g_{c,1,2}]
\end{bmatrix} = \begin{bmatrix}
d_c(x_j) \\ 0
\end{bmatrix}
\]

\(\forall j \in \mathcal{A}_{\rho_1}, \forall k \in \mathcal{A}_{\rho_2}\), where \(\mathcal{A}\) is a discrete array version of the function \(s\) and \(s(n)\) is sparse vector with a single value of 1 on the element \(n\).

[0061] Generalization for three or more albedos is straightforward and (10) can be generalized to work with multiple channels

\[
h_{c,n}(x_k) = f_c \left( \frac{\rho_{c,n}}{\rho_{c',n'}} f_c^{-1}(h_{c',n'}(x_k)) \right) = g_{c,c',n,n'}(h_{c',n'}(x_k))
\]

\(\forall k \in \mathcal{A}_{\rho_{n'}}\), where \(\rho_{n}\) and channel \(c\) are used as reference. When using multi-channel images, this step can also be performed once for each channel, on only one channel, or on a new computed channel with data from the other channels (e.g., grayscale version of an RGB image).

[0062] An example of the determined isocurves can be observed in FIG. 4A and FIG. 4B.

[0063] Then, for a given isocurve \(i\) and albedo \(\rho_n\) we compute

\[
\hat{d}_{c,i}(\rho_n) = \text{median}_{j \in \mathcal{E}_i \cap \mathcal{A}_{\rho_n}} d_c(x_j)
\]
and, to estimate the CRF we rewrite (8) for albedos $\rho_i$ and $\rho_i'$ (not necessarily different) and channels $c$ and $c'$ (not necessarily different) as
\[ \rho_{i,c', \Phi_{c', \Phi_{c}}} = \rho_{i,c, \Phi_{c}} f_{c}^{-1}(d_{c, \Phi_{c}}) \] (15).

If at least $N_c$ albedos are known and present in the calibration image, one may use equations of the form $\rho_s = m_s^T \rho'$, where $m_s^T$ are rows of $M$, to estimate the CCM on a subsequent step with a Moore-Penrose pseudo-inverse. Alternatively, they can be estimated jointly using as
\[ \rho_{s', \Phi_{c}} m_{s'}^T f^{-1}(d_{c, \Phi_{c}}) = \rho_{s, \Phi_{c}} m_{s}^T f^{-1}(d_{c, \Phi_{c}}). \] (16)

2.3.2 IMAGE FORMATION MODELLING

For this approach we model the image formation directly using (5). In this way, we also need to estimate $u(x)$ on the same optimization step, which may be modeled as a polynomial, similarly to the previous approach. This approach is not as scalable as the previous one because a polynomial $u(x)$ would have to be estimated for each calibration image and the resulting number of equations can become prohibitively high after a few additional images.

Specifically, to estimate the CRF we rewrite (5) as
\[ f_{c}^{-1}(d_{c}(x)) = u(x) p_{c}'. \] (17)

If at least $N_c$ albedos are known and present in the calibration image, to estimate the CCM, one may use equations of the form $\rho_s = m_s^T \rho'$ as before. Alternatively, they can be jointly as
\[ m_{s}^T f^{-1}(d(x)) = u(x) \rho_{s}(x). \] (18)

2.3.3 OPTIMIZATION SCHEMES

Regarding both the isocurve and the image formation formulations, monotonicity constraints to $f^{-1}$ can also be enforced. To solve such system of equations, namely (15) to (18), one may use least squares in a standard non-linear optimization scheme, such as an interior-point algorithm. The CRF can be estimated non-parametrically and optionally parametrized in post-processing, or parametrized directly in the solver with, for example, a generalized gamma curve model and the empiric model of response (EMoR). This parametrization allows to define CRF for full range of possible values of pixel readings. Alternatively to use a parametric function, one can use interpolation and extrapolation methods. In all parametrization and interpolation/extrapolation approaches it can be advantageous to use generalized Tikhonov regularization.

Note that, if one can assume that $M$ is a diagonal matrix and at least two albedos are known and present on the calibration image, then (16) and (18) can be solved with a convex
linear optimization scheme, such as quadratic programming. This is also a good initialization for the non-linear optimization with a complete $M$.

2.4 TWO-STEP ESTIMATION

By applying logarithm to (5) one can write

$$\log f_{c}^{-1}(d(x)) = \log u(x) + \log \rho_{c}'(x)$$

(19)

which can be solved in a convex optimization framework. However, since only $d(x)$ is known the problem can only be determined up to scale. Since we are using the logarithm space, such scale ambiguity becomes an exponential ambiguity. This ambiguity can be resolved by using EMoR and regularization on its coefficients.

The $\log u(x)$ function may be modeled with a bi-variate polynomial function like before and the CRF may be modeled with the log-inverse EMoR. Monotonicity constraints to $\Gamma^{-1}$ can also be enforced. To solve such system of equations, one may use least squares in a standard linear optimization scheme, such as quadratic programming.

After estimating the CRF, if at least $N_{C}$ albedos are known and present in the calibration image, the CCM matrix $M$ can be determined from equations directly derived from $\rho_{s} = m_{s}^{T}\rho'$ on a subsequent step with a Moore-Penrose pseudo-inverse.

3. VIGNETTING ESTIMATION

Even using simplistic models for both the light and the vignetting, to discern between the vignetting and the near-lighting effect is difficult, if not impossible, with a single-image. To model a light of this nature is not trivial, nor does the vignetting follow simple models. The vignetting does not follow the cosine fourth fall-off term, since radial distortion cannot be ignored, nor a circular behavior centered on the principal point, as in some optics the entrance pupils are not perpendicular to the optical axis. Due to these requirements, a method may be used to compute a vignetting model without making any assumptions on its shape. Therefore, unlike the CRF estimation procedure discussed in the previous section, the proposed vignetting estimation algorithm requires the use of a pair or two pairs of images.

At this point, the method may redefine the lighting effect to be a sum of the ambient light $\phi_{0}$ and the remaining effects $q(x)$. As before, $q(x)$ can be a single punctual light, or a sum of multiple punctual lights, or even an integral (or sum of integrals) for non-punctual lights. The method may consider a generic function, and may not make further assumptions besides the presence of a constant ambient light. The two images in each pair only need to differ in the intensity of the near-light, i.e., they differ only by a scale factor $\phi_{12}$ in the $q(x)$ component.

Thus, the following equation can be used for two same-pose images
\[ u_1(x) = \alpha_1 m(x) (\phi_{01} + g(x)) \]
\[ u_2(x) = \alpha_2 m(x) (\phi_{02} + \phi_{12} g(x)) \]

where \( \phi_{12} \) is the ratio between the light intensities of the two images. Combining the two equations creates a generic form:
\[ m(x) = \kappa_1 u_1(x) + \kappa_2 u_2(x) \]

when
\[
\begin{aligned}
\alpha_1 \kappa_1 + \alpha_2 \phi_{12} \kappa_2 &= 0 \\
\alpha_1 \phi_{01} \kappa_1 + \alpha_2 \phi_{02} \kappa_2 &= \neq 0
\end{aligned}
\]

which describes the vignetting as a weighted sum of the ANIs of the two images, which are known (up to scale) from the previous section. Note that from the previous equation, the vignetting can only be estimated if \( \phi_{02} \neq \phi_{12} \phi_{01} \).

[0078] At this point, the method can proceed in at least two directions. We can use two pairs of images and estimate vignetting function directly without assuming any vignetting shape, or use only two images for estimation, in which case further information is required. Below discusses the assumptions and the two vignetting algorithms in detail, both of which can be divided in two steps: computing the ANI and estimation.

[0079] 3.1 ASSUMPTIONS

[0080] For the vignetting estimation procedure, we assume that no shadows or other near-lights are present on the scene. Distant lights, such as the sunlight, are treated as ambient light as both are constant on the scene as long as the calibration target is planar. If the calibration target used is not planar, as long as there is no direct distant light, the method is still valid. In other words, the components that do not vary in intensity from one frame to the other may be spatially uniform on the scene.

[0081] As mentioned before, we also need to ensure that \( \phi_{02} \neq \phi_{12} \phi_{01} \).

[0082] Besides the camera near-light intensity, the images can also differ in exposure (shutter speed and gains) and ambient light but not in pose, zoom or aperture.

[0083] 3.2 ALBEDO-NORMALIZED IRRADIANCE

[0084] In this step, the CRF estimated with the disclosed method is used to compute an up-to-scale irradiance. Note that since two images may be used to estimate the vignetting, we can use the two together to compute the CRF, thus improving the estimation.

[0085] At this point, the method may normalize the irradiance by the albedos \( \rho^r \), which depends on the imaged scene. Since the method uses the CALTag checkerboards and the method has the segmentation, this is straightforward. Another possible approach would be to
use a scene with only one albedo, e.g., a white sheet. However, at least one more shot would have to be performed to find the CRF.

[0086] 3.3 FOUR-IMAGE VIGNETTING ALGORITHM

[0087] Using two different-pose pairs of same-pose images we can write from equation (21),

\[ \kappa_1 u_1(\mathbf{x}) + \kappa_2 u_2(\mathbf{x}) = \kappa_3 u_3(\mathbf{x}) + \kappa_4 u_4(\mathbf{x}), \]

(23)

providing a 4 unknown system with a number of equations equal to the number of pixels in the image. This may be solved up-to-scale directly with no additional restrictions or assumptions.

[0088] The vignetting can then be computed with either the left or right term of equation (23), or by averaging the two. The scale of the vignetting can then be set by normalizing it to be positive and have a maximum value of one.

[0089] 3.4 TWO-IMAGE VIGNETTING ALGORITHM

[0090] For the two-image approach, further information is required. Let us write the ratio between the two ANIs, \( h(\mathbf{x}) = u_2(\mathbf{x})/u_1(\mathbf{x}) \), w.r.t. the light effect

\[ \phi_{01} + q(\mathbf{x}) = \frac{\alpha_2 (\phi_{02} - \phi_{12} \phi_{01})}{\alpha_1 h(\mathbf{x}) - \alpha_2 \phi_{12}}. \]

(24)

[0091] By cancelling the vignetting effect, we have that whichever two points with the same ratio \( h(\mathbf{x}) \) may have the value of \( q(\mathbf{x}) \), the light component. Thus, the points of intersection between an isocurve of \( h(\mathbf{x}) \) and an isocurve of \( u_1(\mathbf{x}) \) and/or \( u_2(\mathbf{x}) \), will satisfy constancy of both the light effect and the ANI. Consequently, these points may also have the same vignetting. We can define a fixed number of isocurves for \( h(\mathbf{x}) \) and, for instance, \( u_1(\mathbf{x}) \). We can then intersect every isocurve of one with every isocurve of the other. The result may be a number of sets of points, where each set represents an intersection between two isocurves. We know from before that the vignetting is constant within each set. These points can be used to establish a model for \( m(\mathbf{x}) \) in equation (21). For instance, by fitting a family of ellipses to all points, knowing that each set of points may lie on the same ellipse. The family of ellipses that describes the vignetting can be used as a way to get more sets of points where the vignetting may be constant. Each set of points may give a number of equations equal to the number of points in the set. For a generic set of points \( T_j = \{\mathbf{x}_{j1}, \mathbf{x}_{j2}, \ldots\} \) the equations are

\[
\begin{bmatrix}
  u_1(\mathbf{x}_{j1}) & u_2(\mathbf{x}_{j1}) & -s^T(j) \\
  u_1(\mathbf{x}_{j2}) & u_2(\mathbf{x}_{j2}) & -s^T(j) \\
  \vdots & \vdots & \vdots \\
\end{bmatrix}
\begin{bmatrix}
  \kappa_1 \\
  \kappa_2 \\
  v_m
\end{bmatrix}
= \begin{bmatrix}
  0 \\
  0 \\
  \vdots
\end{bmatrix}
\]

(25)
with \( \mathbf{v} = \mathbf{v} \) being the vector form of the unknown vignetting values of the sets of points. The number of unknowns may be the number of sets of points plus two (\( k_1 \) and \( k_2 \)) and the number of equations may be the total number of detected points in the previous step.

Another approach could be to use the family of ellipses as a domain to a generic function (e.g., polynomial function) and use this function as the vignetting model for equation (21).

Having estimated \( k_1 \) and \( k_2 \), we have an up-to-scale model for the vignetting. The scale of the vignetting can then be set by normalizing it to be positive and have a maximum value of one.

4. EXPERIMENTAL VALIDATION

To validate the CRF estimation method, we have compared it to the Wu et al. approach. Six datasets were acquired with different set-ups, described in FIG. 5. The cameras used were a Point Grey (Point Grey Research Inc., BC, Canada) Flea3 CMOS USB3 camera, a Point Grey Grasshopper2 CCD FireWire camera, and a Sentech (Sentech Co. Ltd, Kanagawa Prefecture, Japan) HD203DV CMOS HDMI camera. As for the lens, we have used a Smith & Nephew (Smith & Nephew plc, London, UK) Dyonics laparoscopic lens, a Smith & Nephew Dyonics arthroscopic lens, and a Stryker (Stryker Corporation, MI, USA) arthroscopic lens. We have used three different mount adaptors to couple the lens to the cameras and three different light sources. The gamma parameter intrinsic to the cameras was also altered between datasets to cover a wider range of scenarios. The albedo values necessary for our approach was previously determined using a calibrated Canon 600D (Canon Inc., Tokyo, Japan) and/or a paper trichromatic colorimeter.

Each dataset is composed of five CALTag grid images with different poses and one image of each of the 24 patches of the ColorChecker, all with the same pose and exposure. All CRF estimations, including the estimation from Wu et al. approach, are defined up-to-scale and, therefore, are not directly comparable. To be able to compare the CRFs we perform a linear optimization for each individual scaling factor (one for each estimation). FIG. 6A, FIG. 6B, FIG. 6C, FIG. 6D, FIG. 6E, and FIG. 6F shows the resulting CRFs using the isocurves formulation and a diagonal CCM for each dataset.

Our approach showed relatively high repeatability and invariance to the light source. On some cases, the extrapolation gives erroneous estimations, which is an expected behavior when the range of values on the image is small. For these cases, since the proposed method is scalable (as discussed in section 2.3), a multiple image approach can be used.
[0098] Note that this single-image approach successfully calibrated the sunlight dataset (R5), showing that it does not require both strong vignetting and near-lighting conditions.

[0099] In a few datasets, mainly R3 and R4, the estimation tends to deviate from the Wu et al. approach. However it still shows high repeatability.

[0100] Another dataset has been used to compare the CRF and CCM estimation results. It is composed of 57 sets of 4 images each. Each set was acquired with a different acquisition setup. FIG. 7A, FIG. 7B, FIG. 7C, and FIG. 7D enable a perceptual comparison of the corrected colors in the calibration images using the estimated CRF and CCM. FIG. 7A depicts the original calibration images, FIG. 7B depicts the results for the isocurves joint-estimation formulation, FIG. 7C uses the direct joint-estimation approach, and FIG. 7D uses the two-step log-space approach. For fair comparison all approaches were performed with the estimation of a full 3 by 3 matrix for the CCM.

[0101] To validate the vignetting estimation, we acquired a dataset with the rig R2. In addition to the same-pose images required for the vignetting modelling, we acquired 5 images of a white paper under direct sunlight to have a ground truth vignetting.

[0102] The results are shown in FIG. 8 and FIG. 9. The results show good repeatability. FIG. 8 shows an example of three different acquisitions with the same endoscopic rig. From left to right: the two same-pose images of the checkerboard used in the estimation, the ground truth vignetting, and the estimated vignetting using the two-image approach. FIG. 9 shows an example of two pairs of same-pose images of the checkerboard, and on the last row, the ground truth vignetting and the estimated vignetting using the four-image approach.

[0103] To illustrate the usefulness of camera characterization in clinical endoscopy we show the results of FIG. 10A and FIG. 10B. The color response of endoscopic systems varies substantially from system to system (different cameras, different optics, different light temperature, etc.). Therefore, the same scene can have substantially different appearance when imaged by two distinct setups (FIG. 10A) and can alter completely the color perception, which is important for diagnosis. The radiometric calibration followed by color normalization enables elimination of this variability (FIG. 10B). Color normalization is even more relevant when we take into account that there is a recent trend in using real-time image post-processing to enhance images in order to highlight specific anatomic structures and/or create certain effects. This is proved by the recent introduction of IMAGE i SPIES by STORZ (KARL STORZ Endoscopy-America, Inc., CA, USA) and i-scan imaging by PENTAX Medical (HOYA Corporation, PENTAX Life Care Division, Tokyo, Japan). This type of post processing effects
include improving brightness of dark image areas, improving image sharpness, and/or modifying the color histograms by a transfer function to emulate multi-spectral image effects, such as narrow-bandwidth imaging (NBI).

[00104] 5. CONCLUSIONS

[00105] We have proposed a single-image approach for estimating the color model under near-light and/or strong vignetting conditions, for which a general image of a two color (at least) albedo surface can be used and the vignetting effect from two same-pose images with different near-light intensities.

[00106] Unlike other single-image CRF calibration algorithms that require the detection of regions where light is constant on the scene and no vignetting is present, our approach benefits from the effects of near-lighting and vignetting to perform the estimation.

[00107] Similarly, the proposed vignetting estimation algorithm does not assume any specific shape nor tries to model (or make assumptions) on the incident light.

[00108] Our approach is especially suited for calibration of endoscopic rigs which suffer in general from radial distortion and, thus, we have proposed the use of CALTag grids so that the geometric calibration, the CRF estimation, and the color characterization can be performed with a single frame.

[00109] The CRF estimation method showed high repeatability and good results when compared to the 24 same-pose image calibration procedure. The described approaches are scalable. Additional images with the same set-up would provide additional equations that can be grouped together to improve the estimation even with different exposures, different poses, and changes in the vignetting (due to changes of zoom and/or aperture).

[00110] The vignetting step also showed good repeatability.

[00111] FIG. 11 is a schematic diagram of an embodiment of an image processing system 1000 that may correspond to or may be part of a computer and/or any other computing device, such as a handheld computer, a tablet computer, a laptop computer, a portable device, a workstation, a server, a mainframe, a super computer, and/or a database. The image processing system 1000 includes a processor 1002, which may be also be referenced as a central processor unit (CPU). The processor 1002 may communicate (e.g., via a system bus) and/or provide instructions to other components within the image processing system 1000, such as the input interface 1004, output interface 1006, and/or memory 1008. In one embodiment, the processor 1002 may include one or more multi-core processors and/or memory (e.g., cache memory) that function as buffers and/or storage for data. In other words, processor 1002 may be part of one
or more other processing components, such as application specific integrated circuits (ASICs), field-programmable gate arrays (FPGAs), and/or digital signal processors (DSPs). Although FIG. 11 illustrates that processor 1002 may be a single processor, processor 1002 is not so limited and instead may represent a plurality of processors. The processor 1002 may be configured to implement any of the methods described herein.

[00112] FIG. 11 illustrates that memory 1008 may be operatively coupled to processor 1002. Memory 1008 may be a non-transitory computer readable medium configured to store various types of data. For example, memory 1008 may include one or more memory devices that comprise secondary storage, read-only memory (ROM), and/or random-access memory (RAM). The secondary storage is typically comprised of one or more disk drives, optical drives, solid-state drives (SSDs), and/or tape drives and is used for non-volatile storage of data. In certain instances, the secondary storage may be used to store overflow data if the allocated RAM is not large enough to hold all working data. The secondary storage may also be used to store programs that are loaded into the RAM when such programs are selected for execution. The ROM is used to store instructions and perhaps data that are read during program execution. The ROM is a non-volatile memory device that typically has a small memory capacity relative to the larger memory capacity of the secondary storage. The RAM is used to store volatile data and perhaps to store computer executable instructions.

[00113] As shown in FIG. 11, the memory 1008 may be used to house the instructions for carrying out various embodiments described herein. In an embodiment, the memory 1008 may comprise an image processing module 1010 that may be accessed and implemented by processor 1002. Alternatively, the image processing module 1010 may be stored and accessed within memory embedded in processor 1002 (e.g., cache memory). Specifically, the image processing module 1010 may estimate the camera response function and the vignetting in case of non-uniform illumination using one or more calibration images. In one embodiment, memory 1008 interfaces with a computer bus so as to communicate and/or transmit information stored in memory 1008 to processor 1002 during execution of software programs, such as an operating system, application programs, device drivers, and software modules that comprise program code, and/or computer executable process steps, incorporating functionality described herein, e.g., the image processing module 1010. Processor 1002 first loads computer executable process steps from storage, e.g., memory 1010, storage medium /media, removable media drive, and/or other storage device. Processor 1002 can then execute the stored process steps in order to execute the loaded computer executable process steps. Stored data, e.g., data
stored by a storage device, can be accessed by processor 1002 during the execution of computer executable process steps to instruct one or more components within the image processing system 1000.

[00114] Programming and/or loading executable instructions onto memory 1008 and processor 1002 in order to transform the image processing system 1000 into a non-generic particular machine or apparatus that estimates a camera response function and the vignetting in case of non-uniform illumination is well-known in the art. Implementing instructions, real-time monitoring, and other functions by loading executable software into a computer and/or processor can be converted to a hardware implementation by well-known design rules and/or transform a general-purpose processor to a processor programmed for a specific application. For example, decisions between implementing a concept in software versus hardware may depend on a number of design choices that include stability of the design and numbers of units to be produced and issues involved in translating from the software domain to the hardware domain. Often a design may be developed and tested in a software form and subsequently transformed, by well-known design rules, to an equivalent hardware implementation in an ASIC or application specific hardware that hardwires the instructions of the software. In the same manner as a machine controlled by a new ASIC is a particular machine or apparatus, likewise a computer that has been programmed and/or loaded with executable instructions may be viewed as a non-generic particular machine or apparatus.

[00115] In addition, FIG. 11 illustrates that the processor 1002 may be operatively coupled to an input interface 1004 configured to obtain one or more images and output interface 1006 configured to output and/or display the calibrated images. The input interface 1004 may be configured to obtain one or more images via electrical, optical, and/or wireless connections using one or more communication protocols. In one embodiment, the input interface 1002 may be a network interface that comprises a plurality of ports configured to receive and/or transmit data via a network. In particular, the network may transmit image data via wired links, wireless link, and/or logical links. Other examples of the input interface 1004 may include but are not limited to a keyboard, universal serial bus (USB) interfaces, CD-ROMs, DVD-ROMs and/or graphical input devices (e.g., onscreen and/or virtual keyboards). The output interface 1006 may be an interface used to display information in a readable format for a user and/or used to transmit information to a separate apparatus or machine. Examples include, but are not limited to a graphic display (e.g., monitors and display screens), a user interface, an interface used to connect to a printing device configured to produce hard-copies of the generated results, and
output ports used to connect to a network and/or another computing device. Image processing system 1000 may also include computing components not explicitly shown in FIG. 11, but well-known in the art, such as one or more power supplies, network interface(s), audio interfaces, displays, and circuitry used to connect the processor 1002, input interfaces 1004, output interface 1006, and memory 1008.

[00116] As shown in FIG. 12, internal architecture 1200 of a computing device(s), computing system, computing platform and the like includes one or more processing units, processors, or processing cores, (also referred to herein as CPUs) 1212, which interface with at least one computer bus 1202. Also interfacing with computer bus 1202 are computer-readable medium, or media, 1206, network interface 1214, memory 1204, e.g., random access memory (RAM), run-time transient memory, read only memory (ROM), media disk drive interface 1220 as an interface for a drive that can read and/or write to media including removable media such as floppy, CD-ROM, DVD, media, display interface 1210 as interface for a monitor or other display device, keyboard interface 1216 as interface for a keyboard, pointing device interface 1218 as an interface for a mouse or other pointing device, and miscellaneous other interfaces 1222 not shown individually, such as parallel and serial port interfaces and a universal serial bus (USB) interface.

[00117] Memory 1204 interfaces with computer bus 1202 so as to provide information stored in memory 1204 to CPU 1212 during execution of software programs such as an operating system, application programs, device drivers, and software modules that comprise program code, and/or computer executable process steps, incorporating functionality described herein, e.g., one or more of process flows described herein. CPU 1212 first loads computer executable process steps from storage, e.g., memory 1204, computer readable storage medium/media 1206, removable media drive, and/or other storage device. CPU 1212 can then execute the stored process steps in order to execute the loaded computer-executable process steps. Stored data, e.g., data stored by a storage device, can be accessed by CPU 1212 during the execution of computer-executable process steps.

[00118] Persistent storage, e.g., medium/media 1206, can be used to store an operating system and one or more application programs. Persistent storage can also be used to store device drivers, such as one or more of a digital camera driver, monitor driver, printer driver, scanner driver, or other device drivers, web pages, content files, playlists and other files. Persistent storage can further include program modules and data files used to implement one or more embodiments of the present disclosure.
A network link typically provides information communication using transmission media through one or more networks to other devices that use or process the information. For example, the network link may provide a connection through a local network to a host computer or to equipment operated by a Network or Internet Service Provider (ISP). ISP equipment in turn provides data communication services through the public, worldwide packet-switching communication network of networks now commonly referred to as the Internet.

A computer called a server host connected to the Internet hosts a process that provides a service in response to information received over the Internet. For example, server host hosts a process that provides information representing video data for presentation at display 1210. It is contemplated that the components of system 1200 can be deployed in various configurations within other computer systems, e.g., host and server.

At least some embodiments of the present disclosure are related to the use of computer system 1200 for implementing some or all of the techniques described herein. According to one embodiment, those techniques are performed by computer system 1200 in response to processing unit 1212 executing one or more sequences of one or more processor instructions contained in memory 1204. Such instructions, also called computer instructions, software and program code, may be read into memory 1204 from another computer-readable medium 1206 such as storage device or network link. Execution of the sequences of instructions contained in memory 1204 causes processing unit 1212 to perform one or more of the method steps described herein. In alternative embodiments, hardware, such as ASIC, may be used in place of or in combination with software. Thus, embodiments of the present disclosure are not limited to any specific combination of hardware and software, unless otherwise explicitly stated herein.

The signals transmitted over network link and other networks through communications interface, carry information to and from computer system 1200. Computer system 1200 can send and receive information, including program code, through the networks, among others, through network link and communications interface. In an example using the Internet, a server host transmits program code for a particular application, requested by a message sent from computer, through Internet, ISP equipment, local network and communications interface. The received code may be executed by processor 1202 as it is received, or may be stored in memory 1204 or in storage device or other non-volatile storage for later execution, or both.
For the purposes of this disclosure a module is a software, hardware, or firmware (or combinations thereof) system, process or functionality, or component thereof, that performs or facilitates the processes, features, and/or functions described herein (with or without human interaction or augmentation). A module can include sub-modules. A module, or software components of a module, may be stored on a computer readable medium for execution by a processor. Modules may be integral to one or more servers, or be loaded and executed by one or more servers. One or more modules may be grouped into an engine or an application.

At least one embodiment is disclosed and variations, combinations, and/or modifications of the embodiment(s) and/or features of the embodiment(s) made by a person having ordinary skill in the art are within the scope of the disclosure. Alternative embodiments that result from combining, integrating, and/or omitting features of the embodiment(s) are also within the scope of the disclosure. Where numerical ranges or limitations are expressly stated, such express ranges or limitations may be understood to include iterative ranges or limitations of like magnitude falling within the expressly stated ranges or limitations (e.g., from about 1 to about 10 includes 2, 3, 4, etc.; greater than 0.10 includes 0.11, 0.12, 0.13, etc.). The use of the term “about” means ±10% of the subsequent number, unless otherwise stated.

Use of the term “optionally” with respect to any element of a claim means that the element is required, or alternatively, the element is not required, both alternatives being within the scope of the claim. Use of broader terms such as comprises, includes, and having may be understood to provide support for narrower terms such as consisting of, consisting essentially of, and comprised substantially of. Accordingly, the scope of protection is not limited by the description set out above but is defined by the claims that follow, that scope including all equivalents of the subject matter of the claims. Each and every claim is incorporated as further disclosure into the specification and the claims are embodiment(s) of the present disclosure.

While several embodiments have been provided in the present disclosure, it may be understood that the disclosed embodiments might be embodied in many other specific forms without departing from the spirit or scope of the present disclosure. The present examples are to be considered as illustrative and not restrictive, and the intention is not to be limited to the details given herein. For example, the various elements or components may be combined or integrated in another system or certain features may be omitted, or not implemented.
[00127] In addition, the various embodiments described and illustrated in the various embodiments as discrete or separate may be combined or integrated with other systems, modules, techniques, or methods without departing from the scope of the present disclosure. Other items shown or discussed as coupled or directly coupled or communicating with each other may be indirectly coupled or communicating through some interface, device, or intermediate component whether electrically, mechanically, or otherwise. Other examples of changes, substitutions, and alterations are ascertainable by one skilled in the art and may be made without departing from the spirit and scope disclosed herein.
CLAIMS

What is claimed is:

1. A method for estimating a color model of an imaging device, comprised of the response function and the color mapping, under generic illumination, the method comprising:
   i. acquiring at least one calibration image of a scene with at least two regions of constant albedo from an arbitrary pose;
   ii. segmenting the calibration image into regions of constant albedo and grouping the pixels in each region into a set $\mathcal{A}_p$, the set of points with albedo $p_{\mathcal{A}_p}$;
   iii. deriving equations for the estimation using
      \[ f^{-1}(d(x)) = u(x)p'(x) \]
      where $x$ are the pixel coordinates that correspond to a scene point, $d(x)$ is the acquired image and is defined as a vector of $N_c$ elements $d_c(x)$ that correspond to values on pixel $x$ and channel $c$, $f^{-1}(d)$ is the inverse camera response function, a function vector of elements $f_c^{-1}(d_c)$, $u(x)$ is the albedo-normalized irradiance, a scalar function, and $p'$ is the albedo vector of size $N_c$ in the color space of the camera and is defined by elements $p'_c$ for each channel $c$ such that
      \[ p = Mp' \]
      with $P$ being the albedo vector of size $N_s$ in the output color space and is defined by elements $p_s$ for each channel $s$, and $M$ being a color mapping matrix of size $N_s$ by $N_c$ and composed of rows $m_s^T$; and
   iv. determining the color model of the imaging device by solving the equations derived in step iii using a suitable solver or optimization scheme.

2. The method of claim 1, wherein the scene used in step i is a known planar checkerboard pattern.

3. The method of claim 1, wherein the segmentation in step ii is performed using prior knowledge about the scene and/or of the way this scene is projected into the image.

4. The method of claim 1 wherein the segmentation in step ii is carried automatically or semi-automatically by applying image processing approaches.
5. The method of claim 1, wherein \( N_c = 1 \) for single-channel imaging devices, \( N_c = 3 \) and
\( c \in \{R, G, B\} \) for standard trichromatic imaging devices, \( N_c > 3 \) for multispectral and
hyperspectral imaging devices, and \( N_s = N_c \) for an output image with the same number of
channels as the input image.

6. The method of claim 1, wherein the equations derived in step iii are defined directly
from the image formation model as
\[
f_c^{-1}(d_c(x)) = u(x)\rho_c'(x)
\]
in which case the \( d(x) \) is known and \( f^{-1} \), \( u(x) \), and \( \rho'(x) \) are optimized for in step iv.

7. The method of claim 6, wherein the scene contains at least \( N_c \) albedos of known values
on the output color space, which enables the estimation of \( M \) after the estimation of \( f^{-1} \), \( u(x) \),
and \( \rho'(x) \) using equations of the form
\[
\rho_s = m^T \rho'
\]
or together with the estimation of \( f^{-1} \) and \( u(x) \) using equations of the form
\[
m^T f^{-1}(d(x)) = u(x)\rho_c(x).
\]

8. The method of claim 1, wherein the equations derived in step iii are defined on the
isocurves of \( u(x) \), in which case the \( d(x) \) is known and \( f^{-1} \) is optimized for in step iv.

9. The method of claim 8, wherein to estimate the isocurves of \( u(x) \), a parametric model
\( h(x) \) is fitted to the regions of one albedo or more than one independently.

10. The method of claim 8, wherein to estimate the isocurves of \( u(x) \), a parametric model
\( h(x) \) is used and optimized for using, for the purpose of incorporating more than one albedo on
the same model and estimate only one set of isocurves, the following equations:
\[
\begin{align*}
h(x_j) &= d_c(x_j) \\
h(x_k) &= g_{c,c',n,n'}(d_{c'}(x_k))
\end{align*}
\]
for a pair of albedos \( \rho_n \) and \( \rho_{n'} \), where \( g_{c,c',n,n'} \) is a function that maps the values of albedo \( \rho_{c',n'} \)
to the model of albedo \( \rho_{c,n} \), \( h(x) \), and where only \( d(x) \) is known.

11. The method of claim 8, wherein the isocurves are used to establish equations of the
form
\[
\rho'_{c',p'} f_{c}^{-1}(d_{c}(x_j)) = \rho'_{c,pp} f_{c'}^{-1}(d_{c'}(x_k)), \quad j \in L_i \cap \mathcal{A}_{p}, k \in L_i \cap \mathcal{A}_{p'}
\]
for a pair of albedos \(\rho_p\) and \(\rho_{p'}\), where \(L_i\) is the set of pixels crossed by isocurve \(i\), and where \(d(x)\) is known and \(f^{-1}\) and \(\rho'(x)\) are optimized for in step iv.

12. The method of claim 11, wherein the scene contains at least \(N_c\) albedos of known values on the output color space, which enables the estimation of \(M\) after the estimation of \(f^{-1}\) and \(\rho'(x)\) using equations of the form

\[
\rho_i = m^T_j \rho'
\]
or together with the estimation of \(f^{-1}\) using equations of the form

\[
\rho'_{c'} m^T_j f^{-1}(d(x_j)) = \rho_{c',p'} m^T_j f^{-1}(d(x_k)), \quad j \in L_i \cap \mathcal{A}_{p}, k \in L_i \cap \mathcal{A}_{p'}
\]

13. The method of claim 1, wherein the equations derived in step iii are defined in the logarithm space as

\[
\log f_{c'}^{-1}(d_c(x)) = \log u(x) + \log \rho_c'(x)
\]
where \(\log\) stands for a logarithm of any base and where \(d(x)\) is known and \(f^{-1}, u(x),\) and \(\rho'(x)\) are optimized for in step iv.

14. The method of claim 13, wherein the scene contains at least \(N_c\) albedos of known values on the output color space, which enables the estimation of \(M\) after the estimation of \(f^{-1}, u(x),\) and \(\rho'(x)\) using equations of the form

\[
\rho_i = m^T_j \rho'
\]

15. The method of claim 1, wherein the equation derivation in step iii uses a particular case matrix for the color mapping matrix.

16. The method of claim 15, wherein the color mapping function is a diagonal matrix or a rotation matrix.

17. The method of claim 1, wherein the solution of step iv is found using contributions from multiple calibration images, in which case steps i to iii are executed for each one of these image.
18. The method of claim 1, wherein the determination of the color model in step iv is
carried together with one or more of monotonicity constraints on the camera response function
and regularization of search parameters.

19. The method of claim 1, wherein the segmentation in step ii is performed or refined
together with the optimization in step iv.

20. The method of claim 1, wherein for the purpose of having a camera response function
defined for the whole range of possible pixel values $d$, a parametric function or an
interpolation/extrapolation method is used together with or as post processing to solving the
system of equation in step iv.

21. The method of claim 1, wherein an empiric model of response and regularization are
used in the parametrization of the camera response function in step iv.

22. The method of claim 1, wherein the optimization in step iv is refined using outlier
elimination for more robust results.

23. The method of claim 1, wherein the optimization in step iv is executed with nonlinear
optimization algorithms, comprising interior point, gradient descent, and metaheuristics, for the
cases of systems of equations that are nonlinear, and it is executed with convex optimization
algorithms, comprising quadratic programming, for the cases of system of equations that are
linear.

24. The method of claim 1, wherein the color model of the imaging device is used to
normalize the response function, by computing a new image where the pixel values $d'(x)$ are
given by

$$d' = f^{-1}(d)$$

for image points $x$ or, in the case of the color mapping matrix being also known, are given by

$$d' = Mf^{-1}(d).$$

25. The method of claim 24, wherein the new image is computed for improved
visualization and/or for further processing by other methods or algorithms, comprising shape-
from-shading, photometric vision algorithms, computer-aided surgery methods, and transformations of pixel values for enhancing image properties or features, such as contrast or particular colors.

26. The method of claim 1, wherein the output color space is a standard color space, comprising CIEXYZ and sRGB, or other predetermined color space, comprising the color space of another imaging device.

27. The method of claim 1, wherein the algorithms presented may be used as a starting point of, integrated in, or complement other models of imaging devices, comprising multi-dimensional look-up tables.

28. A method for estimating a vignetting model of an imaging device comprising:
   i. acquiring at least one set of at least two calibration images with the same relative pose and a different intensity of a near-light source;
   ii. segmenting the calibration images into regions of constant albedo;
   iii. computing the albedo-normalized irradiance for each pair of same-pose images, \( u_1(x) \) and \( u_2(x) \);
   iv. deriving the equations of the vignetting model using
      \[
      m(x) = \kappa_1 u_1(x) + \kappa_2 u_2(x)
      \]
      where \( \kappa_1 \) and \( \kappa_2 \) are the two model unknowns; and
   v. finding a solution for the vignetting model with the equations created in step iv.

29. The method of claim 28, wherein, for the purpose of having additional equations, sets of points with equal vignetting are found in step iv by searching for points where one or more of both \( u_1(x)/u_2(x) \) and \( u_1(x) \) are constant and both \( u_1(x)/u_2(x) \) and \( u_2(x) \) are constant, which may be performed either by exhaustive search or by intersecting the isocurves of one or more of \( u_1(x)/u_2(x) \) and \( u_1(x) \) and \( u_1(x)/u_2(x) \) and \( u_2(x) \).

30. The method of claim 28, wherein the vignetting estimation equations in step iv, when two or more pairs of same-pose images are available can be defined as

\[
m(x) = \kappa_1 u_1(x) + \kappa_2 u_2(x)
\]
\[
m(x) = \kappa'_1 u'_1(x) + \kappa'_2 u'_2(x)
\]
for every two pairs, which can be rewritten as

\[ \kappa_1 u_1(x) + \kappa_2 u_2(x) = \kappa'_1 u'_1(x) + \kappa'_2 u'_2(x) \]

and, in this way, creating a system of equations from which the vignetting model unknowns (\( \kappa_1, \kappa_2, \kappa'_1, \) and \( \kappa'_2 \)) can be estimated.

31. The method of claim 28, wherein the vignetting model of the imaging device is used to normalize any acquired images and videos, for improved visualization and/or for further processing by other methods.

32. An apparatus comprising:

   a calibration object comprising a generic smooth surface with regions of two or more distinct albedos that can be segmented and identified in the acquired image; and

   an imaging processing system to which the camera can be connected, wherein the imaging processing system comprises:

   a processor coupled to a non-transitory computer readable medium, wherein the non-transitory computer readable medium comprises instructions when executed by the processor causes the imaging processing system to acquire and capture the image.
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SUBSTITUTE SHEET (RULE 26)
<table>
<thead>
<tr>
<th>Camera</th>
<th>Mount</th>
<th>Lens</th>
<th>Light</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>no zoom</td>
<td>Dynoics arthroscope</td>
<td>lens tip</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynoics arthroscope</td>
<td>lamp</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynoics arthroscope</td>
<td>lens tip</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stryker arthroscope</td>
<td>lamp</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynoics arthroscope</td>
<td>sunlight</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynoics arthroscope</td>
<td>lens tip</td>
</tr>
<tr>
<td>R2</td>
<td>no zoom</td>
<td>Dynoics arthroscope</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynoics laparoscope</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>zoom</td>
<td>Dynoics arthroscope</td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>Zoom</td>
<td>Stryker arthroscope</td>
<td></td>
</tr>
<tr>
<td>R5</td>
<td>Zoom</td>
<td>Dynoics arthroscope</td>
<td></td>
</tr>
<tr>
<td>R6</td>
<td>Zoom</td>
<td>Dynoics arthroscope</td>
<td></td>
</tr>
</tbody>
</table>
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