WO 03/011103 A2

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization
International Bureau

(43) International Publication Date

/—\\
A TINNN

13 February 2003 (13.02.2003) PCT

(10) International Publication Number

WO 03/011103 A2

(51) International Patent Classification’: A61B
(21) International Application Number:  PCT/IL02/00634
(22) International Filing Date: 1 August 2002 (01.08.2002)
(25) Filing Language: English
(26) Publication Language: English

(30) Priority Data:
60/309,169 2 August 2001 (02.08.2001) US

(71) Applicant (for all designated States except US): GIVEN
IMAGING LTD. [IL/IL]; 2 HaCarmel St., Industrial Park,
20692 Yogneam (IL).

(72) Inventor; and
(75) Inventor/Applicant (for US only): GLUKHOVSKY,
Arkady [IL/IL]; 24/5 Hanuriot Street, 36790 Nesher (IL).

(74) Agents: EITAN, PEARL, LATZER & CO-
HEN-ZEDEK et al.; 2 Gav Yam Center, 7 Shenkar
Street, 46725 Herzlia (IL).

(81) Designated States (national): AE, AG, AL, AM, AT, AU,

AZ,BA, BB, BG, BR, BY, BZ, CA, CH, CN, CO, CR, CU,
CZ, DE, DK, DM, DZ, EC, EE, ES, FI, GB, GD, GE, GH,
GM, HR, HU, ID, IL, IN, IS, JP, KE, KG, KP, KR, KZ, LC,
LK, LR, LS, LT, LU, LV, MA, MD, MG, MK, MN, MW,
MX, MZ, NO, NZ, OM, PH, PL, PT, RO, RU, SD, SE, SG,
SL, SK, SL, TJ, TM, TN, TR, TT, TZ, UA, UG, US, UZ,
VN, YU, ZA, ZM, ZW.

(84) Designated States (regional): ARIPO patent (GH, GM,

KE, LS, MW, MZ, SD, SL, SZ, TZ, UG, ZM, ZW),
Burasian patent (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM),
Buropean patent (AT, BE, BG, CH, CY, CZ, DE, DK, EE,
ES, FI, FR, GB, GR, IE, IT, LU, MC, NL, PT, SE, SK,
TR), OAPI patent (BE, BJ, CE CG, CL, CM, GA, GN, GQ,
GW, ML, MR, NE, SN, TD, TG).

Published:

without international search report and to be republished
upon receipt of that report

[Continued on next page]

(54) Title: APPARATUS AND METHODS FOR IN VIVO IMAGING

POWER
SOURCE(S) [ 2°A 40
{ | 23 /47
OPTICAL SHITOHING ILLUMINATION MEMORY
SYSTEM UNIT UNIT
UNIT
N N34
PROCESSOR/
34| IMAGING CONTROLLER |—45
SENSOR
UNIT
f378
LIGHT
OPTICAL 1 _| TECEMETRY
SYSTEM SWITCHING = UNIT
UNIT
1 N

(57) Abstract: An in vivo imaging device and method, the device including at least one illumination source; at least one image
sensor; and at least two optical systems. The optical systems have different depths of focus. A first and second image are focused

onto the image sensor.



wO 03/011103 A2 NI 00 0 O A 0

For two-letter codes and other abbreviations, refer to the "Guid-
ance Notes on Codes and Abbreviations” appearing at the begin-
ning of each regular issue of the PCT Gazette.



10

15

20

25

WO 03/011103 PCT/IL02/00634

APPARATUS AND METHOD FOR IN VIVO IMAGING

FIELD OF THE INVENTION

The present invention relates generally to in vivo imaging devices, and
more specifically to in vivo imaging devices having extended depth of field or

variable depth of field.

BACKGROUND OF THE INVENTION

Devices and methods for performing in-vivo imaging of passages or
cavities within a body are known in the art. Such devices may include, inter alia,
various endoscopic imaging systems and devices for performing imaging in
various internal body cavities.

Reference is now made to Fig. 1 which is a schematic diagram illustrating
an embodiment of an autonomous in-vivo imaging device. The device 10A
typically includes an optical window 21 and an imaging system for obtaining
images from inside a body cavity or lumen, such as the Gl fract. The imaging
system includes an illumination unit 23. The illumination unit 23 may include one
or more light sources 23A. The one or more light sources 23A may include a
white light emitting diode (LED), or any other suitable light source, known in the
art. The device 10A includes a CMOS imaging sensor 24, which acquires the
images and an optical system 22 which focuses the images onto the CMOS
imaging sensor 24.

The optical system 22 may include one or more optical elements (not
shown), such as one or more lenses (not shown), one or more composite lens
assemblies (not shown), one or more suitable optical filters (not shown), or any
other suitable optical elements (not shown) adapted for focusing an image of
the Gl tract on the imaging sensor as is known in the art and disclosed
hereinabove with respect to the optical unit 22 of Fig. 1. The optical system 22
may be attached to, or mounted on, or fabricated on or disposed adjacent to the

imager light sensitive pixels (not shown) as is known in the art.
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The illumination unit 23 illuminates the inner portions of the body lumen or
body cavity (such as, for example the gastrointestinal cavity) through an optical
window 21. Device 10A further includes a transmitter 26 and an antenna 27 for
transmitting image signals from the CMOS imaging sensor 24, and one or more
power sources 25. The power source(s) 25 may be any suitable power sources
such as but not limited to silver oxide batteries, lithium batteries, or other
electrochemical cells having a high energy density, or the fike. The power
source(s) 25 may provide power to the electrical elements of the device 10A.

Typically, in the gastrointestinal application, as the device 10A is
transported through the gastrointestinal (Gl) tract, the imager, such as but not
limited to the multi-pixel CMOS sensor 24 of the device 10A acquires images
(frames) which are processed and transmitted to an external receiver/recorder
(not shown) worn by the patient for recording and storage. The recorded data
may then be downloaded from the receiver/recorder to a computer or
workstation (not shown) for display and analysis. During the movement of the
device 10A through the Gl tract, the imager may acquire frames at a fixed or at
a variable frame acquisition rate. For example, the imager (such as, but not
limited to the CMOS sensor 24 of Fig. 1) may acquire images at a fixed rate of
two frames per second (2 Hz). Other different frame rates may also be used,
depending, inter alia, on the type and characteristics of the specific imager or
camera or sensor array implementation that is used, and on the available
transmission bandwidth of the transmitter 26. The downloaded images may be
displayed by the workstation by replaying them at a desired frame rate. This
way, the expert or physician examining the data is provided with a movie-like
video playback, which may enable the physician to review the passage of the
device through the Gl tract,

Typically, the device 10A or a similar autonomous in vivo imaging device
is propelled through the Gl tract by the natural action of peristalsis. When the
device 10A or a similar autonomous in vivo imaging device is used for imaging,
some of the acquired images may be out of focus. Additionally in some of the
acquired images, a part or parts of the acquired image may be out of focus
because of a possibly limited depth of field obtainable by the optical system 22.
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For example, if the optical system 22 includes a lens (not shown in detail)
having a limited depth of field, and the imaged object (such as, for example, the
wall of the Gl tract) or a portion thereof was not disposed at a distance which is
within the depth of field range of the lens, the acquired image or parts thereof
may be blurred or not depicted sharply.

It may therefore be desirable to decrease the number or the percentage
of acquired images which are not acceptably focused or which have a reduced

sharpness or detail due to out of focused imaging.

SUMMARY
Embodiments of the present invention provide an in vivo imaging device
and method. In one embodiment, a device includes an illumination source; an
image sensor; and at least two optical systems. The optical systems have
different depths of focus. A first and second image are focused onto the image

sensor.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention is herein described, by way of example only, with reference
to the accompanying drawings, in which like components are designated by like

reference numerals, wherein:

Fig. 1 is a schematic diagram illustrating an embodiment of an

autonomous in-vivo imaging device;

Fig. 2 is a schematic cross-sectional view of part of an in-vivo imaging
device having two optical systems and a single imager, in accordance with an

embodiment of the present invention;

Fig. 2A is a schematic front view of the surface of the imaging sensor of
the device illustrated in Fig. 2, schematically illustrating non-overlapping images

projected on the surface of the imaging sensor;
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Fig. 3 is a schematic cross-sectional view of part of an in-vivo imaging
device having two shuttered optical systems and a single imager, in accordance

with another preferred embodiment of the present invention;

Fig. 3A is a schematic front view of the surface of the imaging sensor of
the device illustrated in Fig. 3, schematically illustrating the degree of overlap of
images which may be projected on the surface of the imaging sensor if both

shutters are opened; and

Fig. 4 is a schematic functional block diagram useful in understanding the
components of the device partially illustrated in Fig. 3, according to an

embodiment of the invention.

DETAILED DESCRIPTION OF THE INVENTION

One approach which may be used to solve the image sharpness problem
of in vivo imaging devices is to use an optical system such as, but not limited to,
a lens or a lens assembly having a wide depth of field range. Typically, wide
angle lenses may be used. Such lenses may be compound multi-element
lenses or other lens types.

Another approach may be to use a plurality of lenses within the same
imaging device.

Reference is now made to Fig. 2 which is a schematic cross-sectional
view of part of an in-vivo imaging device having two optical systems and a single
imager, in accordance with an embodiment of the present invention.

The in vivo imaging device 30 (only part of which is illustrated in Fig. 2)
includes an imaging sensor 34. The imaging sensor 34 may be a CMOS pixel
array sensor similar to the CMOS imaging sensor 24 of Fig. 1, or may be any
other type of suitable imaging sensor known in the art; for example, a CCD may
be used. h

The device 30 includes a housing 31 and an optical window 21A attached
to the housing 31. If the device 30 is implemented as a swallowable capsule,

the housing 31 may be, for example, a capsule-like housing, as disclosed in
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detail in U.S. patent 5,604,531 to Iddan et al., and/or WO 01/65995 to
Glukhovsky et al. The system and method of the present invention may be
used with other swallowable devices. If the device 30 is implemented as, for
example, an endoscope-like device or a catheter-like device, the housing 31
may be an extended elongated flexible device (the extended device is not
shown in it's entirety for the sake of clarity of illustration) . Such devices may be
shaped as, for example, elongated flexible devices for insertion into a body
cavity or body lumen of a human patient or an animal.

The optical window 21A may be a transparent optical dome as disclosed
in WO 00/76391 to Glukhovsky et al. but may be any type of suitable optical
window.

The device 30 may include an illumination unit 33 which may include one
or more light sources 33A. The light sources 33A may be "white" LED sources
as disclosed in WO 01/85995 to Glukhovsky et al. but may also be any other
light sources suitable for providing illumination for in vivo imaging, such as but
not limited to the light sources disclosed in U.S. patent 5,604,531 to Iddan et al.
The device 30 may include two optical systems 32A and 32B. The optical
systems 32A and 32B may be attached to or mounted in a baffle 35, or
otherwise suitably attached to the housing 31 of the device 30 or to any other
suitable structure included in the device 30 (such as for example, the imaging
sensor 34). The baffle 35 may be shaped to prevent light emitted from the light
sources 33A from directly reaching the optical systems 32A and 32B, while
allowing light reflected from the imaged object, such as but not limited to, the
intestinal wall (not shown) to reach the optical systems 32A and 32B. The
device 30 may be of other configurations and include other combinations of
components. For example, the baffle 35 need not be used.

The imaging sensor 34 may be disposed adjacent to the optical systems
32A and 32B, or may be also attached thereto.

The optical systems 32A and 32B may be typically single lenses,
composite (multi-element) lenses, or any suitable combination of optical

elements which are suitable for forming images of the imaged object, (such as
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but not limited to, the intestinal wall) and projecting the images onto the surface
of the imaging sensor 34. _

The depth of field range of the optical system 32A is different than the
depth of field range of the optical system 32B. For example, the focal length of
the optical system 32A may be longer than the focal length of the optical system
32B. Each‘of the optical systems 32A and 32B projects an image on the
surface of the imaging sensor 34. According to one embodiment, the images
projected by the optical systems 32A and 32B do not overiap.

Thus, after the pixels of the imaging sensor 34 are scanned (read out)
and the data is transmitted to an outside receiver/recorder as disclosed
hereinabove, the resulting image may have two typically non-overlapping parts.
One image part corresponds to the image projected on the imaging sensor by
the optical system 32A, and the other image part corresponds to the image
projected on the imaging sensor by the optical system 32B.

Because of the different focal length of the two different optical systems
32A and 32B, even if one image part is not properly focused the other image
part may be in focus due to the larger depth of field range of the optical system
having the shorter focal length. Thus, the chance of obtaining at least one
acceptably focused image is increased relative to the chance in a similar in vivo
imaging device which includes only a single optical system 32A (for example,
having a larger focal length and a narrower depth of focus) or which may include
a plurality of optical systems.

Reference is now made to Fig. 2A which is a schematic front view of the
surface of the imaging sensor of the device illustrated in Fig. 2, schematically
illustrating non-overlapping images projected on the surface of the imaging
sensor.

In Fig. 2A, the surface 34A represents a top view of the surface of the
entire imaging sensor 34. The surface 34B schematically represents the imager
area part comprising the light sensitive pixels (the pixels are not shown in
detail). The part of the imager surface surrounding the area 34B may include
the support circuitry for performing readout of the pixels and other electronic

support circuitry such as clocking circuitry and the like, as is known in the art.
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The circular areas 36A and 36B schematically represent the area of the images
projected on the surface 34B by the optical systems 32A and 32B, respectively.
The areas 36A and 36B do not overlap.

It will be appreciated by those skilled in the art that while the device 30 of
Fig. 2 may provide a solution to the depth of focus problem, it may not make the
best use of the light sensitive pixel areas 34B available in the imaging sensor
34. This may be due to the requirement for non-overlapping of the projected
image areas 36A and 36B.

Reference is now made to Fig. 3, which is a schematic cross-sectional
view of part of an in-vivo imaging device having two optical systems and a single
imager, in accordance with another preferred embodiment of the present
invention.

The in vivo imaging device 40 includes an imaging sensor 34. The
imaging sensor 34 may be a CMOS pixel array sensor similar to the CMOS
imaging sensor 24 of Fig. 1, or may be any other type of suitable imaging
sensor known in the art.

The device 40 includes a housing 31 and an optical window 21A attached
to the housing 31, as disclosed hereinabove and illustrated in Fig. 2. If the
device 40 is implemented as a swallowable capsule, the housing 31 may be a
capsule-like housing, as disclosed in detail in U.S. patent 5,604,531 to lddan et
al., and/or in WO 01/65995 to Glukhovsky et al.. If the device 40 is
implemented as an endoscope-like device or a catheter-like device, the housing
31 may be an extended elongated flexible device (the extended device is not
shown in it's entirety for the sake of clarity of illustration). Such devices may be
shaped as elongated flexible devices for insertion into a body cavity or body
lumen of a human patient or an animal.

The optical window 21A may be a transparent optical dome as disclosed
in WO 00/76391 to Glukhovsky et al. but may be any type of suitable optical
window.

The device 40 may include an illumination unit 33, which may include one
or more light sources 33A, as disclosed hereinabove. The light sources 33A

may be "white" LED sources but may also be any other light sources suitable for
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providing illumination for in vivo imaging, such as but not limited to the light
sources disclosed in U.S. patent 5,604,531 to Iddan et al., and in The device 40
may include two optical systems 32A and 32B. The optical systems 32A and
32B may be attached to or mounted in a baffle 35A, or otherwise suitably
attached to the housing 31 of the device 40 or to any other suitable structure
included in the device 40 (such as, for example, to the imaging sensor 34). The
baffle 35A may be shaped to prevent light emitted from the light sources 33A
from directly reaching the optical systems 32A and 32B, while allowing light
reflected from the imaged object, such as but not limited to, the intestinal wall
(not shown) to reach the optical systems 32A and 32B.

The imaging sensor 34 may be disposed adjacent to the optical systems
32A and 32B, or may be also attached thereto.

The optical systems 32A and 32B may be single lenses, composite
(multi-element) lenses, or any suitable combination of optical elements which
are suitable for forming images of the imaged object, (such as but not limited to,
the intestinal wall) and projecting the images onto the surface of the imaging
sensor 34.

The depth of field range of the optical system 32A is different than the.
depth of field range of the optical system 32B. For example, the focal length of
the optical system 32A may be longer than the focal length of the optical system
32B. Each of the optical systems 32A and 32B projects an image on the
surface of the imaging sensor 34. In contrast to the arrangement of the optical
components illustrated in Fig. 2, the images projected by the optical system 32A
and 32B on the imaging sensor 34 of the device 40 may overlap.

The device 40 further includes two controllable light switching units 37A
and 37B. According to an embodiment of the invention the controllable flight
switching unit 37A is interposed between the optical system 32A and the
imaging sensor 34. The controllable light switching unit 37B is interposed
between the optical system 32B and the imaging sensor 34. Preferably, but not
necessarily, the controllable light switching units 37A and 37B may be
electro-optical devices which may be electrically (or magnetically) controlled to
block or enable the passage of light therethrough. For example, the controilable
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light switching units 37A and 37B may be electrically controllable liquid crystal
shutters (LCS), electrically controllable ferroelectric optical shutters, high-speed
electrolytic optical shutters, electro-optical shutters based on the Kerr and
Pockels effects, or optical shutter devices based on ferroelectric films or
ferroelectric liquids or on ferroelectric crystals or any other suitable
electro-optical or magneto-optical shutter known in the art. The controllable light
switching units 37A and 37B may also be any suitable controllable
electro-mechanical shutter devices known in the art.

In operation, the controllable light switching units 37A and 37B may be
used to provide exposure of the imaging sensor 34 to light projected by a
selected one of the optical systems 32A and 32B. This selection is typically
needed due to the at least partial overlap of the images projected on the surface
of the imaging sensor 34 as shown hereinafter.

Reference is now briefly made to Fig. 3A which is a schematic front view
of the surface of the imaging sensor of the device illustrated in Fig. 3,
schematically illustrating the degree of overlap of images which may be
projected on the surface of the imaging sensor if both light switching units
(shutters) are opened, according to an embodiment of the invention. |

In Fig. 3A, the surface 34A represents a top view of the surface of the
entire imaging sensor 34. The surface 34B schematically represents the imager
area part comprising the light sensitive pixels (the pixels are not shown in
detail). The part of the imager surface surrounding the area 34B may include
the support circuitry for performing readout of the pixels and other electronic
support circuitry such as clocking circuitry and the like, as is known in the art.
The partially overlapping circular areas 39A and 39B schematically represent
the area of the images projected on the surface 34B by the optical systems 32A
and 32B, respectively. The areas 39A and 39B overlap. The hatched area
39C represents the area of overlap between the image projected on the surface
34B by the optical system 32A and the image projected by the optical system
32B on the surface 34B.

It is noted that the image overlap shown may occur only in a situation in

which both of the light switching units 37A and 37B are switched to allow
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passage of the light coming from the corresponding optical systems 32A and
32B to reach the surface 34B of the imaging sensor 34. This typically does not
normally occur during operation of the device 40, since the purpose of the light
switching units 37A and 37B is typically to prevent the simultaneous exposure of
the surface 34B to light projected from both optical systems 32A and 32B.

Thus, in operation, during active imaging, the illuminating unit 23 may be
switched on to provide illumination for an imaging cycle. An imaging cycle may
comprise a first imaging time period in which the light switching unit 37A may be
controllably switched on to allow the light collected by the optical system 32A to
be projected on the surface 34B of the imaging sensor 34 while during the same
first imaging time period the light switching unit 37B is switched off such that
light projected from the optical system 32B is blocked by the light switching unit
37B and does not reach the surface 34B of the imaging sensor 34. In the first
time period a first image projected by the optical system 32A is acquired.

After the first image projected by the optical system 32A is acquired by
scanning (readout) of the pixels of the imager 34, the image data may be stored
in a memory device (not shown) included in the device 40 for later transmission,
or may be directly transmitted to an external receiver/recorder as disclosed
hereinabove. After the acquired image data is stored in @ memory device or is
transmitted to an external receiver/recorder, a second imaging time period may
be started. During the second imaging time period, the light switching unit 37B
may be controllably switched on to allow the light collected by the optical system
32B to be projected on the surface 34B of the imaging sensor 34 while during
the same second time period the light switching unit 37A is switched off such
that light projected from the optical system 32A is blocked by the light switching
unit 37B and does not reach the surface 34B of the imaging sensor 34. In the
second imaging time period a second image projected by the optical system
32B is acquired. After the end of the imaging cycle, which may be the time of
termination of the second imaging time period, the illumination unit 23 may be
turned off.

After the second image projected by the optical system 32B is acquired

by scanning (readout) of the pixels of the imager 34, the image data may be

10
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stored in a memory device (not shown) included in the device 40 for later
transmission, or may be directly transmitted to an external receiver/recorder as
disclosed hereinabove.

If the first image data and the second image data have been stored in a
memory device (not shown) the data of the first and the second acquired
images may be transmitted to the receiver/recorder. Alternatively, the first and
the second acquired images may be transmitted after the second imaging time
period is terminated.

The data transmitted may be stored in the receiver/recorder device (not
shown) for later processing and display. Thus, each imaging cycle of the device
40 may vyield two different images of approximately (but not necessarily exactly)
the same imaged object.

It will be appreciated that while the imaging method used in the device 30
(Fig. 2) may yield two images of acquired simultaneously within a single imaging
cycle through two different optical systems having a different depth of focus
range, the imaging method used in the device 40 (Fig. 3) may vyield two images
sequentially acquired through two different optical systems having a different
depth of focus range. If the device 40 does not move (remains stationary) within
the duration of the imaging cycle, the images may represent approximately the
same object or imaged area (which may however be imaged with different field
of view due to the different field of view of the optical systems 32A and 32B). if
the imaging device 40 moves during the imaging cycle, the first and second
images acquired may not show the same object or the object may be shifted in
the second image relative to the first image. The degree of the shift may
depend, inter alia, on the duration of the imaging cycle, the velocity of the
imaging device 40 relative to the imaged object (such as, for example, the
intestinal wall), the distance to the imaged object, and the focal length of the
optical systems 32A and 32B.

Preferably, the duration of the'imaging cycle should be short to prevent or
reduce image blurring or smearing (which may occur due to device movement in
both of the devices 30 and 40), and to reduce or prevent shift of the imaged

11
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objects which may occur in the device 40 due to the sequential acquisition of the
first image and the second image in an imaging cycle.

Thus, while the device 30 has the advantage of not being subject to the
image shift as disclosed hereinabove, it may have lower image resolution since
two images is simultaneously acquired on the surface 34B of the imaging
sensor 34 with no image overlap which reduces the number of pixels within
each of the two images. The device 40 may have the advantage of higher
resolution for each image because only one image may be acquired at the same
time, allowing better use of the available surface 34B of the imaging sensor 34
in that each of the two images which are acquired sequentially may have a
higher pixel number than the images acquired simultaneously in the device 30.
The device 40 may however be more susceptible to image shifting caused by
movement of the device 40 within the duration of a single imaging cycle. This
image shift may be reduced by reducing the duration of the imaging cycle or by
reducing the time of acquisition of each of the two images within the imaging
which may be achieved, inter alia, by using an imaging sensor having a high
sensitivity.

Because of the different focal length of the two different optical systems
32A and 32B, even if one image part is not properly focused the other image
part may be in better focus due to the larger depth of field range of the optical
system having the shorter focal length. Thus, the chance of obtaining at least
one acceptably focused image within a single imaging cycle of in-vivo imaging
devices 30 and 40 is increased relative to the chance in a similar in vivo imaging
device which includes only a single optical system.

It is noted that while the overlap (illustrated in Fig. 3A) between the areas
39A and 39B of Fig. 3A is partial, the optical systems 32A and 32B of the device
40 may be configured such that the areas 39A and 39B may fully overlap. This
may be achieved if desired by suitable configuring of the optical systems 32A
and 32B of the device 40 as is known in the art or by introducing additional
optical elements (not shown) to ensure overlap of the two areas 39A and 39B.

The advantage of full overlap is that such a design enables a better utilization of

12
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the surface 34B which includes the light sensitive pixel elements, and may
achieve a higher resolution for both images without reducing the image size.

Reference is now made to Fig. 4, which is a schematic functional block
diagram useful in understanding the operation of the device illustrated in Fig. 3
and, possibly with some modifications (e.g., possibly removal of units 37a and
37b) Fig. 2.

The device 40 may include one or more power sources 25A for supplying
power to the components included in the device 40. The device 40 may include
a processor/controller unit 45. The processor/controller unit 45 may be suitably
connected to an imaging sensor 34 for controlling the operation of the imaging
sensor 34 and for (optionally) receiving the image data from the imaging sensor
34. The imaging sensor 34 may be (optionally) suitably connected to a
telemetry unit 26A. The telemetry unit 26a may receive the data or signals read
out from the imaging sensor 34 and transmit the signals or data (with or without
further processing) to a receiver/recorder (not shown in Fig. 4) as is disclosed in
detail hereinabove. The telemetry unit 26A may operate similar to the
transmitter 26 coupled to the antenna 27 of Fig. 1. The device 40 may further
include two different optical systems 32A and 32B having different depth of
focus range as disclosed hereinabove and illustrated in Fig. 3.

A light switching unit 37A may be interposed between the optical system
32A and the light sensitive surface of the imaging sensor 34. Another light
switching unit 37B may be interposed between the optical system 32B and the
light sensitive surface of the imaging sensor 34. The light switching units 37A
and 37B are suitably connected to the controller/processor unit 45 and may
receive control signals therefrom for switching the light switching units 37A
and/or 37B on and off. The switching signals may be digital signals, or may be
analog voltage signals produced by a suitable interface unit (not shown), but
may however be any other suitable control signals known in the art for switching
the switching units on or off. In alternate embodiments, control may be
provided in other manners, using other components or combinations of

components. For example, the telemetry unit 26A may provide control.
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The device 40 includes an illuminating unit 23 as disclosed in detail
hereinabove and illustrated in Figs. 1, 2, and 3. The illumination unit may be
suitably connected to the processor controller unit 45 for receiving control
signals therefrom. The processor controller unit 45 may control the operation of
the illumination unit 23 by switching it on or off as necessary.

The device 40 may (optionally) include a memory unit 47 suitably
connected to the processor/controller unit. The memory unit 47 may be
(optionally) used to store acquired image data which is read out from the
imaging sensor 34.

It is noted that the imaging sensor 34 may or may not include further
processing circuitry (nor shown) which may be used for performing imaging
various support functions such as synchronization and clocking functions, pixel
scanning functions and other functions associated with imaging sensor which
are known in the art of imaging sensors. Additionally, the imaging sensor 34
may also include analog to digital converting circuitry (not shown in detail) for
providing digital signals to the processor/controller unit 45. Alternatively, a
separate analog to digital converter (not shown) may (optionally) couple the
imaging sensor 34 to the processor/controller unit 45.

For performing an imaging cycle, the device 40 may be operated as
follows. At the beginning of each imaging cycle, the processor/controller unit 45
may switch on the light switching unit 37A and may simultaneously switch off the
light switching unit 37B to allow light focused by the optical system 32A to be
projected onto the surface of the imaging unit 34 while blocking the light focused
by the optical system 32B from reaching the surface of the imaging unit 34.
Simultaneously with the switching of the light switching unit 37A on, the
processor/controlier unit 45 may switch on the illumination unit 23 to illuminate
the imaged object (not shown). After the end of the first imaging period, the
processor/controller unit 45 may store the acquired first image in the memory
unit 47 or may alternatively control the transmission of the acquired image to a
receiver/recorder (not shown).

If the first image data is transmitted by the telemetry unit 26A after

image acquisition, the illumination unit 23 may be turned off for the duration of
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the transmission time period to conserve power and to reduce the current drain
from the power source(s) 25A. In such a case, the processor/controller unit 45
may switch the illumination unit on again after the data has been transmitted.
Simultaneous with switching the illumination unit on the processor/controller unit
45 may also switch on the light switching unit 37B and may switch off the light
switching unit 37A. In this way the light focused by the optical system 32B is
now allowed to reach the surface of the imaging sensor 34 for the duration of a
second imaging time period and a second image is acquired. After the
termination of the second imaging period, the illumination unit 23 may be turned
off by the processor/controller unit 45. The second acquired image may then be
transmitted by the telemetry unit 26A as disclosed hereinabove. The device 40
may then be ready for another imaging cycle.

If the device 40 has image storage capacity (such as by including the
memory unit 47 of Fig. 40), the first acquired image may be stored in the
memory unit 47 while the pixels readout of the imaging sensor 34 is performed.
In such a case, the processor/controller unit 45 may turn off the illuminating unit
23 at the end of the first imaging period and may turn the illuminating unit 23 on
again after the image data readout has been completed and the imaging sensor
has been reset for enabling the acquiring of a second image. In such a case,
the data of the second image acquired within the imaging cycle may be also
stored in the memory unit 47 and the data of the first acquired image and the
second acquired image may be transmitted by the telemetry unit 26A. The
stored data of the first and second acquired images may be transmitted
sequentially. Other forms of transmission may however also be possible. For
example, it may be possible to transmit data from the first and second images in
an interleaved manner.

It is noted, however, that if the device 40 includes a memory device such
as the memory unit 47, it may also be possible to start transmitting the stored
data of the first acquired image before the acquisition of the second image has
been completed. For example, the telemetry unit 26A may be controlled to start
the transmission of the first image data as soon as some data for the first image

is stored in the memory device 47. Such transmission may be controlled and
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timed by the processor/controller 45. The advantage of this transmission
method is that it may enable transmission of the first image data while
acquisition of the second image data is being performed, which may enable the
repeating of the imaging cycles at a higher frequency than the frequency
possible in the method in which both the first and the second image data are
transmitted sequentially only after the acquisition of both the first and the
second images has been completed.

It is noted that the memory unit 47 may be, a random access memory
unit (RAM) but any other suitable type of memory device or unit known in the art
may be used. The memory unit 47 may be a separate memory unit suitably
coupled or connected to the processor/controller unit 45 or may be a memory
unit included in the same integrated circuit (IC) on which the processor/controller
unit 45 is made, which may obviate the need for connecting a separate memory
unit to the processor/controller unit 45.

It is further noted that it may be possible to fabricate some or all of the
electronic circuitry or electronic components illustrated in Fig. 4 on the same
Integrated circuit. Thus, for example, it may be possible to fabricate two or
more of the processor/controller 45, the memory unit 47, and the telemetry unit
26A on the same IC to save space and to simplify assembly of the device 40. It
may also be possible to fabricate one or more of the processor/controller 45, the
memory unit 47, and the telemetry unit 26A on the same IC on which the
imaging sensor 34 is fabricated.

It will be appreciated by those skilled in the art, that while the devices 30
and 40 are devices that include two optical systems 32A and 32B, other
embodiments of the invention may be constructed, which include more than two
optical systems (not shown). In accordance with one embodiment of the
invention, such devices may have no light switching units and may operate by
simultaneous acquisition of more than two non-overlapping images. In
accordance with another embodiment of the invention, such devices may have
light switching units and may operate by sequential imaging of potentially

overlapping images.
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It may also be possible to use a combination of the operating methods
disclosed hereinabove in an imaging device having a plurality of optical
systems. For example, in accordance with an embodiment of the present
invention the in vivo imaging device may include three optical systems (not
shown). A first optical system and a second optical system of the three optical
systems may project potentially overlapping or partially overlapping images on
the surface of the imaging sensor (not shown). These first and second optical
systems may be associated with two light switching elements (not shown) which
may be used as disclosed hereinabove to sequentially acquire the two images
sequentially projected on the imaging sensor. The third optical system (not
shown) may project a third image on the surface of the imaging unit. This third
image may be non-overlapping with the first and the second images. The third
image may thus be acquired simultaneously with the first image projected by the
first optical system, or (alternatively) simultaneously with the second image
projected by the second optical system.

While the invention has been described with respect to a limited number
of embodiments, it will be appreciated that many variations, modifications and
other applications of the invention may be made which are within the scope and

spirit of the invention.
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CLAIMS
1. An in vivo imaging device comprising
at least one illumination source;
at least one image sensor; and
at least two optical systems, said optical systems having different depths
of focus and said optical systems capable of focusing at least a

first and second image onto said at least one image sensor.

2. The device according to claim 1 wherein the at least first and at least

second image do not overlap.

3.  The device according to claim 1 wherein the at least first and at least

second image at least partially overlap.

4. The device according to claim 1 further comprising at least two light

switching units.

5. The device according to claim 3 further comprising at least two light

switching units.

6. The device according to claim 4 or 5 wherein at least a first light switching
unit is switched on during a first imaging time period and wherein at least a

second light switching unit is switched on during a second imaging time period.

7. A device according to claim 6 wherein the first light switching unit is
switched off after the first imaging time period and wherein the second light

switching unit is switched off after the second imaging time period.

8.  The device according to claim 4 further comprising a controller for

controlling the switching of at least one light switching unit.
9.  The device according to claim 1 further comprising a memory device.

10. The device according to claim 1 further comprising a transmitter.
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11. The device according to claim 1, wherein the device is a

swallowable capsule.

12.  An in vivo imaging device comprising
at least one illumination source;
at least one image sensor having a light sensitive surface; and
at least two optical systems, said optical systems having different depths
of focus and said optical systems capable of focusing at least a

first and second image onto said the light sensitive surface.

13. The device according to claim 12 further comprising at least two light

switching units.

14. The device according to claim 13 wherein at least one light switching unit
is interposed between at least a first optical system and the light sensitive

surface.

15. The device according to claim 12, wherein the device is a swallowable

capsule.

16. A method for obtaining in vive images, the method comprising the steps
of:
focusing light remitted from an in vivo site onto at least one image
sensor through at least a first optical system; and
focusing light remitted from the in vivo site onto at least one image

sensor through at least a second optical system.

17.  The method according to claim 16 further comprising the step of reading

out of image data into a memory device.

18. The method according to claim 16 further comprising transmitting image

data from the memory device to an external receiving unit.

19. The method according to claim 16 further comprising a step of

transmitting image data to an external receiving unit.
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20. A method for obtaining in vivo images, the method comprising the steps

of:
focusing light remitted from an in vivo site onto at least one image
sensor through at least a first optical system during a first imaging time
5 period; and

focusing light remitted from the in vivo site onto at least one image
sensor through at least a second optical system during a second imaging

time period.

21.  The method according to claim 20 further comprising the step of reading

10 out of image data into a memory device.

22. The method according to claim 20 further comprising transmitting image
data from the memory device to an external receiving unit.

23. The method according to claim 20 further comprising a step of
transmitting image data to an external receiving unit.
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