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(57) Fur eine effiziente und mit wenig Rechenaufwand Z
losbare modellpradiktive Regelung i1st vorgesehen,
dass |jedes als lineares Zustandsraummodell mit
gleicher Systemordnung vorliegende Teillmodell (M)
In die Regelungsnormalform transformiert wird, wobel
jedes transformierte Telmodell (M, dieselbe
zumindest eine virtuelle Eingangsgrolie v und
denselben wvirtuellen Zustandsvektor z aufweist,
sodass mit der modellpradiktiven Regelung (MPC) der Fig. 4
zeitiche Verlauf der zumindest einen, fur alle
transformierten Teillmodelle (M;) gultigen, virtuellen
Eingangsgrolde v uber einen vorgegebenen
Pradiktionshorizont N zu berechnen, aus dem dann
die zumindest eine Eingangsgrolde (u) des
technischen Prozesses (1) des aktuellen Zeitschrittes
berechnet wird, die als Steligrolde fur die Regelung
des technischen Prozesses (1) verwendet wird.

ref MPC f
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Beschreibung

VERFAHREN UND REGELUNGSEINHEIT ZUR REGELUNG EINES NICHTLINEAREN TECH-
NISCHEN PROZESSES

[0001] Die gegenstandliche Erfindung betrifft ein Verfahren zur Regelung eines nichtlinearen
technischen Prozesses mit zumindest einer Eingangsgro3e und zumindest einer Ausgangs-
grof3e, mit einer modellpradiktiven Regelung, wobel mit der modellpradiktiven Regelung in jedem
Zeiltschritt der Regelung die zumindest eine Eingangsgrof3e des nichtlinearen technischen Pro-
zesses berechnet wird, die dem technischen Prozess im aktuellen Zeitschritt der Regelung zur
Regelung aufgeschaltet wird, und der nichtlineare technische Prozess mit einem Modell model-
liert wird, das die zumindest eine Eingangsgrof3e auf eine Schatzung der zumindest einen Aus-
gangsgrof3e abbildet, wobeil das Modell aus einer Anzahl von Teillmodellen besteht und die Aus-
gangsgrofRe des Modells aus einer gegebenen Kombinationsvorschrift der Modellausgange der
Teilmodelle gebildet wird. Die Erfindung betrifft ebenso eine entsprechende Regelungseinheit zur
Regelung eines nichtlinearen technischen Prozesses.

[0002] In technischen Maschinen und Anlagen gibt es ublicherweise eine Fulle von technischen
Funktionen oder Prozessen, die fur den Betrieb der Maschine oder Anlage geregelt werden mus-
sen. Regeln bedeutet in diesem Zusammenhang in der Regel, dass zumindest eine Ausgangs-
gro3e der Maschine oder Anlage vorgegebenen Sollwerten mit moglichst geringem Fehler und
mit moglichst guter Dynamik folgen sollen. Der Fehler ist dabei die Abweichung zwischen den
Sollwerten und den Istwerten der Ausgangsgrof3e. Die Dynamik der Regelung bestimmt im We-
sentlichen wie gut die Ausgangsgrof3e bei raschen zeitlichen Anderungen der Sollwerte (z.B. bel
einem Sprung oder einem steilen Anstieg) den Sollwerten folgen kann. Dabel werden von der
Regelung gewisse StellgroRen (Eingangsgroen der Maschine oder Anlage) berechnet, die ver-
wendet werden, um uber Aktuatoren an der Maschine oder Anlage Regeleingriffe an der Ma-
schine oder Anlage vorzunehmen. Die Regelung verarbeitet dabel in der Regel auch Istwerte der
Ausgangsgrof3e. Beispielsweise wird bei der Regelung eine Abweichung zwischen den Sollwer-
ten und den Istwerten ermittelt, um die Abweichung mit der Regelung auszuregeln.

[0003] Ein Beispiel fur eine technische Maschine ist ein Kraftfahrzeug, in dem eine Vielzahl von
geregelten technischen Funktionen realisiert sind, beispielsweise eine Motorsteuerung, eine Ge-
triebesteuerung, die Steuerung eines Hybridantriebsstranges, ein Batteriemanagementsystem,
die Regelung von Hilfsaggregaten des Fahrzeugs, eine Warmeruckgewinnung aus Abgasen
(Waste Heat Recovery), die Regelung einer Abgasruckfuhrung, die Regelung eines Turboladers,
usw. Ein anderes Beispiel ist eine Brennstoffzelle mit einer Regelung der Konditionierung (z.B.
Druck, Temperatur, Feuchtigkeit, Massenstrom) eines Prozessgases (z.B. Luft oder Sauerstoff).
Daneben gibt es naturlich noch unzahlige weitere Beispiele fur eine technische Maschine oder
Anlage mit zu regelnden technischen Funktionen / Prozessen.

[0004] Es ist naturlich auch eine Fulle von Regelungsmethoden bekannt, um eine technische
Funktion der Maschine oder Anlage zu regeln. Fur alle gangigen Regelungsmethoden ist die
technische Funktion, die geregelt werden soll, zu modellieren, um anhand des Modells oder fur
das Modell dann einen geeigneten Regler fur die technische Funktion zu entwerfen. Das Modell
kann ein physikalisches Modell sein, beispielsweise in Form von Differentialgleichungen oder Dif-
ferenzengleichungen, oder ein mathematisches, das anhand von Messdaten an der Maschine
oder Anlage trainiert wird. Bekannte mathematische Modelle sind beispielsweise ein neuronales
Netzwerk oder ein lokales Modellnetzwerk (LMN). Das Modell kann linear oder nichtlinear sein.
Ein Modell soll die technische Funktion tber den gewunschten Betriebsbereich der Maschine
oder Anlage abbilden. Dazu stellt das Modell in Abhangigkeit von gewissen Betriebsparametern,
die den Betriebsbereich aufspannen, einen Zusammenhang zwischen zumindest einer Eingangs-
groB3e, beispielsweise einer Stellgrof3e eines Aktuators, und zumindest einer Ausgangsgrof3e dar.
Ublicherweise werden mit dem Modell mehrere verschiedene Eingangsgrof3en auf mehrere Aus-
gangsgrofBen abgebildet (MehrgroBensystem). Zur Regelung sind einfache Regler wie ein Pl oder
PID Regler oder Zustandsraumregler bekannt, die oftmals anhand eines physikalischen Modells
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entworfen werden, aber auch komplexere Regler wie ein Modellpradiktiver Regler (MPC, Modell
Predictive Controller) oder evolutionare Regelalgorithmen, die oftmals anhand eines trainierten
mathematischen Modells entworfen werden. Insbesondere die Verwendung eines MPC ist fur
viele Anwendungen vorteilhaft, weil sich damit auf einfache Weise Stellgro3enbeschrankungen
berucksichtigen lassen und sich gute Regelungsergebnisse erzielen lassen. Ein MPC eignet sich
insbesondere dann, wenn die Sollwerte uber die Zeit bekannt sind, weil ein MPC um einen gege-
benen Pradiktionshorizont in die Zukunft rechnet, um den nachsten Stelleingriff flr die Aktuatoren
Zu ermitteln.

[0005] Eine modellpradiktive Regelung basiert bekanntermafen auf der |[dee die zukunftigen Ein-
gangsgrofBen u zu ermitteln, die eine Abweichung zwischen bekannten zukunftigen Ausgangs-
grof3en yrr (als Sollwerte der Regelung) und den Ausgangsgrof3en y, die sich als Reaktion auf
die Eingangsgrof3en u ergeben (was aus einem Modell des technischen Prozesses berechnet
werden kann), minimiert. Dabel wird um einen vorgegebenen Pradiktionshorizont in die Zukunft
gerechnet. Das wird Ublicherweise als Optimierungsproblem formuliert, bei dem eine Kostenfunk-
tion J durch Variation der Eingangsgrof3en u minimiert wird. Oftmals wird die quadratische Ab-
weichung zwischen y.r und y beurteilt, sodass sich die Kostenfunktion J = (yrer - y)*Qy ergibt, mit
einem Gewichtungsfaktor Qy. Ublicherweise wird auch gefordert, dass sich die Eingangsgrof3e u
von einem Zeitschritt zum nachsten nicht zu stark andert, was negative Auswirkungen auf die
Regelung haben kann (z.B. Stabilitat). Daher wird in der Kostenfunktion auch oftmals ein zweiter
Term berucksichtigt der die Anderung der EingangsgroRe Au (im zeitdiskreten Fall) oder den
Gradienten der Eingangsgrof3e u (im zeitkontinuierlichen Fall) bewertet, beispielsweise wieder
als quadratische Anderung. Daneben konnen naturlich noch beliebige andere oder weitere Kos-
tenterme in der Kostenfunktion berlcksichtigt werden. Damit ergibt sich die Kostenfunktion bei-
spielsweise zu J = (Vref - V)2 Qy + AU Qy, mit einem Gewichtungsfaktor Qu. Uber die Gewichtungs-
faktoren Qy, Q, hat man dabei zwei Einstellparameter. Durch Minimierung dieser Kostenfunktion
J erhalt man eine optimale Folge von Eingangsgrof3en u uber den Pradiktionshorizont. Ublicher-
weise wird nur die nachste Eingangsgrof3e fur die Regelung herangezogen und alle anderen wei-
ter in der Zukunft liegenden Eingangsgrof3en verworfen (was unter receding horizon bekannt ist).
Das wird in jedem Zeitschritt der Regelung wiederholt.

[0006] Beispielsweise zeigt die WO 2014/131661 A1 einen nichtlinearen Regler fur einen nichtli-
nearen Prozess. Dazu wird der Prozess mit einem LMN modelliert und anschlieBend fur jedes
lokale Modell des LMN mit einem multikriteriellen evolutionaren Algorithmus ein lokaler PID Reg-
ler ermittelt. Der Regler ergibt sich dann aus einer Linearkombination der einzelnen lokalen Reg-
ler.

[0007] Die Dissertation Novak J., ,Nonlinear System |dentification and Control Using Local Model
Networks®, Tomas Bata Universitat, Feb. 2007 beschreibt den Entwurf von lokalen MPC Reglern
fur ein LMN. Dabei wird fur jedes lokale Modell des LMN ein MPC Regler erstellt. Dieser Ansatz,
fur jedes lokale lineare Modell einen lokalen linearen MPC zu erstellen, ist wohl der intuitivste
Ansatz. Allerdings bedingt dieser Ansatz einen sehr hohen Rechenaufwand, da in jedem Zeit-
schritt der Regelung fur jedes lokale MPC eine Optimierung gelost werden muss, was insbeson-
dere bei erwunschten grof3en Pradiktionshorizonten der MPC zu sehr hohen Rechenaufwanden
fuhren kann. Zusatzlich werden in einer MPC oftmals Zustandsbeobachter benotigt, um bendtigte
nicht gemessene oder direkt nicht messbare Zustande des technischen Systems oder der tech-
nischen Anlage aus verfugbaren Messkanalen zu schatzen, was wiederum eine aufwandige Pa-
rametrisierung des Zustandsbeobachters erforderlich macht. Damit eignet sich dieser Ansatz mit
lokalen MPC nur bedingt flr eine praktische Anwendung oder eine Echtzeitregelung mit sehr
kurzen Zeitschritten der Regelung. Insbesondere auf Anlagen oder Maschinen mit eingeschrank-
ten Rechnerkapazitaten lasst sich dieser Ansatz daher nicht einsetzen. Beispielsweise lasst sich
ein solcher Regler mit den herkommlichen Steuereinheiten eines Fahrzeuges und mit den Anfor-
derungen an die Regelung in einem Fahrzeug nicht implementieren, zumindest nicht mit hinrei-
chender Regelungsgute (was einen hinreichend langen Pradiktionshorizont erforderlich macht).

[0008] Es ist daher eine Aufgabe der Erfindung eine modellpradiktive Regelung eines nichtlinea-
ren technischen Prozesses anzugeben, wobei die Regelung effizient und mit wenig Rechenautf-
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wand losbar sein soll.

[0009] Diese Ausgabe wird durch die Merkmale der unabhangigen Anspruche gelost. Durch die
Verwendung von Zustandsraummodellen mit gleicher Systemordnung fur die Tellmodelle ist es
moglich, die Zustandsraummodelle durch eine requlare Zustandsraumtransformation in ein trans-
formiertes Zustandsraummodell zu transformieren, fur das dann die modellpradiktive Regelung
erstellt werden kann. Der Vortell ist der, dass dabei alle transformierten Teilmodelle dieselbe vir-
tuelle Eingangsgrofe und denselben neuen Zustandsvektor aufweisen und es damit ausreicht,
nur eine einzige modellpradiktive Regelung in der virtuellen Eingangsgrof3e und dem neuen Zu-
standsvektor zu implementieren. Es ist damit nicht mehr erforderlich so wie im Stand der Technik,
fur jedes einzelne Teillmodell jeweils eine modellpradiktive Regelung zu implementieren und die
Ergebnisse der einzelnen modellpradiktiven Regelungen zu kombinieren, was mit hohem Re-
chenaufwand verbunden ist. Durch die erfindungsgemale Vorgehensweise kann der Rechenauf-
wand somit deutlich reduziert werden.

[0010] Als zusatzliches Ergebnis der erfindungsgemaBen modellpradiktiven Regelung kann aus
dem neuen Zustandsvektor zusatzlich ein Schatzwert der zumindest einen Ausgangsgrofi3e er-
mittelt werden. Dieser Schatzwert kann auch als Trajektorie der Ausgangsgrof3e in der Optimie-
rung verwendet werden, womit sich eine Vorsteuerung realisieren lasst.

[0011] In einer besonders vorteilhaften Implementierung wird die Kostenfunktion in eine Funktion
des zeitlichen Verlaufs der virtuellen Eingangsgrof3e, des vorgegebenen zeitlichen Verlauf des
Sollwertes der Ausgangsgrof3e und von Matrizen, die sich aus der Zustandstransformation, den
Systemmatrizen der Teilmodelle und der Kombinationsvorschrift ergeben, umgewandelt, wobel
die Matrizen in jedem Zeitschritt der Regelung neu berechnet werden, und dass die Kostenfunk-
tion zur Ermittlung des optimalen Verlaufs der zumindest einen virtuellen Eingangsgrof3e durch
einen In der Regelungseinheit implementierten Losungsalgorithmus durch Minimieren oder Ma-
ximieren optimiert wird. Damit kann das Modell des technischen Prozesses direkt bel der modell-
pradiktiven Optimierung berucksichtigt werden. Als Startwert fur die Optimierung kann ein aktu-
eller Messwert der Ausgangsgrof3e oder eine in einem vorhergehenden Zeitschritt pradizierte
Ausgangsgrof3e des technischen Prozesses verwendet werden, womit entweder ein geschlos-
sene Regelung oder eine Vorsteuerung erzielt werden kann. Besonders vorteilhaft ist dabei die
Moglichkeit der Vorsteuerung unter gleichzeitiger Berucksichtigung von Randbedingungen der
Eingangsgrof3e und/oder Ausgangsgrof3e.

[0012] Weitere Vorteile der erfindungsgemafen nichtlinearen Regelung ergeben sich aus der
nachfolgenden Beschreibung.

[0013] Die gegenstandliche Erfindung wird nachfolgend unter Bezugnahme auf die Figuren 1 bis
4 naher erlautert, die beispielhaft, schematisch und nicht einschrankend vorteilhafte Ausgestal-
tungen der Erfindung zeigen. Dabei zeigt

[0014] Fig.1 die Regelung eines technischen Prozesses mit einer Regelungseinheit,
[0015] Fig.2 eine Aufteilung eines betrachteten Betriebsbereichs in Teilbereiche,
[0016] Fig.3 ein mogliches Modell des technischen Prozesses und

[0017] Fig.4 eine erfindungsgemaiBe modellpradiktive Regelung.

[0018] Die gegenstandliche Erfindung geht allgemein von einem nichtlinearen technischen Pro-
zess 1 einer technischen Maschine oder Anlage aus, der mit einem Regler 2 geregelt werden
soll, wie In Fig.1 dargestellt. Der technische Prozess 1 weist ublicherweise eine Anzahl von Aus-
gangsgrofRen y und eine Anzahl m von Eingangsgrof3en u auf, sodass man im Allgemeinen von
einem Mehrgrof3ensystem spricht. Die Eingangsgrof3en u bewirken die Ausgangsgrof3en y und
beeinflussen auch eine Anzahl von Betriebsparametern S des technischen Prozesses 1, die sich
iIm Betrieb einstellen. Die Eingangsgro3en u werden beispielsweise als Stellgro3en an Aktuatoren
3 des technischen Prozesses 1 eingestellt, sodass sich die Anzahl der Ausgangsgrol3en y, und
die Betriebsparameter s, ergeben. Naturlich sind die Eingangsgrof3en u aus der physikalischen
Implementierung des technischen Prozesses 1 oder der Aktuatoren beschrankt, sodass die Ein-
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gangsgrof3en u nur bestimmte Werte annehmen konnen. Damit ergibt sich auch ein moglicher
Betriebsbereich des technischen Prozesses 1, der von den Betriebsparametern s aufgespannt
wird. Bel einem Verbrennungsmotor sind typische Betriebsparameter s beispielsweise die Dreh-
zahl und das Drenhmoment des Verbrennungsmotors, aber auch Grof3en wie die Einspritzmenge,
die Abgastemperatur oder ein Abgasmassenstrom. Typische zu regelnde Ausgangsgrof3en sind
beispielsweise emissionsrelevante Gro3en im Abgas oder im Ansaugtrakt (z.B. NOx, EGR-Rate,
Verbrennungsluftverhaltnis oder Ansaugluftmassenstrom) aber auch momentenrelevante Gro-
3en wie Ladedruck, Druck vor Turbolader oder gesamter Luftmassenstrom in den Zylinder. Diese
GroBen konnen beispielsweise mit einer Drosselklappe, einer Abgasruckfuhrung (EGR), einem
Turbolader mit variabler Geometrie (VI QG), mit einem elektrischen Turbolader (Turbolader mit
Elektromotor zum aktiven Antreiben des Turboladers, wobei der Elektromotor auch generatorisch
zur Energierickgewinnung betrieben werden kann), usw. als Aktuatoren 3, beeinflusst werden.
In verschiedenen technischen Prozessen 1 kommen naturlich verschiedene Aktuatoren 3 zum
Einsatz. Die Regelung ermittelt damit die Stellgrof3en (Eingangsgrof3en) beispielsweise fur die
Abgasruckfihrung und den Turbolader, um die Ausgangsgrof3e (z.B. NOx und Luftmassenstrom)
zu regeln. Naturlich gibt es, insbesondere in einem Fahrzeug, noch eine Fulle anderer technischer
Prozesse, die geregelt werden, und die nicht alle einzeln aufgefuhrt werden konnen. Beispiele
sind die Regelung der Verbrennung eines Verbrennungsmotors, eines Hybridantriebsstranges,
einer Abgasnachbehandlung, eines Getriebes, usw. Je nach technischem Prozess 1 und je nach-
dem was geregelt werden soll, werden in der Regelung unterschiedliche Eingangsgrof3en u, Aus-
gangsgrof3en y und Betriebsparameter s zu berucksichtigen sein. Der technische Prozess 1 wird
von einem Regler 2 geregelt, der in jedem Zeitschritt der Regelung anhand der implementierten
Regelung die Eingangsgrof3en u berechnet, die an den Aktuatoren 3 als Stellgrof3en eingestellt
werden mussen, damit die Ausgangsgrof3e y einem vorgegebenen Sollwert vy, bzw. einen zu-
kunftigen Verlauf des Sollwerts yrer Uber den Pradiktionshorizont bei einer modellpradiktiven Re-
gelung, folgt.

[0019] Die Erfindung geht weiter davon aus, dass fur den nichtlinearen technischen Prozess 1
ein Modell M vorhanden ist, das die zumindest eine Eingangsgrof3e u in Abhangigkeit von mogli-
chen Betriebsparametern s auf die zumindest eine Ausgangsgrof3e y abbildet, also y = f(u, s).
Das Modell M besteht aus einer Mehrzahl |, miti= 1, von Tellmodellen M; (Fig.3). Der betrachtete
Betriebsbereich 4 (was nicht dem gesamten moglichen Betriebsbereich 4 entsprechen muss) des
technischen Prozesses 1 wird in 1 Teilbereiche TBi unterteilt, wie in Fig.2 dargestellt, und fur jeden
der i Teilbereiche gibt es ein Tellmodell Mi. Wieviele Teillmodelle M; es gibt und wie der betrachtete
Betriebsbereich 4 in die i Teilbereiche aufgeteilt wird, ist fir die Erfindung nicht entscheidend. Es
erubrigt sich zu erwahnen, dass fur verschiedene technische Prozesse 1 verschiedene Teilmo-
delle M; zum Einsatz kommen und dass auch die Anzahl i der Teillmodelle M; unterschiedlich sein
kann. Im Beispiel der Fig.2 wird der Betriebsbereich 4 von zwei Betriebsparametern s1, s2, bel-
spielsweise die Drehzahl und das Drehmoment eines Verbrennungsmotors, aufgespannt. Selbst-
verstandlich sind aber auch mehr oder weniger Betriebsparameter s moglich.

Der Ausgang des Modells M ergibt sich aus den Modellausgangen y; der Teillmodelle M; nach
einer vorgegebenen Kombinationsvorschrift, beispielsweise als gewichtete Summe der Mo-
dellausgange yi der Teilmodelle M;. Dabei ist fur jedes Teilmodell M; eine Gewichtungsfunktion ¢
gegeben, die den Einfluss des jewelligen Teillmodells M; auf die zumindest eine Ausgangsgrof3e
y des Modells M tber den Betriebsbereich 4 beschreibt. Die Gewichtungsfunktion @; ist Ublicher-
welise eine Funktion der Betriebsparameter s, kann aber auch von den Eingangsgrol3en u und/o-
der Ausgangsgrof3en y beeinflusst werden. Beispielsweise kann ein Teilmodell M; nur in einem
sehr engen Bereich um einen bestimmten Betriebspunkt (definiert durch eine Kombination der
Betriebsparameter s) Einfluss auf eine Ausgangsgrof3e ¥ des Modells M haben, oder kann in
einem grofBeren oder ganzen Bereich des betrachteten Betriebsbereichs Einfluss ausuben. Ein
Beispiel einer Gewichtungsfunktion @; ist eine Sigmoidfunktion. Allgemein ergibt sich die zumin-
dest eine Ausgangsgrof3e § des Modells M in der Form y = ), ¢, - y;, wobel ein Tellmodell M
4

auch vergangene Eingangsgrof3en und/oder Ausgangsgrof3en verarbeiten kann, wie in Fig.3 an-
gedeutet. Bel mehreren Ausgangsgrof3en sind die Ausgangsgrof3e § und der Modellausgang i
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Vektoren mit den einzelnen Ausgangsgrof3en als Vektorelemente. Ein typisches Beispiel eines
solchen Modells M ist ein lokales Modellnetzwerk LMN. Es ist aber durchaus denkbar, dass die
einzelnen Modellausgange i der Tellmodelle M; auch anders zur Ausgangsgrol3e y des Modells
M kombiniert werden konnten. Die Ausgangsgrofi3e ¥ des Modells M ist damit eine Schatzung der
tatsachlichen Ausgangsgrol3e y des technischen Prozesses 1.

[0020] Entscheidend fur die Erfindung ist die Modellstruktur der Teillmodelle M. Jedes Teilmodell
M; ist als lineares Zustandsraummodell modelliert. Das Zustandsraummodell kann beispielsweise
aus einer physikalischen Beschreibung des technischen Prozesses 1, beispielsweise mittels Dif-
ferentialgleichungen oder Differenzengleichungen n-ter Ordnung, vorzugsweise maximal 2. oder
3.0rdnung, abgeleitet werden. In diesem Fall haben die Zustande x im Zustandsraummodell eine
physikalische Entsprechung. Das Zustandsraummodell muss aber nicht zwingend eine physika-
lische Entsprechung haben, sondern kann auch als Black Box Modell implementiert sein. Jedes
Teillmodell M; ist als Zustandsraummodell in bekannter Zustandsraumdarstellung gegeben, also

allgemein in zeitdiskreter Schreibweise mit Zeitschritt k in der Form D,Cf(k 1) = Aixi(k) + Biu(k)
Vi(k) = Cix; (k)
5ci — Aixi + Biu -

oder aquivalent in zeitkontinuierlicher Form als 9, = Cyx, . Ublicherweise sind die Matrizen
{ {1
Ai, Bi, Ci in den verschiedenen Darstellungsformen aber nicht gleich.
Darin sind A;, Bi, C; die Systemmatrizen, die den technischen Prozess 1 beschreiben, x; die Zu-
stande, ¥, die Ausgangsgrof3e(n) und u bezeichnet die Eingangsgrof3e(n). Je nach Anzahl der
Eingangsgrofen u und AusgangsgrofBen §; kann das Teilmodell M; als EingroBensystem (SISO;
single input single output), in diesem Fall waren B und C Vektoren, oder Mehrgrof3ensystem
(MIMO; multiple input multiple output) vorliegen. Die Ordnung n des Zustandsraummodells ergibt
sich aus der GrofB3e der Systemmatrizen A;, Bi, Ci, beispielsweise ist die Systemmatrix A eine n x
n Matrix und die Systemmatrix Bi eine n x Anzahl der Eingangsgrof3en Matrix und C; eine Anzahl
der Ausgangsgrof3en x n Matrix. Bei einem SISO System reduzieren sich die Matrizen B, C; auf
Vektoren. Zur Bestimmung des Modellausgangs y; des Modells M des technischen Prozesses 1
werden die Modellausgange ¢i der Teilmodelle M; mit der jeweiligen gegebenen Gewichtungs-
funktion @i, des Teillmodells M; in Zustandsraumdarstellung gewichtet und aufsummiert (oder an-
derweitig kombiniert), also beispielsweise V(k) =), ¢;C;x;(k). Ublicherweise gilt dabei
{

Zi(Pi=1.

[0021] Ein derartiges Modell M, oder die Tellmodelle M;, kann bekannt oder vorgegeben sein
oder kann trainiert werden. Zum Training kann der technische Prozess 1 beispielsweise auf ei-
nem Prifstand (z.B. ein Motorprufstand fur einen Verbrennungsmotor) gemaf gewisser Vorga-
ben fur Betriebsparameter s und Eingangsgrof3en u betrieben werden und dabei die Ausgangs-
groBen y gemessen oder aus anderen erfassten Messgrof3en berechnet werden. Der betrachtete
Betriebsbereich 4 wird dann in i1 Teilbereiche unterteilt und aus den diesen | Teilbereichen zuge-
ordneten Eingangsgrof3en, Ausgangsgrof3en und Betriebsparametern s konnen mit hinlanglich
bekannten mathematischen Trainingsmethoden die Teilmodelle M; trainiert werden, also die Sys-
temmatrizen A, Bi, C; der Teillmodelle M; bestimmt werden. Beispielsweise wird in jedem Teilbe-
reich TBI des Betriebsbereichs 4 zumindest ein Betriebspunkt BPi vermessen (Eingangsgrofie,
Ausgangsgrofi3e, Betriebsparameter) und das Teillmodell M; dafur parametrisiert, sodass der Mo-
dellausgang y: des zugeordneten Tellmodells M; den In diesem Betriebspunkt BPI gemessenen
Ausgang bestmoglich approximiert. Solche Trainingsalgorithmen sind hinlanglich bekannt, wes-
halb nicht naher darauf eingegangen werden muss. Die Gewichtungsfunktionen @i, kKbnnen vor-
gegeben werden oder vorgegeben sein, um die Gultigkeit oder den Einfluss eines Teillmodells M
in anderen Teilbereichen TBi festzulegen. Die Gewichtungsfunktionen ¢;, konnen aber genauso
im Zuge des Trainings des Modells M mitbestimmt oder optimiert werden. Fur die Erfindung kann
davon ausgegangen werden, dass ein derartiges Modell M vorliegt. Das Training eines solchen
Modells M ist nicht Teil der Erfindung, sondern bekannt.

[0022] FUr die Erfindung wird die Modellstruktur der Teilmodelle M; in der Zustandsraumdarstel-
lung mit dem Zustandsvektor x zuerst mit einer regularen Zustandstransformation in ein System
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mit gewahlten neuen ZustandsgroBen in einem neuen Zustandsvektor z uberfuhrt. Die regulare
Zustandstransformation erfolgt allgemein mittels einer Transformationsmatrix T in der Form z =
Tx. Das Ziel der Zustandstransformation ist bekanntermaf3en das zugrundeliegende dynamische
System in Form des Zustandsraummodells in aquivalenter, aber anderer mathematischer Weise
darzustellen. Die Dynamik bleibt damit mit dieser Transformation aber erhalten. Es gibt verschie-
dene Wege, um ein Zustandsraummodell eines linearen SISO oder MIMO Systems in die Rege-
lungsnormalform Uberzufihren. Diese Transformation in die Regelungsnormalform ist aber
grundsatzlich hinlanglich bekannt und wird am Beispiel eines Mehrgrof3ensystems (MIMQO) im
zeltkontinuierlichen Fall kurz erlautert.

[0023] Die Transformation in die Regelungsnormalform erfolgt fur ein lineares Zustandsraummo-
dell vorzugsweise mit einer Transformationsmatrix T, die sich aus der Steuerbarkeitsmatrix Qs
des linearen Zustandsraummodells ergibt. Die Transformation ist z.B. aus J. Lunze, Regelungs-
technik 2, Springer Verlag, 9.Auflage, 2016 bekannt. Aus dem Zustandsraummodell

133

=1

ergibt sich die reduzierte Steuerbarkeitsmatrix Q; bekanntermaBen zu Qg =

111

Zpi:“

[by,...,APr"1b,, -+, b,..., APm~1b ] mit den sogenannten Steuerbarkeitsindizes p;, mit =t

mit der Systemordnung n. Die Steuerbarkeitsindizes pi geben die Anzahl der linear unabhangigen
Spalten in der Steuerbarkeitsmatrix Qs = [b4,..., b, Aby,...,Aby,,..., A% by, -+, A" 1b..] des Zu-
standsraummodells an und ergeben sich aus der Modellierung des technischen Prozesses 1

durch das Zustandsraummodell. Die Transformation folgt aus dem Zustandsvektor x im Zu-
standsraummodell aus z=T-x mit dem neuen Zustandsvektor z in Regelungsnormalform.

[0024] Die Transformationsmatrix T ergibtsichzu T = [¢,",..., ;" AP~ 4,0, 6, " APm™ T, Der

i
Z p] -Ie

Vektor t; stellt die =1 Zeil der inversen reduzierten Steuerbarkeitsmatrix Q! dar.

[0025] Das wird am Beispiel eines MIMO Systems mit Systemordnung n=3 und mit zwei Ein-
gangsgroBen und zweil AusgangsgrofRen und mit den Steuerbarkeitsindizes p1 = 1, p2 = 2 ver-

deutlicht. Die reduzierte Steuerbarkeitsmatrix ergibt sich dann zu Q, = [b;, b, Ab,]", woraus
die inverse reduzierte Steuerbarkeitsmatrix Q. ! folgt. Die Transformationsmatrix T ergibt sich
dannzuT = [t;7 ¢,7 t,TA]", mite,! als erste Zeile t, als dritten Zeile der inversen reduzierten
Steuerbarkeitsmatrix Q5 1.

[0026] Die Transformation in die Regelungsnormalform ergibt sich dann aus dem Zustandsvektor
X im Zustandsraummodell aus z=T-x bzw. x=T'z mit dem neuen Zustandsvektor z =

(211 " Zip, 0 Zma " Zmpn,|' in Regelungsnormalform. Daraus lasst sich die folgende
Transformationsvorschrift ableiten, mit j = 1 ...m (Anzahl der Eingangsgrof3en) und der virtuellen
Eingangsgrof3e v;.

Zj1 = Zj.2

Zj,pj—1 = Zjp;

= t; APIT 'z 4+ t; APi"'Bu = v;

Zj,p; ]

[0027] In Matrixdarstellung folgt daraus z = Az + Bv mit den virtuellen Eingangsgréien

Vq t{AﬁM t{AFh—l
| = v = : T 1z + : Bu.

Uin t%;APm tz?;APm_l
e
K H

[0028] Die virtuellen Eingangsgrof3en v ergeben sich also aus der Zustandstransformation in die
Regelungsnormalform aus den Systemmatrizen A, B des Zustandsraumodells. Es ergeben sich
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genauso viele virtuelle Eingangsgrof3en v als es physikalische Eingangsgrofi3en u gibt. Weilters ist
erkennbar, dass die Abbildung der virtuellen Eingangsgrof3en v auf die neuen Zustandsgrof3en z
iIn Regelungsnormalform durch eine Integratorenkette gegeben ist (in zeitdiskreter Darstellung
eine Kette von Verzogerungsgliedern). Aul3erdem kann die physikalische Eingangsgrof3e u aus
der virtuellen EingangsgroBe v rekonstruiert werden in der Form u=H"'v-H'Kz. Die Ausgangs-
groBe y ergibt sich aus der Transformation zu § = CT 1

| —
W

Z11 =l PAT 1z + tf Bu = v,

[0029] Fur das obige Beispiel ergabe sich z, 1 = 2z, bzw. In Matrixdarstel-
Zyo = t3 AT 1z 4+ t; ABu = v,

lung
0 0 0 1 0 . t1 A t Z1,1
=10 0 1|z+|0 O vmitv=[v1]= |\ T 1z+]| ¢ |Buundz=1|221]| Die ZU-
0 0 0 0 1 S T tT A 2%
A B K H

standsgrofBen z in Regelungsnormalform sind damit im zeitdiskreten Fall vergangene virtuelle
Eingangsgrof3en v und im zeitkontinuierlichen Fall zeitliche Integrale der virtuellen Eingangsgro-
3en v.

[0030] Fur ein SISO System ergibt sich die Transformation in die Regelungsnormalform in ana-
loge Weise.

[0031] Diese Transformation ist fur jedes der i Teilmodelle M; durchzufthren, wobei sich fur die
Teilmodelle M; aus der Transformation unterschiedliche Matrizen T;, Ki, Hi, W; ergeben. Die Trans-
formation kann naturlich in aquivalenter Weise auch in zeitdiskreter Darstellung durchgetfuhrt wer-
den.

[0032] Auf dasselbe Ergebnis kommt man, wenn man beispielsweise den Ausgang y im Zu-
standsraummodell jedes Tellmodells Mi solange nach der Zeit ableitet, bis in der Ableitung das
erste Mal der Eingang u vorkommt. Auch das fuhrt zur Regelungsnormalform flr die Zustands-
raumdarstellung und zu Matrizen H, K, W, die sich nun aber nicht direkt aus Matrixprodukten
einer Transformationsmatrix T und den Systemmatrlzen Ai, B, C ergeben Auch hierbel ergibt

sich ein transformiertes Zustandsraummodell in der Form z = Az + Bv.

[0033] Diese Zustandstransformation in die Regelungsnormalform wird fur jedes der i Teillmodelle
M; durchgefuhrt. Gemal3 der Erfindung hat jedes Teillmodell M; dieselbe Systemordnung n. Dieser
Ansatz ist fur ein Modell M eines technischen Prozesses 1, das aus Teilmodellen M; zusammen-
gesetzt ist, sinnvoll, well die Teillmodelle M; den technischen Prozess 1 nur in unterschiedlichen
Teilbereichen TBi des Betriebsbereiches 4 modellieren. Damit sind die Strukturen der in die Re-
gelungsnormalform transformierten Zustandsraummodelle der Teilmodelle M; gleich und es treten
lediglich unterschiedliche Matrizen T, K, Hi, W, auf. Die virtuellen Eingangsgro3en v und die
transformierten Zustande z gelten aber fur alle Teilmodelle M;, weill man bei der Transformation
jedes Teillmodells M; auf dieselbe Integratorenkette (Kette von Zeitverzogerungsgliedern) kommt.
Dieser Umstand kann nun fur eine erfindungsgemalfe modellpradiktive Regelung des nichtlinea-
ren technischen Prozesses 1, der wie beschrieben mit linearen Tellmodellen M modelliert wird,
ausgenutzt werden.

[0034] Jedes Teilmodell M; wird wie beschrieben in das transformierte Zustandsraummodell, bei-
spielsweise In die Regelungsnormalform, transtormiert, wobei die virtuellen Eingangsgrof3en v
und die transformierten Zustande z tUr jedes Teilmodell M; gultig sind. Es kann somit nur eine
einzige modellpradiktive Regelung entworfen werden, die die virtuelle Eingangsgrof3en v regelt
und das transformierte Zustandsraummodell z = Az + Bv, also die Integratorenkette (Kette von
Verzogerungsgliedern) bei einer Transformation in die Regelungsnormalform, als das der modell-
pradiktiven Regelung zugrunde liegende Modell verwendet, womit sich auch die transformierten
Zustande z ergeben.
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[0035] Fur eine vorteilhafte Implementierung der erfindungsgemaBen modellpradiktiven Rege-
lung kann man sich den Umstand der Modellierung durch das Modell M des technischen Prozes-
ses 1 mit Teilmodellen Mi in Form von Zustandsraummodellen zu Nutze machen, was nachfol-
gend In zeitdiskreter Formulierung erlautert wird. Bel dieser Vorgehensweise wird die Rucktrans-
formation der virtuellen Eingangsgrof3en in die physikalischen Eingangsgro3en und die Summie-
rung uber die Teillmodelle M; in der Optimierung mitbertcksichtigt und somit in einem Rechen-
schritt berechnet.

[0036] Der nichtlineare technische Prozess 1 ist wie beschrieben mit einer Anzahl 1 Tellmodellen
M In der Form von Zustandsraummodellen (nun in zeitdiskreter Darstellung)

90 = ) @ilk)Cixi (k)
l
modelliert. Aus der Zustandstransformation in die Regelungsnormalform der Teilmodelle M; erge-

ben sich wie oben ausgefuhrt die Eingangsgrofe u(k) und die Ausgangsgrof3e y(k) des techni-
schen Prozesses 1 In der Form

u(k) = ) @uOHT v() = > @i UOH K, 2(k)

Np My,

9(k) = ) @ IOCT ™ 2(0)

N ——p———
W

[0037] FUr die modellpradiktive Regelung werden die zuklnftigen AusgangsgrofBen y(k+1), ...,
V(k+Np-1) und die zukunftigen Eingangsgrof3en u(k+1), ..., u(k+Ny-1) fir den Pradiktionshorizont
N, benotigt. Ferner wird wieder eine Kostenfunktion J fur die Optimierung bendotigt. Mit der Kos-
tenfunktion J wird die Abweichung der Ausgangsgrof3e y zu gegebenen Sollwerten der Ausgangs-
grof3e yer zum jeweiligen Zeitpunkt bewertet. Das erfolgt beispielsweise wieder Uber die quadra-
tische Abweichung und mit einem Einstellparameter Q, der Regelung, wobei Qy fur ein MIMO
System eine Matrix mit mehreren Einstellparametern ist. Das fuhrt in der allgemeinen Formulie-
rung (fr SISO und MIMO) zu J = (Yrer- Y)' Qy(Yrer- Y). Vorzugsweise wird auch die Differenz
zwischen zwei Stelleingriffen, also die Anderung der Eingangsgrof3en u, bewertet, beispielsweise
wieder als quadratische Abweichung. Das kann beispielsweise mit einem zusatzlichen Term (AU'
Qu AU) in der Kostenfunktion J bertcksichtigt werden. Q. ist darin wieder ein Einstellparameter
der Regelung, wobei Q, fur ein MIMO System eine Matrix mit mehreren Einstellparametern ist.
Es sei aber angemerkt, dass die Kostenfunktion J die Abweichung der Ausgangsgrof3en y von
Sollwerten y.er naturlich auch anders bewerten kann, was in gleicher Weise auch fur die Anderung
(oder den Gradienten) der Eingangsgrof3en u zutrifft. Ebenso konnen in der Kostenfunktion J
auch weitere Terme berucksichtigt werden. Beispielsweise konnte in einem weiteren Term die
virtuelle EingangsgrofBe V bewertet werden, z.B. wie die Eingangsgro3e U. Es konnten ferner
auch andere mit dem technischen Prozess 1 in Zusammenhang stehenden Terme in der Kosten-
funktion J bewertet werden. Beispielsweise konnte flr einen Verbrennungsmotor als technischen
Prozess 1 auch der Kraftstoffverbrauch oder eine Emissionsgrof3e als weiterer Term in der Kos-
tenfunktion J bertcksichtigt werden, gegebenentalls wieder mit einem Einstellparameter. Damit
konnten in der Kostenfunktion ein hoher Kraftstoffverbrauch oder zu hohe Emissionen bestraft
werden.

[0038] Die vorteilhafte Ausgestaltung der Erfindung wird im Folgenden am Beispiel der Kosten-
funktion J = (Yrer- Y)' Qy(Yrer - Y) + AUT Qu AU beschrieben.

[0039] FUr die modellpradiktive Regelung werden die zukunftigen AusgangsgrofBen ¥ (k+1), ...,
¥ (K+Np-1) Uber den Pradiktionshorizont N, benotigt. Diese konnen fur den Pradiktionshorizont N,
angeschrieben werden.
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V(k) = Wyz(k)

Yk +1) = Wyy1Az(k) + y(k) + Wy i1 Bv(k) — Wy z(k)

9k +2) =W, ,A%z(k) + y(k) + W, ABv(k) + W,..,Bv(k + 1) — W, z(k)

P(k +3) = W,13432(k) + Wy, 3A?Bv(k) + Wy 3 ABv(k + 1) + Wy, 3 Bv(k + 2) — Wy z(k)

[0040] In Matrixform ergibt sich das mit der Einheitsmatrix | und der oben definierten Matrix Wy

ZU
y(k + 1) Wi A=W, I W, B 0 0 v(k)
Yk +2)| _ (Wi A2 =W, 1 lZ(k)] + | Wks24B WiyoB 0 vk + 1)
y(k 3) Wk+3ﬁ3 - Wk I y(k) Wk+3121v2§ Wk+3121’§ Wk+3§ tee U(k + 2)
\—'},,—./ . . " . . o 1; ,

Dy,

[0041] In gleicher Weise kann man die Abweichungen Au(k) = u(k) - u(k-1) bis Au(k+Ny-1) =
U(k+Np-1) - u(k+Np-2), usw. anschreiben und man erhalt in Matrixform mit den oben definierten
Matrizen My, Nk

Au(k) M;, —1
AU,(R —+ 1) _ Mk+1A _Mk 0 l Z(k) ]
Au(k + 2) My, A% — M, A 0 |lulk—1)
T—/
Ny 0 0 011 w(k)
My42AB — My 1B Myy2B — Ngyy Ny, Of|v(k+2)
™y T

We A=W, I 0

.
etiniert man aie wiatriZen = un —
[0042] Definiert man die Matrizen F, = | Vk+24" = Wi 1 Olyng g
Wi A=W, I 0

M, 0 —I

Mk+1A - Mk 0 O
My12A% = My2A 0 0

R 29 | 1o,
y(k) |+ [
R -] 1Pul@
sind von den Gewichtungsfunktionen ¢; der Teilmodell M; abh&ngig. Die Matrizen 4, B ergeben
sich aus der obigen Beschreibung der Integratorketten oder Ketten von Verzogerungsgliedern als
Zustandsraumsystem in Regelungsnormalform. y(k) bezeichnet die aktuell gemessene Aus-
gangsgrofBe und u(k-1) im vorherigen Zeitschritt ermittelte Eingangsgrof3e und stellen die Start-

werte der Pradiktion in der Optimierung dar.

[0043] Setzt man das in die definierte Kostenfunktion J = (Y- Y)' Qy (Yrer - Y) + AU Q, AU ein
erhalt man

erhalt man zusammengefasst [ ! ] = l

AL ]V. Die Matrizen Fy, Fy, ®©y, O,

9/17



':‘Stﬂi'rf‘ffhﬁfhfﬂ AT 522 290 B1 2021 '01'15

patentamt

%

J
A C [%y c;)u] liiil"
: |
-2fop oty o I ][0 Rl)ve-
/

[0044] Weltere sich ergebende, von V unabhangige Terme konnen in der Kostenfunktion J, die
nach V optimiert wird, unbertcksichtigt bleiben, weil diese in der Kostenfunktion J nur konstante
Terme waren. Die Kostenfunktion J fir die Optimierung ergibt sich dann zu J = V'EV- 2V'f'. Diese
Kostenfunktion J ist der Input in die Optimierung, insbesondere Input in einen Losungsalgorith-
mus far das Optimierungsproblem

Vope = min VIEV — 2V fT,

[0045] Die Losung dieses Optimierungsproblems ist ein Quadratisches Programm, das in der
Literatur gut untersucht ist und fur das es geeignete Losungsalgorithmen gibt.

[0046] In der Optimierung wird die Kostenfunktion J Ublicherweise durch Variation der virtuellen
Eingangsgrof3en v minimiert wird, wobel auch eine Maximierung denkbar ist. Das kann iterativ
erfolgen, mit einem vorgegebenen Abbruchkriterium, beispielsweise eine Anzahl von Iterations-
schritten oder ein gegebenes Abbruchkriterium. Es kann fur bestimmte Kostenfunktionen J aber
auch eine analytische Losung der Optimierung gefunden werden.

[0047] Mit der derartigen modellpradiktiven Regelung wird der virtuelle Eingangsgrof3envektor v
(bei SISO System nur eine Eingangsgrof3e) derart ermittelt, dass die gewichtete Summe der Mo-
dellausgange Vi, also der AusgangsgrofBenvektor ¥ (bei einem SISO System nur eine Ausgangs-
grof3e) des Modells M, dem vorgegebenen Referenzwert y.r gemal dem Optimierungskriterium,
das in der Kostenfunktion J festgelegt ist, folgt. Dabel kann bei entsprechender Wahl der Kosten-
funktion J gleichzeitig auch die gewichtete Summe der Eingangsgrof3en berucksichtigt werden.
Da die Bestimmung der virtuellen EingangsgroBen v auf der gewichteten Summe von i, und
gegebenenfalls auch u;, basiert, wird immer dieselbe Kostenfunktion betrachtet, womit in der Op-
timierung trotz der Anzahl i von Teilmodellen M; nur eine Kostenfunktion J optimiert werden muss.
Das ermoglicht eine besonders effiziente Realisierung einer modellpradiktiven Regelung.

[0048] Der Vortell dieses Ansatzes liegt auch darin, dass unmittelbar Randbedingungen und Ne-
benbedingungen auf die Eingangsgro3en u und die Ausgangsgrof3en y bedarfsweise bertcksich-
tigt werden kdnnen, beispielsweise Au™" < Au < Au™* oder y™" < § < y™3 wobei die mit min, max
bezeichneten Grenzwerte in der Optimierung vorgegeben werden, beispielsweise durch physika-
lische Vorgaben des technischen Prozesses 1 oder der Aktuatoren 3.

[0049] Die Einstellparameter Qy, Qu mussen in der Optimierung nicht konstant sein. Diese kon-
nen sich auch von Zeitschritt zu Zeitschritt andern, konnen aber auch abhangig sein vom jewelli-
gen Betriebspunkt BP und konnten sogar uber den Pradiktionshorizont Np veranderlich sein.

[0050] Diese Optimierung ist in jedem Zeitschritt k der Regelung zu l6sen, wobel in jedem Zeit-
schritt auch die Matrizen E, f, bzw. die darin enthaltenen Matrizen, zu bestimmen sind, da diese
von der Kombinationsvorschrift der Teilmodelle M;, beispielsweise den Gewichtungsfunktionen
@i, abhangig sind. Solche Matrizenoperationen lassen sich aber in jedem Zeitschritt k [6sen.

[0051] Die Optimierung liefert somit den optimalen zeitlichen Verlauf (zeitdiskret oder zeitkontini-
uierlich) der virtuellen Eingangsgrof3en V uber den Pradiktionshorizont Np. Wie in der modellpra-
diktiven Regelung ublich werden vom ermittelten Verlauf zumindest die fur den aktuellen Zeit-
schritt k gultigen Grof3en verwendet, und die anderen verworfen. Fur ein SISO System enthalt V
nur den Verlauf einer virtuellen Eingangsgrof3e uber den Pradiktionshorizont Np, fur ein MIMO
System den Verlauf einer virtuellen Eingangsgrof3e v uber den Pradiktionshorizont Np fur jede
physikalische Eingangsgrof3e u. Damit kann die physikalische Eingangsgrof3e u(k) wie oben aus-
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gefuhrt rekonstruiert werden. Ebenso kann eine Schatzung der Ausgangsgrof3e y(Kk) ermittelt wer-
den, wie oben ausgefuhrt. Die derart ermittelte Ausgangsgrof3e y(k) ist dabei eine Schatzung der
sich ergebenden tatsachlichen Ausgangsgrof3en y, wenn an das technische System 1 die Ein-
gangsgrofBen u angelegt werden, beispielsweise als Stellgro3en an den Aktuatoren 3.

[0052] Eine erfindungsgemal ausgefuhrte Regelungseinheit 2 ist in Fig.4 dargestellt. Die Rege-
lungseinheit 2 ist beispielsweise als Recheneinheit (Hardware) ausgefuhrt und die modellpradik-
tive Regelung MPC ist in Software auf der Recheneinheit implementiert. In der modellpradiktiven
Regelung MPC wird in jedem Zeitschritt k der Regelung die oben beschriebene Optimierung der
gewahlten Kostenfunktion J gelost. Daraus erhalt man die im aktuellen Zeitschritt k gultigen vir-
tuellen Eingangsgrofen v(k) und die virtuellen Zustandsgrof3en z(k), aus denen die physikali-
schen Eingangsgrof3en u(k) des technischen Prozesses 1 rekonstruiert werden, beispielsweise
aus u(k) = Nkv(kK) + Mkz(k). Zusatzlich kann auch ein Schatzwert (k) der Ausgangsgrof3en y er-
mittelt werden, beispielsweise aus ¥(k) = Wxz(Kk).

[0053] Zur Berechnung wird die aktuelle Ausgangsgrof3e y(k) am technischen Prozess 1 gemes-
sen und der Regelungseinheit 2 rickgefuhrt, womit ein geschlossener Regelkreis realisiert wer-
den kann.

[0054] Anstelle der Verwendung einer gemessenen Ausgangsgrofi3e y(k) als Startwert konnte fur
die modellpradiktive Regelung MPC auch der ermittelte Schatzwert der Ausgangsgrof3e (k) ver-
wendet werden. Dazu kann der ermittelte Schatzwert der Ausgangsgrofi3e §(k) der Regelungsein-
heit2 ruckgeflhrt werden, wie In Fig.4 strichliert angedeutet. Dabei konnte man immer die im
vorherigen Zeitschritt (k-1) ermittelte, geschatzte Ausgangsgrof3e y(k+1) als Ausgangsgrol3e y(k)
Im aktuellen Zeitschritt (k) verwenden, weil im Zeitschritt (k) die aktuelle Ausgangsgrof3e y(k) erst
berechnet wird und somit nicht vorliegt. Damit erhalt man eine Art Vorsteuerung des technischen
Prozesses 1, die zusatzlich Begrenzungen der Eingangsgrofi3e u (Stellgro3enbegrenzungen) ein-
halt.

[0055] Die gemessene Ausgangsgrol3e y(k) konnte aber auch verwendet werden, um die Tell-
modelle M; zu verbessern, beispielsweise indem das Iraining der Tellmodelle M; In gewissen
Abstanden mit aktuellen Werten der Ausgangsgrof3e y(k) und zugehorigen Eingangsgrofi3en u
wiederholt wird, was auch online erfolgen konnte.

[0056] Nachfolgend werden als Beispiele von technischen Prozessen 1, die mit einer erfindungs-
gemaflen modellpradiktiven Regelung geregelt werden konnten, die Luftpfadregelung eines Ver-
brennungsmotors, die Kuhlkreisregelung eines Personen- oder Lastkraftwagens, die Regelung
einer Brennstoffzelle, die Regelung der Warmertuckgewinnung aus dem Abgas, die Regelung
eines Hybridantriebstranges und eine Adaptive Fahrzeuggeschwindigkeitsregelung kurz erlau-
tert.

[0057] Bei der Luftpfadregelung eines Verbrennungsmotors werden typischerweise die Aus-
gangsgrofen Abgasdruck oder Ladedruck und NOx geregelt. Als Stellgro3en der Regelung (Ein-
gangsgroBen) kommen die EGR Position, die VGT Position, ein Sollwert eines elektrischen Tur-
boladers, eine Abgas- oder Ansaugdrosselklappenstellung oder der Winkel Einspritzbeginn in
Frage. Beschrankungen des technischen Prozesses 1 sind beispielsweise eine Turboladerdrah-
zahl, eine Abgastemperatur oder ein Verbrennungsluftverhaltnis. Als zusatzlicher Kostenterm in
der Kostenfunktion J kann auch der spezifische Kraftstoffverbrauch bewertet werden.

[0058] Bei einer Kuhlkreisregelung eines Personen- oder Lastkraftwagens werden beispiels-
weise optimale StellgroBen (EingangsgroBen) fur eine Kuhlwasserpumpe, einen Lufter, einer
Durchflussmenge-Ventiloffnung oder eine elektrisch verstellbare Motorgrill-dalousie-Position (Va-
riable Grill Shutter Position) geregelt, sodass die Ausgangsgrof3en wie Motortemperatur und La-
delufttemperatur geregelt werden. Dabel kann in der Kostenfunktion ebenfalls wieder ein zusatz-
licher Kostenterm, der den Kraftstoffverbrauch bewertet, enthalten sein.

[0059] Ein anderes Beispiel eines technischen Prozesses 1 ist eine Brennstoffzelle. Dabei kon-
nen die Ausgangsgrofen Luftmassenstrom der Kathodenseite und Kathodengegendruck mittels
der EingangsgroBBen (StellgroBen) Kompressorleistung oder Gegendruckventilstellung und Ven-
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tilstellung der Wasserstoffzufuhr geregelt werden.

[0060] Eine andere Funktion eines Fahrzeugs, die als technischer Prozess 1 geregelt werden
konnte ist die Warmertckgewinnung aus dem Abgas (Waste Heat Recovery, WHR). Hierbel
konnten als Ausgangsgrof3en der Regelung Kuhlwasser Temperaturanforderung, ein Warmetluss
in das WHR System oder eine Pumpenleistung im Warmeruckgewinnungskreis verwendet wer-
den. Als StellgroBen (Eingangsgroen) kamen ein Massenfluss, der Druck oder die Temperatur
(vor allem vor einem Verdampfer) eines Arbeitsmittels im Warmertckgewinnungskreis in Frage.
Als Beschrankungen konnten in der Optimierung Druck und Temperaturbeschrankungen des Ar-
beitsmittels, auch an verschiedenen Positionen, vor allem vor dem Verdampfer), ein maximal
zulassige Warmeeintrag in den Kuhlkreis oder ein maximale zulassige Kuhlwassertemperatur
verwendet werden. Als zusatzliche Kostenterme in der Kostenfunktion konnte eine WHR System
Effizienz oder eine WHR Turbinenausgangsleistung bertcksichtigt werden.

[0061] Eine modellpradiktive Regelung ist im automotiven Umfeld besonders vorteilhaft, weill in
modernen Fahrzeugen viele Funktionen anhand einer vorausschauenden Beurtellung von Fahr-
situationen geregelt werden, insbesondere anhand einer vorausschauenden Beurtellung einer
Fahrstrecke. Daraus konnen die zukunftigen zeitlichen Verlaufe der Sollwerte Yref ermittelt wer-
den, die in der modellpradiktiven Regelung benotigt werden. Das gilt insbesondere auch fur die
obigen Beispiele.

[0062] Beispielsweise kann das auch besonders vorteilhaft bei der Regelung eines Hybridan-
triebstranges eines Fahrzeuges verwendet werden, um die Momenten-Aufteilung zwischen Elekt-
romotor und Verbrennungsmotor (Torque Split) zu optimieren. Die modellpradiktive Regelung ba-
siert beispielsweise auf Information der davorliegenden Stecke, wie z.B. Steigung und Kurvenra-
dius, und der zu erwartenden Fahrzeuggeschwindigkeit.

[0063] Auch die Pradiktive Adaptive Fahrzeuggeschwindigkeitsregelung (Predictive Adaptive
Cruise Control) ist ein Beispiel fUr eine derartige Anwendung. Beispielsweise kann basierend auf
einer Sollwertvorgabe des Fahrers (Cruise Control Set Speed) und einem erlaubtem Toleranz-
band (StellgroBen-Verstellbereich) unter Berucksichtigung pradiktiver Information tiber die davor-
liegende Strecke eine optimale Geschwindigkeits-Trajektorie berechnet werden.

12 /17



%

':‘Stﬂi'rf‘ffhﬁfhfﬂ AT 522 290 B1 2021 '01'15

patentamt

Patentanspruche

1.

Vertahren zur Regelung eines nichtlinearen technischen Prozesses (1) mit zumindest einer
Eingangsgrof3e (u) und zumindest einer Ausgangsgrof3e (y), mit einer modellpradiktiven Re-
gelung (MPC), wobei mit der modellpradiktiven Regelung (MPC) in jedem Zeitschritt der Re-
gelung die zumindest eine Eingangsgrof3e (u) des nichtlinearen technischen Prozesses (1)
berechnet wird, die dem technischen Prozess (1) im aktuellen Zeitschritt der Regelung zur
Regelung aufgeschaltet wird, und der nichtlineare technische Prozess (1) mit einem Modell
(M) modelliert wird, das die zumindest eine EingangsgroBe (u) auf eine Schatzung der zu-
mindest einen Ausgangsgrol3e (V) abbildet, wobel das Modell (M) aus einer Anzahl von Tell-
modellen (M) besteht und die Ausgangsgrof3e (y) des Modells (M) aus einer gegebenen
Kombinationsvorschrift der Modellausgange (y;) der Teilmodelle (M;) gebildet wird, dadurch

gekennzeichnet, dass fur jedes Teilmodell (Mi) ein lineares Zustandsraummodell der Form

x;(k+1)=A;x;(k)+ B;u(k) oder x; = A;x; + Bju
Vi(k) = C;x; (k) Vi = CGix;

tor des Teillmodells (M), ¥i der Modellausgang des Tellmodells (M), u die Eingangsgrof3e des
technischen Prozesses und A, B, C; sich aus der Modellierung des technischen Prozesses
(1) ergebende Systemmatrizen sind, wobei jedes Zustandsraummodell dieselbe Systemord-
nung n hat, dass die Zustandsraummodelle der Tellmodelle (M) jeweils mit einer regularen
Zustandstransformation in ein transformiertes Zustandsraummodell in Regelungsnormal-
form der Form z = Az + Bv transformiert werden, mit Matrizen A, B, die sich aus der Trans-
formationsvorschriit ergeben, mit gewahlten neuen Zustandsgrof3en in einem neuen Zu-
standsvektor z und mit zumindest einer sich aus der Zustandstransformation ergebenden
virtuellen Eingangsgrof3e v, wobei jedes transformierte Teillmodell (M;) dieselbe zumindest
eine virtuelle EingangsgrofBe v und denselben virtuellen Zustandsvektor z aufweist, dass
eine auf einer Regelungseinheit (2) implementierte modellpradiktive Regelung (MPC) fur die
einzige virtuelle Eingangsgrof3e v verwendet wird, um den zeitlichen Verlauf der zumindest
einen, fur alle transtormierten Teilmodelle (M) gultigen, virtuellen Eingangsgrof3e v uber ei-
nen vorgegebenen Pradiktionshorizont Np zu berechnen, dass aus dem zeitlichen Verlauf
der derart berechneten zumindest einen virtuellen Eingangsgrof3e v die virtuelle Eingangs-
grof3e v zumindest des aktuellen Zeitschrittes der Regelung verwendet wird, um daraus In
der Regelungseinheit (2) die zumindest eine Eingangsgrof3e (u) des technischen Prozesses
(1) des aktuellen Zeitschrittes zu berechnen und dass die berechnete Eingangsgrof3e (u) als
Stellgrof3e fur die Regelung des technischen Prozesses (1) verwendet wird.

verwendet wird, wobel x; ein Zustandsvek-

Verfahren nach Anspruch 1, dadurch gekennzeichnet, dass fur die modellpradiktive Rege-
lung (MPC) eine Kostenfunktion J verwendet wird, die in der Regelungseinheit (2) in jedem
Zeitschritt der Regelung uber den Pradiktionshorizont Np durch Minimieren oder Maximieren
optimiert wird.

Verfahren nach Anspruch 2, dadurch gekennzeichnet, dass die die Abweichung eines pra-
dizierten zeitlichen Verlaufs der Ausgangsgrof3e Y Uber den Pradiktionshorizont Np von ei-
nem vorgegebenen zeitlichen Verlauf eines Sollwertes der Ausgangsgrof3e Y. bewertet.

Verfahren nach Anspruch 2, dadurch gekennzeichnet, dass in der Kostenfunktion J zu-
satzlich ein Kostenterm verwendet wird, der uber den Pradiktionshorizont Nr die Anderung
der zumindest einen Eingangsgrof3e u des technischen Prozesses (1) von einem Zeitschritt
zum nachsten Zeitschritt bewertet.

Vertahren nach einem der Anspruche 2 bis 4, dadurch gekennzeichnet, dass die Kosten-
funktion J in eine Funktion des zeitlichen Verlaufs V der virtuellen Eingangsgrof3e v, des
vorgegebenen zeitlichen Verlauf Y, des Sollwertes der Ausgangsgrof3e y und von Matrizen,
die sich aus der Zustandstransformation, den Systemmatrizen A, Bi, Ci der Teillmodelle (M)
und der Kombinationsvorschrift ergeben, umgewandelt wird, wobei die Matrizen in jedem
Zeitschritt der Regelung neu berechnet werden, und dass die Kostenfunktion J zur Ermittlung
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des optimalen Verlaufs der zumindest einen virtuellen Eingangsgro3e v durch einen in der
Regelungseinheit (2) implementierten Losungsalgorithmus durch Minimieren oder Maximie-
ren optimiert wird.

Verfahren nach einem der Anspruche 2 bis 5, dadurch gekennzeichnet, dass bei der Opti-
mierung der Kostenfunktion J vorgegebene Randbedingungen flr die zumindest eine Ein-
gangsgrofe u und/oder flr die zumindest eine Ausgangsgrof3e y berlcksichtigt werden.

Vertahren nach einem der Anspruche 2 bis 6, dadurch gekennzeichnet, dass als Startwert
fur die Optimierung ein aktueller Messwert y(k) der Ausgangsgrof3e y oder eine in einem
vorhergehenden Zeitschritt pradizierte Ausgangsgrof3e (y(k)) des technischen Prozesses
verwendet wird.

Verfahren nach Anspruch 1, dadurch gekennzeichnet, dass die Ausgangsgro3e () des
Modells aus einer mit einer Gewichtungsfunktion ¢;, gewichteten Summe der Modellaus-
gange (¥:) der Teilmodelle (M) zusammengesetzt wird.

Verfahren nach Anspruch 1, dadurch gekennzeichnet, dass ein betrachteter Betriebsbe-
reich (4) des technischen Prozesses (1) in Teilbereiche (TBi) unterteilt wird und fur jeden
Teilbereich (TBi) ein Teilmodell (M) verwendet wird.

Verfahren nach Anspruch 9, dadurch gekennzeichnet, dass in einem Teilbereich (TBi) zu-
mindest eine Kombination der zumindest einen Ausgangsgrof3e y in Abhangigkeit von der
zumindest einen Eingangsgrof3e u verwendet wird, um das fur diesen Teilbereich (TBi) gul-
tige Teilmodell (M) zu trainieren.

Verfahren nach Anspruch 1, dadurch gekennzeichnet, dass in der modellpradiktiven Re-
gelung (MPC) aus dem neuen Zustandsvektor z zusatzlich ein Schatzwert () der zumindest
einen Ausgangsgrof3e y ermittelt wird.

Regelungseinheit zur Regelung eines nichtlinearen technischen Prozesses (1) mit zumindest
einer Eingangsgrofe (u) und zumindest einer Ausgangsgrof3e (y), mit einer modellpradikti-
ven Regelung (MPC), wobel die modellpradiktive Regelung (MPC) in der Regelungseinheit
(2) Implementiert ist und in jedem Zeitschritt der Regelung einen Wert der zumindest einen
Eingangsgrof3e (u) des nichtlinearen technischen Prozesses (1) berechnet, und der nichtli-
neare technische Prozess (1) in der Regelungseinheit (2) mit einem Modell (M) modelliert
Ist, das die zumindest eine Eingangsgrof3e (u) auf eine Schatzung der zumindest einen Aus-
gangsgrof3e (y) abbildet, wobel das Modell (M) aus einer Anzahl von Teilmodellen (M;) be-
steht und die Ausgangsgrof3e (y) des Modells (M) aus einer gegebenen Kombinationsvor-
schrift der Modellausgange (vi) der Teilmodelle (M) gebildet wird, dadurch gekennzeichnet,
dass |edes Teillmodell (M) als lineares Zustandsraummodell der Form
;zgi)-l_:lz,;iég‘(k) + Biulk) oder ;i _ ’2,:;‘ B implementiert ist, wobei x; ein Zustands-
vektor des Tellmodells (M), i der Modellausgang des Teilmodells (M), u die Eingangsgrof3e
des technischen Prozesses und A;, Bi, C; sich aus der Modellierung des technischen Prozes-
ses (1) ergebende Systemmatrizen sind, wobei jedes Zustandsraummodell dieselbe Sys-
temordnung n hat, dass eine Zustandstransformation in Regelungsnormalform implementiert
Ist, die die Zustandsraummodelle der Teilmodelle (M;) jeweils in ein transformiertes Zu-
standsraummodell in Regelungsnormalform der Form z = Az + Bv transformiert, mit Matri-

zen A, B, die sich aus der Transformationsvorschrift ergeben, mit gewahlten neuen Zu-
standsgrof3en in einem neuen Zustandsvektor z und mit zumindest einer sich aus der Zu-
standstransformation ergebenden virtuellen Eingangsgrof3e v, wobei jedes transformierte
Teillmodell (M;) dieselbe zumindest eine virtuelle Eingangsgrof3e v und denselben virtuellen
Zustandsvektor z aufweist, dass die Regelungseinheit (2) mit der implementierten modell-
pradiktiven Regelung (MPC) einen zeitlichen Verlauf der zumindest einen, fur alle transfor-
mierten Tellmodelle (M) gultigen, virtuellen Eingangsgrof3e v uber einen vorgegebenen Pra-
diktionshorizont Np berechnet, dass die Regelungseinheit (2) aus dem zeitlichen Verlauf der
derart berechneten zumindest einen virtuellen Eingangsgrof3e v die virtuelle Eingangsgrofi3e
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v zumindest des aktuellen Zeitschrittes der Regelung verwendet, um daraus die zumindest
eine Eingangsgrof3e (u) des technischen Prozesses (1) des aktuellen Zeitschrittes zu be-
rechnen, und dass die Regelungseinheit (2) die berechnete Eingangsgrof3e (u) des techni-

schen Prozesses (1) des aktuellen Zeitschrittes zur Regelung des technischen Prozesses
(1) ausgibt.

Hierzu 2 Blatt Zeichnungen
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