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METHOD OF COMPUTERIZED SEMANTIC INDEXING
OF NATURAL LANGUAGE TEXT,
METHOD OF COMPUTERIZED SEMANTIC INDEXING
OF COLLECTION OF NATURAL LANGUAGE TEXTS,
AND MACHINE-READABLE MEDIA

Field of the Invention

The present invention relates to the information technologies field,
namely, to methods of computerized semantic indexing of natural language
texts, as well as to machine-readable media comprising respective programs, and
could be used for ordering and accumulating information in specified knowledge
areas for the purpose of semantic navigation through the documents and docu-
ment collections, as well as for the highly-precise and quick search of facts and

documents relevant to the user’s information needs.

Background of the Invention

At present, various methods of the computerized indexing of natural lan-
guage texts are known.

So, the EAPO Patent No. 002016 (published on 2001.01.22) describes a
method, where unique information blocks are detected in text document frag-
ments and used for subsequent processing and searching. The RU Patent No.
2268488 (published on 2006.01.20) granted on the basis of the PCT Application
published as WO 01/06414 discloses the method wherein words, stable phrases,
idioms, sentences, and even ideas are coded for the subsequent processing at the
numerical level. The RU Patent No. 2273879 (published on 2006.04.10) adduces
a method wherein morphological and syntactic text analysis with the subsequent
indexing of the detected units. In the method of the US Patent No. 6,871,174
(published on 2005.03.22), a text similarity is determined by text fragments. The
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disadvantage of all those methods consists in that they do not take into account
the semantic ambiguity of the natural language words and expressions.

The US Patent No. 6,189,002 (published on 2001.02.13) discloses a
method, wherein a text is divided into paragraphs and words that are converted
into vectors of the ordered element. Each vector element corresponds to the
paragraph determined by applying the predetermined function to a number of
occurrences of the word corresponding to that element, in this paragraph. The
text vector is considered as the semantic profile of the document. However, tak-
ing into account the variety of paragraphs, this method requires an enormous
massive of the stored data and does not distinguish semantic ambiguity of the
words and expressions.

The semantic ambiguity consideration is carried out in many known
methods. For example, the RU Patent No. 2242048 (published on 2005.03.22),
US Patents Nos. 6,871,199 (published on 2005.03.22), 7,024,407 (published on
2006.04.04), and 7,383,169 (published on 2008.06.03), US Patent Application
Publications Nos. 2007/0005343 and 2007/0005344 (published both on
2007.01.04), 2008/0097951 (published on 2008.04.24), JP Laid-open Applica-
tions Nos. 05-128149 (published on 1993.05.25), 06-195374 (published on
1994.07.15), 10-171806 (published on 1998.06.26), and 2005-182438 (pub-
lished on 2005.07.07), EP Patent Application NO. 0853286 (published on
1998.07.15) methods are described, wherein the ambiguity of the words and/or
expressions being found in texts is eliminated in one or another manner. How-
ever, all those methods have only restricted application and do not affect a valu-
able semantic text indexing.

Closest to the claimed group of inventions is a method of computerized
semantic indexing of natural language text or text collection, which method is
disclosed in the US Patent Application No. 2007/0073533 (published on
2007.03.29). In that method, functional structures are determined for every text

portion, and triples characterizing predicate members are determined in every
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functional structure based on the linearization transfer rules. Then, such features
as named entity, co-reference, lexical entry, structural-semantic relationship, and
attribution and meronymic information are extracted from every text portion.
Next, for every text portion, on the basis of the determined constituent structure,
canonical triple representations characterizing the predicative members are de-
termined together with the derived feature representations, and a structural index
is determined on the basis of the canonical representation of the text portion.
This method ensures good results, but yet is rather limited due to the fact that
fragments of the predicative-argument structure derived during the ‘syntactic
analysis are linearized as the triples. Moreover, this method is directed to the
search tasks only, rather than the tasks of navigation through a document collec-

tion.

Summary of the Invention

The object of the present invention consists in extending the set of meth-
ods for indexing the natural languages texts by means of employing techniques
of the computerized linguistic analysis thereof and further usage of obtained re-
sults for building indices, which ensures the semantic navigation through docu-
ments and document collections, as well as the highly-precise and quick search
of facts and documents relevant to the user’s information needs, particularly, in
reference to the high-inflectional language texts.

An achievement of this object and obtaining of said technical result is
provided using a method of computerized semantic indexing of natural language
text and a method of computerized semantic indexing of natural language text
collection in accordance with the features of the enclosed independent claims 1
and 7, respectively. The variations of the both methods are disclosed in the re-

spective dependent claims.

Brief Description of the Drawings
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The invention is explained by describing a particular embodiment thereof
and accompanying drawings, in which:

Fig. 1 depicts the schematic block-diagram explaining the claimed meth-
ods;

Fig. 2 depicts the fragment of the application domain specification;

Fig. 3 shows the rule schema for extracting the named entities of the type
of “Person”;

Fig. 4 shows the rule schema for extracting the semantically meaningful
relationships of the type of “work”;

Fig. 5 depicts the fragment of the graphical form for representing the re-
sults of the text processing;

Fig. 6 shows the general diagram for storing the results of processing one
text;

Fig. 7 shows the diagram of the left-hand side of the rule for combining

the named entities of the type of “Person”.

Detailed Description of the Invention

The proposed methods allow for performing effectively the conceptual in-
dexing of the natural language texts both for the subsequent semantic navigation
through the documents and document collections and for search purposes.

The method of computerized semantic indexing of natural language text
according to the first aspect of the present invention and the method of comput-
erized semantic indexing of collection of natural language text according to the
second aspect of the present invention could be implemented in practically ei-
ther computing environment, e.g., in a personal computer connected to external
databases. The steps of performing those methods are illustrated in Fig. 1.

All further explanations are adduced in reference to the Russian language
which is one of most high-inflectional languages, although the claimed methods

are applicable to the semantic text indexing in any natural languages.
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First of all, for the subsequent computerized treatment, the text to be in-
dexing needs to be presented in an electronic form. This step in Fig. 1 is contin-
gently marked with the reference 1 and could be performed by any known
method, for example, by scanning the text with recognizing thereof subsequently
using a well-known means of the type of ABBYY FineReader. If the text comes
to the indexing from the electronic network, for example, from the Internet, then
the step of representing thereof in the electronic form is carried out in advance,
prior to disposing that text in the network.

The text converted into the electronic form comes to the processing, dur-
ing which this text is first segmented into elementary units named tokens. A to-

ken could be any text object from the following set: words consisting each of the

“series of letters and, possibly, hyphens; a series of spaces; punctuation marks;

numbers. Sometimes, such character series as A300, i150b, etc. are also per-
tained hereinto. Tokens’ separation is always carried out in accordance with
rather simple rules, for example, as in the mentioned US Patent Application No.
2007/0073533. In Fig. 1, this step is contingently marked with the reference
number 2. Hereinafter, tokens are considered as the first level elementary units.
Moreover, for every token being a word, respective second level elemen-
tary units named hereinafter morphs are formed based on the morphological
analysis. In so doing, for every word, its normalized word form is identified. For
example, for the word «umy» the normalized word form will be «anTm», for the
word «xpacusoroy» the normalized word form will be «xpacusblii», and for the
word «ctena» the normalized word form will be «ctena». Moreover, for every
word form, a part of speech to which this word relates and its morphological
characteristics are indicated. Of course, for various parts of speech those charac-
teristics differ. For example, for nouns and adjectives these are a gender (mascu-
line, feminine, neuter), number (singular, plural), case; for verbs these are aspect
(perfective, imperfective), person, number (singular, plural); etc. Thus, for the

given word, its morph is the normalized word form + morphological characteris-
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tics including the part of speech. One and the same word can have several word
forms. For example, the word «ctexmo» has two morphs: one for the neuter noun
[“glass™] and one for the verb in the past tense [“flowed down”].

Those skilled in the art would appreciate that operations of this and sub-
sequent steps are carried out with storing the intermediate results, for example,
in the random access memory (RAM).

The next step contingently marked with the reference number 3 in Fig. 1
consists in that stable phrases are identified in a set of derived elementary units
of two first levels, tokens and morphs. This is performed by converting the ele-
mentary units, i.e., tokens and morphs, into series that are compared with the se-
ries of normalized words and their characteristics in the dictionaries stored in
advance in the databases, where words are adduced with specification of gram-
matical associations therebetween. Once coinciding the succeeding series being
compared with the corresponding dictionary series, that succeeding series being
compared is recognized as the stable phrase and stored in such a kind in the da-
tabase as the third level elementary unit.

At the next step indicated by the reference number 4 in Fig. 1, sentences
corresponding to the portions of the text being indexed are formed. Usually,
these are real sentences ending with dot, but in some cases it is suitable for in-
terpreting as a sentence some parts of usual sentences, say, isolated element in
enumeration. Therefore, this step can issue sentences not always coincided with
the sentences of the text being indexed in common sense.

The above series of steps is specified by that identifying the lookup prior
to forming the sentences allows, in some instances, to eliminate certain ambigu-
ousness before analyzing the text in details. Thus, for example, fixation of the
lookup «MI'Y um. M.B. Jlomorocosa» [“Moscow State University named for
M.V. Lomonosov”] allows to eliminate the false end of the sentence after the
word «mumM» which is, in general case, the pronoun [“them”], but here is the

shortening of the word «umern» [“named for”].
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After the step 4, the multistage semantic-syntactic analysis is carried out.
In Fig. 4, this analysis is contingently divided into steps marked with the refer-
ence numbers 5 to 11. Said multistage semantic-syntactic analysis is carried out
by addressing the linguistic and heuristic rules formed in the database in the
predetermined linguistic environment. Such an environment could be, for exam-
ple, the linguistic environment mentioned in the above RU Patent No. 2242043,
or the environment disclosed in said US Patent Application No. 2007/0073533,
or any other linguistic environment defining respective rules that allows to
eliminate syntactic and semantic ambiguousness of the real text words and ex-
pressions. The linguistic and heuristic rules in the chosen environments are here-
inafter referred to as rules. During said multistage semantic-syntactic analysis,
the semantically meaningful objects hereinafter referred to as named entities (the
reference number 5 in Fig. 1), and the attributes thereof (the reference numbers
7 and 9 in Fig. 1) are identified.

The identification of the named entities that are considered as the fourth
level elementary units is carried out in the sentence in a set of elementary units
of the first, second, and/or third levels. In this case, the morphological attributes
are formed for every named entity using said rules from the morphological at-
tributes of those elementary units of the second and/or third levels (i.e., morphs
and/or stable phrases) which constitute this named entity. Moreover, the seman-
tic attributes are formed for every named entity using said rules from the seman-
tic attributes of the elementary units of the second and/or third levels which con-
stitute this named entity. The step of forming said attributes is contingently
marked with the reference 7. And at the step marked with the reference number
9 in Fig. 1, for every named entity is assigned a respective type from the appli-
cation ontology according to the topics of the application domain, to which the
text being indexed relates. By the application ontology is meant, in this case, the
specification of the particular application domain, which is stored in the respec-

tive database.
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For every named entity, i.e., for the fourth level elementary unit with type
assigned thereto, the corresponding anaphoric reference considered as the fifth
level elementary unit (if any) is determined. For example, in the sentence «Ko-
raa ITyTuHa Ha3HAYWIN IpeMbep-MUHHCTPOM, OH C(HOpMHpPOBAl IPABATENLCT-
Bo» [“When Putin was appointed to the post of prime-minister, he has formed
the government”], the anaphoric reference to the word «Ilytur» [«IlyTHHa»]
will be the pronoun «om» [“he”], while the word «Ilytum» will be the antecedent
for that anaphor. This step for determining the anaphoric reference is contin-
gently marked with the reference number 11 in Fig. 1.

After that, every identified named entity is stored in the respective mem-
ory together with the type assigned thereto and morphologic and semantic at-
tributes determined thereto. The anaphoric reference is stored together with the
type and attributes of the named entity which is the antecedent of that anaphoric
reference, as well as with the indication of the co-reference between that named
entity and the anaphoric reference thereof.

After performing the steps marked with the reference numbers 5-7-9-11 in
Fig. 1, the semantically meaningful relations between the named entities herein-
after referred to as named relations are determined based on the elementary units
of the first, second, third, fourth and/or fifth levels using said rules (the step 6).
The named relations can relate the named entities within both one sentence and
the entire text being indexed.

At the step marked with the reference number 8 in Fig. 1, the morphologi-
cal attributes are determined for every named relation using said rules from the
second level elementary units (i.e., morphs) constituting this relation, as well as
the semantic attributes from the elementary units of the first, second, third
and/or fourth levels, constituting this relation.

At the step marked with the reference number 10 in Fig. 1, the respective
type is assigned to every named relation from application ontology stored in the

database according to the topics of the application domain, to which the text be-
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ing indexed relates. After that, every named relation is stored in the respective
memory together with the type assigned thereto and morphologic and semantic
attributes determined thereto.

At the step marked with the reference number 12 in Fig. 1, the stored
named entities and named relations are used for forming the triples. In so doing,
a set of the triples of three types is formed within the text being indexed for
every of the identified named relations relating the certain named entities. The
single first type triple corresponds to the relation established by the named rela-
tion between two named entities. Each of the set of the second type triples corre-
sponds to a value of particular attribute of one of those entities, and each of the
set of the third type triples corresponds to a value of particular attribute of the
named relation itself. If two named entities are labeled by O; and O;, and the
named relation relating thereof is labeled as Rj;, then the first type triple could be
represented (depicted) as O; = Ry — O;. Each of the set of the second type tri-
ples could be represented as O; = Ajm —> Vip or O; = Aj, = Vj,, where A, and
A, are respective attributes, Vi, and Vj, are, respectively, values of those attrib-
utes. Similarly, each of the set of the third type triples could be represented as R;;
— Ay —> Vijp, Where Ay is a respective attribute, and Vy, is a value of that at-
tribute. In these notations, the indices i, j, k, m, n, and p are integers.

Then, at the step marked with the reference number 13 in Fig. 1, the text
indexing is carried out. For this purpose, all named entities related by the named
relations separately, all pairs of the kind “named entity — named relation”, and
all triples of the kind “named entity — named relation — named entity” are in-
dexed taking into account the attributes of respective named entities and/or
named relations. The triples formed at the step 12 and indices obtained at the
step 13, together with the reference to the initial text from which those triples
have been formed, are stored in the database (the step 15 in Fig. 1; the step 14 is
omitted in this case). Prior to this, a convolution is performed (not shown) for

the objects related by co-reference relations into a single object whose set of the
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attributes are the combination of the attributes of all object interrelated by the
co-reference relations. This is done in order for reducing the memory volume in
the database required for storing such objects, as well as for integrating under
one object the information obtained for the entire text.

The method of computerized semantic indexing of collection of natural
language texts according to the second aspect of the present invention is carried
out exactly as already discussed method of computerized semantic indexing of
natural language texts according to the first aspect of the present invention, but
in this case, after the step 13 of indexing and prior to the step 15 of storing in the
database, one more step is performed. At this step marked with the reference
number 14 in Fig. 1 and performed substantially simultaneously with the step
15, the following is carried out when storing in the database the formed triples
and obtained semantic indices of the succeeding text. The newly derived named
entities and named relations are compared with the named entities and named
relations already existed in the database using the linguistic and heuristic rules in
the predetermined linguistic environment that are formed in the database. In the
case of identifying similar named entities and/or named relations, the duplicated
information is not stored in the database, and respective named entities and/or
named relations are supplemented with references to the succeeding texts where
they are present and references to the text fragments within each of succeeding
texts from which they are derived. Through this, the step of indexing the text
collection is occurred similarly to the indexing the first text of this collection (or
the first text indexed by this method), which permits to simplify significantly the
entire indexing procedure, reduce the required memory volume, and integrate
the information obtained from different texts within a single object.

It should be apparent for those skilled in the art that storage devices men-
tioned at individual steps could be practically both different devices and a single
storage device of sufficient volume. Similarly, individual databases mentioned

at the respective steps could be not only physically separate databases, but also a
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single database. Furthermore, said storage devices (memories) could be made on
the same single database, or combined with one of said databases. Those skilled
in the art will also appreciate that the methods claimed in the present invention
are carried out in the respective computing environment under the control of ap-
propriate programs which are recorded on machine-readable media intended for
a direct utilization in computer operation. Therefore, the aspects of the present

invention are also the machine-readable media with such programs.

Example

In order for illustrating the embodiment of the claimed method of com-
puterized semantic indexing of natural language texts, consider the following
example. Let there is a set of Russian texts formed from the newslines of the
electronic mass media. Thus, the step of converting the texts into the electronic
form marked in Fig. 1 with the reference number 1 could be considered to be al-
ready performed.

A representative example of such text is the following message:

«Ilenmpanonoiii pedepanvrerii okpye / Iybnuxayuu 3a 26.06.08

FOwenxo nopyuun Tumousenxo evi6edame y Ilymuna yeny Ha 2as

26.06.08 14:00

Kues, Hionv 26 (Hosviii Pezuon, Muxaun Pabog) — Ilpesudenm Yxpaurol
Buxmop FOwenko 3a36un, 4mo ewé g4epa ymeepout. OUpeKmuenl 0is nepezoso-
poe npemvep-munucmpa FOnuu Tumowenxko ¢ poccuckum konnezoti Bnaoumu-
pom Hymunviv 8 Mockee 28 uions.

Io cnosam FOwenxo, Tumowernko 80 gpems nepezoéopos ¢ llymunvim
QONICHA OMpedenump «UémKYIo QOPMYILY YeHvl Ha 2a3», NPULeM, «4mobsl Mo
6bLIa YeHA He NONUMUYECKAs, SO Obia YeHa SKOHOMUUECKASY.

«Dmo 3Hauum, umo obeum CMOPOHAM NOHAMHbL 306UCUMOCHU, Ha base

KOMOpbIX opMmupyemcs yena Ha 2as & ouepeoHom 200y, — noachun FOwerxo.
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On 0an noHsme, Ymo 8 CLyyae Noevluienus Yenvl Ha 2a3 Yipauna 6yoem
0obusamvCs nepecmompa CimouMOCu Mpan3uma poccuiickozo 2asa 6 Eepony.

«Tym Oonowcna Ovime KOPPeKyus U y6a3Ka NONUMUKY YeHbl HA 203 U NOo-
JIUMUKY YeHbL HA Iapu@y, — 3aa6Ul Npe3uoenm YKpauHol.

o cnosam FOwenxo, Tumowenxko 00miCHA 00bUumbes, umobvl Qopmyna
yernwvl na 2a3 ona Yrpauner ¢ 2009 200y cmana uzeecmna He nozoHnee 15 cen-
mabps 2008 z00a, umobvl YKpAUHCKAA CIOPOHA CMO2IIA YYeCb HOB8bIE PACYEH-
Ku 6 20CcO10001ceme Ha Credyiouuii 200.

Kax coobwan «Hoeviii Pezuony, panee enasa MHJ] Poccuu Cepzeii Jlas-
D08 3aA6NAN, YMO YeHa Ha 2a3 0na Yxpaunvr 6 2009 200y moowcem swvipacmu
gogoe. ».

[ “Central Federal District / Publication from 06.26.2008

Uschenko has entrusted Timoshenko fo ferret from Putin the price for gas.

06.26.2008, 2:00 PM

Kiev, June 26 (New Region, Michail Ryabov) — The Ukrainian President
Victor Uschenko has intimated that yet yesterday he has approved the guide
lines for negotiations of the Prime Minister Yulia Timoshenko with the Russian
colleague Viadimir Putin in Moscow on June 28.

According to Uschenko, Timoshenko, during the negotiations with Putin,
must define “clean formula of the price for gas”, herewith “this price will be
economical price rather than political price”.

“This means that both sides understand the dependencies on which basis
the price for gas is formed in the next year”, has explained Uschenko.

He has given to understand that, in the case of increasing the price for
gas, Ukraine will hold out for revising the cost for transiting Russian gas to
Europe.

“Here must be correcting and matching the gas prices policy and tariff

price policy”, has stated the Ukrainian President.
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According to Uschenko, Timoshenko must enforce that the formula of the
price for gar for Ukraine in 2009 becomes known not later than on September
15, 2008, in order for the Ukrainian party could take into account the new rates
in the state budget for the next year.

As the “New Region” informed, the head of the Russian Foreign Office
Sergey Lavrov told earlier the price for gas for Ukraine in the 2009 could be
doubled.”.]

In accordance with the claimed method of computerized semantic index-
ing of natural language texts, the preliminary created application domain speci-
fication is used, within which the text collection processing and semantic index
constructing will be carried out. A fragment of such specification is depicted in
Fig. 2. Such specifications are developed by human experts, who record, based
on their experience and knowledge, a list of object types and a list of typical re-
lations therebetween essential for this application domain.

In the example cited, the main types of objects are “Person”, “Organiza-
tion”, “Location”, and some other. Typical relations therebetween fall into two
classes: common, peculiar to any domains, for example, the relation
“BE_EXAMPLIFIED”, which indicate the object hierarchy of the type of “de-
scendant-ancestor”, and special, specific for the chosen application domain, for
instance, in the cited example, this is the typical relations “work ”, “own”, “lo-
cated in”, etc.

Moreover, the human experts build in advance also a set of rules, each
rule containing, in the left-hand side, a template for searching examples of ob-
jects and/or examples of relations therebetween, and in the right-hand side, op-
erators for fixing in the text the examples of objects and/or examples of relations
therebetween determined in accordance with the template. Using those rules
prepared by the human experts, the specific data corresponding to the domain

specification are derived in the texts being processed.
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Besides the domain specification and the rules in accordance with the
above methods, common and special lexicons are used.

In accordance with the claimed method of computerized semantic index-
ing of natural language texts, at first, the step of segmenting the text into ele-
mentary units, tokens, is performed with the morphological analysis of the to-
ken-words (reference number 2 in F ig. 1). As a result of this step, the initial text
is transformed into a set of tokens and morphs that are represented in the Table 1
and Table 2, respectively.

Further, after performing the text segmentation into the tokens and the
morphological analysis of the token-words, the step is carried out for deriving
the stable phrases (lookups) using the common and special lexicons (reference
number 3 in Fig. 1). As a result of this step, the initial text is supplemented, be-
sides the first and second level elementary units, with a set of the third level
elementary units, lookups. The fragment of this set for the above example is rep-
resented in the Table 3.

After performing the above steps, the text being processed is fragmented
into sentences (reference number 4 in Fig. 1). As a result of this step, the plurali-
ties formed at the above steps are supplemented with a set of sentences, repre-
sented in the Table 4.

Thus, after performing all the above discussed steps, the text being proc-
essed will be segmented into the sentences, each of which is marked with a plu-
rality of annotations of the first, second and third level elementary units.

Hereupon, in accordance with the claimed method of computerized se-
mantic indexing of natural language texts, the step of deriving the named entities
(fourth level elementary units) is carried out at the set of the elementary units of
the first, second and/or third levels using said rules. Thus, for example, in the
sentence «Kaxk coobiman «HoBblii Pernomy, panee rmasa MIJI Poccun Cepreit
JIaBpOB 3asBIs, YTO IieHa Ha Ta3 s YKpawssl B 2009 Oy MOXET BBIPACTH

B1Boe.» [As the “New Region” informed, the head of the MFA of Russia Sergey
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Lavrov told earlier the price for gas for Ukraine in the 2009 could be doubled.”]

of the text being considered, the named entities «Hossiif Pernon» [“New
Region™], «Cepreii JlaBpos» [“Sergey Lavrov”], «Ykpauna» [“Ukraine”], and
some others are derived using the rule whose diagram is represented in Fig. 3.
As a result of performing the steps marked with the reference numbers 5-7-9 in
Fig. 1, the fourth level elementary units (named entities together with the attrib-
utes thereof) are derived. The fragment of plurality of such units for the example
under consideration is represented in the Table 5.

After that, within the entire text being processed, during the step marked
in Fig. 1 with the reference number 11, the pronouns are determined that could
be anaphoric references to the corresponding named entities, and for those pro-
nouns that are really such ones, the co-reference between the respective named
entity and the anaphoric reference thereof (the fifth level elementary unit) is
fixed. For the example under consideration, the obtained set of the anaphoric
references is represented in the Table 6.

After performing the above steps, at the set of the derived first, second,
third, fourth and fifth level elementary units, the semantically meaningful rela-
tions between the named entities are determined using the rules. Thus, for ex-
ample, in the sentence «Kak coobman «Hosei Perunon», panee riasa MIAJ]
Poccun Cepreii JIaBpoB 3as8BJI, 9TO IeHa Ha ra3 s Ykpaussl B 2009 rony
MOkeT BhIpacTh BaBoe.» [As the “New Region” informed, the head of the MFA
of Russia Sergey Lavrov told earlier the price for gas for Ukraine in the 2009
could be doubled.”] of the text being considered, the named relation «paboTtatby»
[“work™] is derived using the rule whose diagram is represented in Fig. 4. As a
result of performing the steps marked with the reference numbers 6-8-10 in Fig.
1, the set of the named relations between the named entities is derived, the frag-
ment of which for the example under consideration is represented in the Table 7.

Thus, after performing all the above discussed steps, the initial text will be

marked with the set of annotations corresponding to the named entities with the
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attributes thereof and the named relations with the attributes thereof between the
named entities. For the example under consideration, the graphical representa-
tion of the text processing results is shown in Fig. 5.

The next step marked with the reference number 12 in Fig. 1 is a technical
and carried out for performing the triples corresponding to the stored named en-
tities and named relations. The fragment of the set of such triples for the exam-
ple under consideration is represented in the Table 8. In fact, the formed set of
triples contains the initial data for the semantic indexing of the text processed at
the previous steps.

At the step marked with the reference number 13 in Fig. 1, the semantic
index is built as follows: first, from the set of the triples obtained at the previous

step, the triple subsets are formed, each oh which subsets corresponds to one

-named entity with the attributes thereof, and every obtained triple subset is used

as an entry for one of conventional indexers, for example, the well-known, -
freeware indexer Lucene, the indexer of the Yandex search machine, the Google
indexer, or any other indexer, from which output an index unique for the given
triple subset is obtained. The similar operation series is performed for all subsets
of triples corresponding to the pairs of the kind “named entity — named relation”
and to the triples of the kind of “named entity — named relation — named entity”
taking into account the attributes of the respective named entities and/or named
relations, thereby obtaining a set of the corresponding unique indices which con-
stitute, in the aggregate, the semantic index of the text. The fragment of the se-
mantic index for the example under consideration is represented in the Tables 9
to 11.

At the step marked with the reference number 15 in Fig. 1, the triples
formed at the step 12 and the indices obtained at the step 13 together with the
reference to the initial text from which those triples have been formed are stored

in the database, and the step 14, in the case of processing one text, is omitted.
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The general diagram of storing all results obtained at the previous steps is repre-
sented in Fig. 6.

Referring to Fig. 6, as the first step (51), a set of continuous chains of the
triples for the relation “The_same” are formed. At the next step (52), the check
is performed whether the set of continuous chains of the triples obtained at the
previous step is empty. If that set is not empty, then, sequentially, at the next
steps (53-56), the set of objects for the next chain is formed (53), this set is con-
volved into the single object (54) having the combined set of the attributes
(without repetitions), the obtained single object is stored together with the at-
tributes thereof (55), and the set of the processed objects of the succeeding chain
is removed (56). But if at the step 52 the set of the triple chains turns out to be
empty (initially or as a result of performing the steps 53 to 55), then, at the step
57, the overall set of triples obtained at all previous steps is formed; at the step
58, the formed overall set of the triples is supplemented with the semantic indi-
ces and references to the initial text; after which, at the step 59, the supple-
mented set is stored in the database.

In accordance with the claimed method of computerized semantic index-
ing of collection of natural language texts, the processing of every subsequent
text including its semantic index constructing is carried out by performing just
the same steps as for the single text. However, in this case, after the step 13 of
indexing and prior to the step 15 of storing in the database, one more step
marked with the reference number 14 in Fig. 1 is carried out, the step of combin-
ing the results of processing the succeeding text with the results of processing
the previous texts stored already in the database, which step is carried out as fol-
lows.

The named objects and named relations newly derived in the succeeding
text being indexed are compared with the named objects and named relations al-
ready existed in the database by checking the coincidence of the semantic indi-

ces thereof, and, in the case of the positive result of such comparing, the respec-
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tive objects and relations are excluded from the following processing, herewith
storing in the object and/or relation already existed in the database the reference
to that text and that fragment of that text, where the object and/or relation ex-
cluded from the following processing are identified. In the case of the negative
result of comparing the semantic indices, the similarity between the new objects
and/or relations and those object and/or relations that are already exist in the da-
tabase is identified using the linguistic and heuristic rules formed in advance in
the database, and in the case of the positive result, the object and/or relation de-
scriptions already exist in the database are widened with the new data, after
which the existing semantic indices are reconstituted and the new semantic indi-
ces are added as the secondary ones to the already existing indices, and, more-
over, in the object and/or relation already existing in the database, the reference
is stored to that text and that fragment of this text, where the new objects and/or
relations are identified, and then the respective objects and relations are ex-
cluded from the following processing. Otherwise, the newly identified named
objects and named relations together with the semantic indices thereof are added
to the database.

Thus, for example, if, as the next one relative to the just considered exam-
ple, the following text was processed: «Kwues, Mions 21 (Hossiit Pernos, Axna
Cepreesa) — Ceronus B KueBe COCTOANKCH NBYCTOPOHHIE IEPErOBOPEI PYKOBO-
nerBa Yipauss: 1 'epmanun. Berpeda Buxropa IOmenko u Anrenst Mepkeis
B popMare ¢ a3y Ha rias JIIach 15 MUHYT, a 3aT€M HaYaIlkCh IePErOBOPH B
pacimpeHHoM (GopMare, KOTOPBIE 3aTSHYIIICH Ha IONTOpa Jaca... Buxrop Auz-
peesmd JONIEHKO BERINISAEN JOBOIBHO BANO Ha (oHe OolKo# 1 akTHBHON Mep-
Kellb, KOTOpasg OBICTPO W MHOTo rosopuina..» [“Kiev, July 21 (New Region,
Anna Sergeyeva) — Today in Kiev, the bilateral negotiations have been hap-
pened between the Ukrainian and German leaders. The meeting of Victor
Uschenko and Angela Merkel in vis-a-vis format lasted for 15 minutes, and then

the negotiations in the widened format have begun, which lasted for one hour
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and half... Victor Andreyevich Uschenko seemed to be rather slow against
lively and active Merkel, who spoke quick and much...”], then, after performing
the steps 1 to 13, there will be identified, for example, such objects and relations
as «Hoseii Permon» [“New Region”], «Vkpamsa» [“Ukraine”], «Buxrop
Omenko» [“Victor Uschenko”], «Aurena Mepkens» [“Angela Merkel”], «Buk-
top Amapeesuu IOmenxo» [“Victor Andreyevish Uschenko”], «sctpe-
4y _TeperoBopsl» [“meetings_negotiations”], etc., as well as the semantic index
of this text will be formed, which fragment is represented in the Tables 12 to 14.

Further, in accordance with the claimed method of computerized semantic
indexing of collection of natural language texts, at the step 14, the object will be
identified, particularly, the object «Yxpauna» [“Ukraine”], which semantic in-
dex fully coincides with the semantic index of the object «VYkpauna»
[“Ukraine”] already existed in the database, and, moreover, the similarity will be
identified (by applying the rule which diagram is shown in Fig. 7) between the
object «Buxtop Annpeesnu HOmenko» [“Victor Andreyevich Uschenko”] and
the object «Buxrop IOmenxo» [“Victor Uschenko”] already existed in the data-
base, whereafter the existed description of the object «Buxtop IOmurerxo»
[“Victor Uschenko™] in the database will be widened by means of the new in-
formation and additional semantic index, which is shown in the Tables 15 and
16.

Thus, the present invention provides for extending the set of methods for
indexing the natural languages texts by means of employing techniques of the
computerized linguistic analysis thereof and subsequent use of obtained results
for building indices, the main difference of which methods from the known
method of indexing consists in indexing semantically meaningful concepts and
relations therebetween rather than the key words and lookups, which provides
for the semantic navigation through the documents and documents collections,
as well as the highly-precise and quick search of facts and documents, especially

in reference to high-inflectional language texts.
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Table 1. Results of tokenizing the example text
Flement | Start | End po- Attributes
type position | sition

{type=word, coding=cyr, length=11,

Token 0 11 | orpho=upperInitial, string=IleHTpanbHEIA
[Central]}
{type=word, coding=cyr, length=11,

Token 12 23 | orpho=lowercase, string=denepansasii [fed-
erall}

Token 4 29 {typeiword, codmg::cyri length=5. -
orpho=lowercase, string=oxpyr [district]}
{type=word, coding=cyr, length=6,

Token 57 63 | orpho=upperlnitial, string=IOmenKo
[Uschenkol}
{type=word, coding=cyr, length=7,

Token 64 71 | orpho=lowercase, string=nopy4uin [has
charged}
{type=word, coding=cyr, length=9,

Token 72 81 | orpho=upperlnitial, string=Tumomenxo [Ti-
moshenko]}

Token 22 90 {type—iword, cochng,r=.cyri length=8,

' orpho=lowercase, string=sbiBenars [find]}

Token 01 9 {type=_word, codmg:.cyr, length=1,
orpho=lowercase, string=y [out]}
{type=word, coding=cyr, length=6,

Token o3 9 orpho=upperlnitial, string=ITytuaa [Putin]}

Token 100 104 {typeiword, cod1ng=.cy1i,_ length'——é},
orpho=lowercase, string=reny [price] }

Token 105 107 {typeiword, cod1ng='cyri length=2,
orpho=lowercase, string=ga [for]}

Token 108 111 {typeiword, cod1ng=.cyri length=3,
orpho=lowercase, string=ras [gas]}
{type=word, coding=cyr, length=5,

Token 1176 1181 orpho=lowercase, string=rnasa [head]}
{type=word, coding=cyr, length=3,

Token 1182 1185 orpho=allCaps, string=MIJI {MFA}
{type=word, coding=cyr, length=6,

Token 1186 1192 orpho=upperlnitial, string=Poccuu [Russia]}

Token 1193 1199 {type=word, coding=cyr, length=6,

orpho=upperlnitial, string=Cepreii [Sergey}
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{type=word, coding=cyr, length=6,

Token 1200 1206 orpho=upperlnitial, string=JlaBpos [Lavrov]}
{type=word, coding=cyr, length=7,

Token 1207 1214 | orpho=lowercase, string=3asBm:1 [an-
nounced]}

Token 1214 1215 | {type=punctuation, length=1, string=,}

Token 1216 1219 {type=word, coding=cyr, length=3,
orpho=lowercase, string=vro [that]

Token 1220 1294 {type=word, coding=cyr, length=4,
orpho=lowercase, string=reHa [price]}
{type=word, coding=cyr, length=2,

Token 1225 1227 orpho=lowercase, string=sa [for]}

Token 1208 1231 {type=word, coding=cyr, length=3,
orpho=lowercase, string=ra3 [gasl}

Token 1232 1235 {type=word, coding=cyr, length=3,
orpho=lowercase, string=ns [for]}
{type=word, coding=cyr, length=7,

Token 1236 1243 | orpho=upperlnitial, string=YxpannsI
[Ukrainel}
{type=word, coding=cyr, length=1,

Token 1244 1245 orpho=lowercase, string=s [in]}

Token 1246 1250 | {type=number, length=4, string=2009}

Token 1251 1255 {type=word, coding=cyr, length=4,
orpho=lowercase, string=rony [year]}

Token 1256 1261 {type=word, coding=cyr, length=5,
orpho=lowercase, string=moxer [maybe]}
{type=word, coding=cyr, length=7,

Token 1262 1269 orpho=lowercase, string=pbIpacTH [increase]}
{type=word, coding=cyr, length=5,

Token 1270 1275 orpho=lowercase, string=BzBoe [doubled]}

Token 1275 1276 | {type=punctuation, length=1, string=.}
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Table 2. Results of the morphological analysis of the example text
Flement | Start | End po- Attributes
type position | sition

{CAS=acc, GEND=m, NMB=sg, POS=A,

Morph 0 1 base=tienTpasisHbIH [central]}

{CAS=nom, GEND=m, NMB=sg, POS=A,

Morph 0 1 base=nienTpanbpHsIi [central]}

{CAS=acc, GEND=m, NMB=sg, POS=A,

Morph 12 23 base:(benepaﬂb}lblﬁ [feder al] }

{CAS=nom, GEND=m, NMB=sg, POS=A,

Morph 12 .23 base=denepansusii [federal]}

{CAS=gen, POS=PREP, base=oxpyr [dis-

2
Morph 24 29 | o]y

------------------------------------------------------------------------------------------------

{CAS=nom, GEND=m, NMB=sg, POS=N,
base=okpyr [district]}

{CAS=gen, GEND=f, NMB=pl, POS=N,
base=oxpyra [district]}

------------------------------------------------------------------------------------------------

{CAS=nom, GEND=m, NMB=sg, POS=N,
base=rnasa [head]}

{CAS=nom, GEND=f, NMB=sg, POS=N,
base=rnaga [head]}

{CAS=dat, GEND=n, INVAR=invar,
Morph 1182 1185 | NMB=sg, POS=N, base=MU][ [MFA],
freqOrthm=u*}

------------------------------------------------------------------------------------------------

{CAS=prp, GEND=n, INVAR=invar,
Morph 1182 1185 | NMB=pl, POS=N, base= MIJI [MFA],
freqOrthm=u*}

{CAS=dat, GEND=f, NMB=sg, POS=N,

Morph 1186 1192 base=Poccus [Russia], freqOrthm=u*}

{CAS=gen, GEND=f, NMB=sg, POS=N,

Morph 1186 1192 base=Poccus [Russia], freqOrthm=u*}

(CAS=ptp, GEND=f, NMB=sg, POS=N,

Morph 1186 1192 base=Poccus [Russia], freqOrthm=u*}

{CAS=nom, GEND=m, NMB=sg,
Morph 1193 1199 | PNT=fnam, POS=N, base=Cepreii [Sergey],
freqOrthm=u*}

Morph 1200| 1206 | {GEND=m, NMB=sg, POS=A,
base=naBpossiii [laurel]}

Morph 1200 1206 | {CAS=gen, GEND=m, NMB=pl, POS=N,
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base=nagp [laurel]}

{CAS=nom, GEND=m, NMB=sg, PNT=fam,
Morph 1200 1206 | POS=N, base=Jlaspor [Lavrov],
freqOrthm=u*}

{GEND=m, MD=ind, NMB=sg, POS=V,

Morph 1207 1214 | REPR=fin, TNS=past, TRANS=Vt,
base=3asBnaTh [announce]}
Morph 1216 1219 | {POS=CONIJ, base=uto}

{CAS=acc, GEND=n, NMB=sg, POS=N,

Morph 1216 1219 PRN=prn, base=uto [that]}

{CAS=nom, GEND=f, NMB=sg, POS=N,

Morph 1220 1224 - .

base=nieHa [price]}
Morph 1225 | = 1227 | {CAS=prp, POS=PREP, base=Ha [for]}
Morph 1225 1227 | {CAS=acc, POS=PREP, base=Ha [for]}

{CAS=nom, GEND=m, NMB=sg, POS=N,

Morph 1228 1231 |y ase=ras [gas]}

Morph 1228 1231 {CA§=acc, GEND=m, NMB=sg, POS=N,
base=ra3 [gas]}

Morph 1232 1235 | {CAS=gen, POS=PREP, base=mn [for]}

{POS=V, REPR=gern, TNS=pres,
Morph 1232 1235 TRANS=vt, base=nmuts [last]}

{CAS=gen, GEND=f, NMB=sg, POS=N,

Morph 1236 1243 base=Yxpauna [Ukraine], freqOrthm=u*}

{CAS=nom, GEND=f, NMB=pl, POS=N,
base=Ykpanna [Ukraine], freqOrthm=u*}

{CAS=acc, GEND=f, NMB=pl, POS=N,
base=Yxkpanna [Ukraine], freqOrthm=u*}

------------------------------------------------------------------------------------------------

{MD=ind, NMB=sg, POS=V, REPR=fin,
TNS=pres, base=mous [maybe]}

{MD=imp, NMB=sg, POS=V, REPR=fin,
TRANS=vt, BEIpacTUTh [grow]}

{MD=imp, NMB=sg, POS=V, REPR=fin,
base=BrIpacTH [increase]}

Morph 1270 1275 | {POS=ADV, base=asoe [doubled]}
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Table 3. Results of identifying the lookups in the text

Element

type

Start po-
sition

End posi-
tion

Attributes

Lookup

11

{CAS=acc, GEND=m, NMB=sg, POS=A,
base=meHTpanbHEI [central],
majorType=locPreKey}

Lookup

11

{CAS=nom, GEND=m, NMB=sg, POS=A,
base=mieHTpaNbHbIH [central],
majorType=locPreKey}

Lookup 12

29

{CAS=acc, GEND=m, NMB=sg, POS=N,
base=¢enepanbHblii okpyT [federal
district], locKind=whole,
locSubkind=federal, majorType=locKey,
minorType=okrug}

Lookup 12

29

{CAS=nom, GEND=m, NMB=sg, POS=N,
base=denepanpusiii okpyr [federal
district], locKind=whole,
locSubkind=federal, majorType=locKey,
minorType=okrug}

...........................

------------------------------------------------------

{CAS=acc, GEND=m, NMB=sg, POS=N,
base=Hogrr1it Peruon [New Region],
majorType=SMI}

{CAS=nom, GEND=m, NMB=sg, POS=N,
base=Hosrr1ii Peruon [New Region],
majorType=SMI}

---------------------------

------------------------------------------------------

{CAS=gen, GEND=f, NMB=sg, POS=N,
base=Yxkpaunna [Ukraine],
majorType=location, minorType=republic}

{CAS=acc, GEND=f, NMB=pl, POS=N,
base=Ykpanna, majorType=location,
minorType=republic}

---------------------------

---------------

------------------------------------------------------

{CAS=gen, GEND=m, NMB=sg, POS=N,
base=npeMbep-MHHHCTp [prime minister],
majorType=jobTitle}

{CAS=acc, GEND=m, NMB=sg, POS=N,
base=npeMbep-MUHUCTP [prime minister],
majorType=jobTitle}

------------------------------------------------------------------------------------------------

340 |

346 | {CAS=dat, COUNTRY=Poccus [Russia],
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GEND=f, NMB=sg, POS=N, base=Mocksa
[Moscow], majorType=location,
minorType=town}

340 346

{CAS=prp, COUNTRY=Poccus [Russia],
GEND=f, NMB=sg, POS=N, base=Mocksa
[Moscow], majorType=location,
minorType=town}

{CAS=gen, GEND=m, NMB =sg, POS=N,
base=urons [June], majorType=time,
minorType=month}

------------

.......................................................

{GEND=m, MD=ind, NMB=sg, POS=V,
REPR=fin, TNS=past, TRANS=vt,
base=mosicHuTH [explain],
majorType=speechverb}

-------------------------------------------------------

{CAS=nom, GEND=n, NMB=pl, POS=N,
base=MU]JI [MFA], majorType=gov}

{CAS=nom, GEND=m, NMB=sg, POS=N,
base= MUJI [MFA], majorType=gov}

-----------------------------

-------------------------------------------------------

Lookup

{CAS=dat, GEND=n, NMB=sg, POS=N,
base=MHI]I [MFA], majorType=gov}

Lookup

{GEND=m, MD=ind, NMB=sg, POS=V,
REPR=fin, TNS=past, TRANS=vt,
base=3asBiath [declaire],
majorType=announce}

Lookup

1207 1214

{GEND=m, MD=ind, NMB=sg, POS=V,
REPR=fin, TNS=past, TRANS=vt,
base=3agBnaTs [declaire],
majorType=speechverb}

Lookup

1236 1243

{CAS=gen, GEND=f, NMB=sg, POS=N,
base=Ykpauna [Ukraine],
majorType=location, minorType=country }

Table 4. Results of segmenting the text into the sentences

Element type

Start position

End position Attributes

Sentence

0

54 | {3

Sentence

57

11| {

Sentence

114

355 | {}

Sentence

357

539 | {}
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Sentence 541 670 | {}

Sentence 672 915 | {}

Sentence 917 1145 | {}

Sentence 1147 1281 | {}

Table 5. Results of identifying the named entities in the text

Element Start | End po- Attributes
type position | sition

Location 0 29 {b.aSGZ(l)e,D;ipaJIBHBII/I okpyr [federal district],
minorType=okrug}

Date 46 54 | {day=26, month=06, year=08}

Person 57 63 | {FAMIL=IOmenxo [Uschenko]}
{FAMIL=IOmesxo [Uschenko],

Person 194 207 | ENAME=Buxrop [Victor]}

JobTitle 265 281 | {base=npempep-mMunuCTp [prime minister]}
{FAMIL=Tumvomenxo [Timoshenlo],

Person 282 296 | ENAME=FOmus [Julia]}
{FAMIL=IIytus [Putin],

Person 319 337 | ENAME=Bamavup [Vadimir]}

i {COUNTRY=Poccus [Russia],

Location 340 346 base=Mocksa [Moscow], minorType=town}

Date 347 354 | {day=28, month=wurous [June]}

Person 367 373 | {FAMIL=IOmenko [Uschenko]}

Person 375 384 | {FAMIL=Tumomenko [Timoshenko]}

Person 408 415 | {FAMIL=IIytun [Putin]}

Person 663 669 | {FAMIL=IOmenxo [Uschenko]}

Location 722 729 {b-ase=YKp ?IHa [Ukrame],
minorType=republic}

Location 796 802 | {base=Espoma [Europe], minorType=area}
{base=mnpe3ument [president],

JobTitle 897 914 | jobtitle=npesunent Yikpauns! [Ukrainian
president]}

Person 027 933 | {FAMIL=IOmenko [Uschenko]}

Person 935 944 | {FAMIL=TumomeHko [Timoshenko]}

SMI 1159 1173 | {base=Hogs1ii Peruon [New Region]}

GovStruc 1187 1197 {$view_name$=MIJ Poccun MFA of Rus-

tures sia], Nationality=Poccus [Russia]}

Person 1198 1211 {FAMIL=JIaBpos [Lavrov],

FNAME=Cepreti [Sergey],
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Status Role=[rnasa [head]]}

1241

Location

1248

{base=Yxpauna [Ukraine],
minorType=republic}

Table 6. Results of identifying the coferences in the text

Relation type Attributes

TheSame {from=15870, to=15867}
TheSame {from=15866, to=13018}
TheSame {from=15868, to=15866}
TheSame {from=15863, to=15871}
TheSame {from=10861, to=10851}
TheSame {from=10851, t0=10846}
TheSame {from=15867, to=15864}
TheSame {from=15869, t0=15868}
TheSame {from=13136, to=13095}
TheSame {from=15859, to=13018}

Table 7. Results of identifying the semantically meaningful relations in the text

Relation type

Attributes

Personal _and mediated_con
tacts

{name=bonds_with_other_persons, from=15861,
to=15859}

Personal and mediated con
tacts

{name=bonds_with_other_persons, from=15860,
to=15859}

PresentedIn

{name=contains_inf on, from=15868, t0=8404}

....................................

------------------------------------------------------------

BeEmployeeOf

{name=works, from=12992, to=15863}

Newsmaking Person About

{name=mentions, from=13018, to=15865}

Newsmaking Person_About

{name=mentions, from=15866, t0=13136}

Newsmaking Person About

{name=mentions, from=15869, to=15870}

------------------------------------

------------------------------------------------------------

Newsmaking Person About

{name=mentions, from=13018, to=15864}

Newsmaking Kgether

{name=is_mentioned with, from=158635,
to=13095}

Newsmaking_Kgether

{name=is_mentioned with, from=15864,
t0=13095}

Newsmaking Kgether

{name=is_mentioned with, from=15870,
to=10851}

Newsmaking Kgether

{name=is_mentioned with, from=10851,
to=15870}

Newsmaking About

{name=citations, from=13095, t0=14566}
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Newsmaking About

{name=citations, from=15864, to=14566}

Newsmaking About

{name=citations, from=15865, to=14566}

Newsmaking Kgether

{name=is_mentioned with, from=15867,
to=13136}

Newsmaking Kgether

{name=is_mentioned with, from=15864,
t0=15865}

Personal Meeting

{name= meetings and_negotiations,
from=15864, to=13095}

Personal Meeting

{name= meetings and_negotiations,
from=15867, to=13136}

Newsmaking About

{name=citations, from=15867, to=14568}

Newsmaking About

{name=citations, from=13136, to=14568}

Newsmaking About

{name=citations, from=15870, to=14572}

Newsmaking About

{name=citations, from=10851, to=14572}

BeEmployeeOf

{name=works, nomxaocts=head, from=13194,
to=15872}

Newsmaking About

{name=citations, from=10861, to=14574}

{name=statements_claims, from=13018,

Newsmaking t0=145661

. {name=statements_claims, from=15866,
Newsmaking t0=14568)

. {name=statements claims, from=15868,
Newsmaking t0=14570}

. {name=statements_claims, from=15869,
Newsmaking t0=14572}

. {name=statements claims, from=13194,
Newsmaking

t0=14574}




WO 2010/050844

29

PCT/RU2009/000111

Table 8. Triple representation of the text processing results

r Object l Attribute | Value
Hoggiit Pervon [New Region] is_a CMU
[Mass Media]
MWUI Poccun [Russian Foreign is a Bnacraas_ Ctpy-
Office] typa [Command-
ing_Structure]
M ]I Poccun[Russian Foreign Tocnpunamiexaocts | Poccus [Russia]
Office] [State Affiliation]
Cepreii JIaBpos [Seguey Lavrov] |is a Ilepcona [Person]
Cepreii JlaBpoB [Seguey Lavrov] | Name Cepreii [Sergey]

Cepreii JIaBpos [Seguey Lavrov]

Wayrman [Initial let-
ter]

C. [S]

Cepreit JlaBpoB [Seguey Lavrov]

Ilox [Gender]

m

Cepreii JlaBpos [Seguey Lavrov]

Craryc Poup
[Status Role]

riaBa [Head]

Cepreit JlaBpos [Seguey Lavrov]

damunus [Family

JlaBpos [Lavrov]

name]
eHa Ha ras g Ykpaussl B 2009 |is a BrickassiBanue
r'oJIy MOKET BBIPacTH BIBOE [the [Statement]
price for gas for Ukraine could be
doubled]
Vkpanra [Ukraine] is a MecTomonoxeHue

[Location]

BLICKAa3LIBaHMs 3asaBieHus [dec- |is_a Relation
Jarations statements]
BEICKA3BIBaHMs 3asBiienys [dec- | oT [from] 479
larations statements]
BLICKA3LIBaHMs 3asBleHus [dec- | k [to] 740
larations_statements]
aBTOp [Author] is a Relation
apTop [Author] ot [from] 740
apTop [Author] K [to] 479
yroMuHaeT [mentions] is a Relation
yroMuHaeT [mentions] ot [from] 479
yIIOMHUHaET [mentions] K [to] 289
yroMuHaercd [is mentioned] is a Relation
yrmoMuHaeTcs [is mentioned] or [from] 289
yroMmugaeTcs [is mentioned] K [to] 479
paboraet [works] is a Relation
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pabotaet [works] ot [from] 479

paboraeT [works] K [to] 837

paboraeT [works] JoikHOCTE [Ap- riapa [Head]

pointment]

nuTaThl [citations] is a Relation

IUTAaTHI [citations) ot [from] 289

uuTaThl [citations] K [to] 740

Table 9. Fragment of the semantic index of the text (named entities)

L Entity (object with attributes) | Semantic index (unique code) j
Person BukTop Owenko [Victor a_7986d80e781ce95b 253defa0906
Uschenko] First_name BukTtop d86a3
[Victor] Initial_letter B. [V.] Gender m
Family_name IOweHko [Uschenko]

S e e
Mass_media Hosbli1 Pervon [New a_2d0al6bffbc7dd8f d77ae55aab93
Region] 2dc5
Commanding_Structure MU/ Poc- a_ebeb3a7361bf0led 68df48c399¢
cumn [MFA of Russia] State_Affiliation 93e3e
Poccus [Russia]

Person Cepreii JlaBpor [Sergey Lav- a_2a7aebf65ce54a03 bl4a4639a64
rov] First_name Cepreii [Sergey] Ini- 1808d
tial_letter C. [S.] Gender m
Status_Role rnasa [head] Fam-
ily_name Naspos [Lavrov]
Statement LeHa Ha ras ana YkpauHsbl a_f2c3163347540d89 366¢c2bf424e
B 2009 rogy MOXeT BbIpacTu BABOE 720eb
[prices for gas for Ukraine may be
doubled in 2009]
Location YkpauHa [Ukraine] a_d86dbb670872b609 78aed5dc39
a8e2b5
Table 10. Fragment of the semantic index of the text
(pairs of the kind “named entity — named relation”)
L Pair (object — relation) | Semantic index (unique code) —l
L0 e T

Person Cepreii JlaBpos [Sergey Lav- b_348eda6¢c3d9a407 3ebd0c4b5916
rov] First_name Cepreii [Sergey] Ini- | bddo
tial_letter C. [S.] Gender m
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Status_Role rnasa [head] Fam-
ily_name Naspos [Lavrov] Relation
BbICKa3biBaHUA_3asBNeHNUS
[declarations_statements]

Statement ueHa Ha ras ans YkpauHbl
B 2009 rogy MOXeT BblpacTu BABOE
[prices for gas for Ukraine may be
doubled in 2009] Relation asTop [Au-
thor]

b 7986d80e781ce95b 253defa0906
d86a3

Person Cepreii JlaBpos [Sergey Lav-
rov] First_name Ceprewn [Sergey] Ini-
tial_letter C. [S.] Gender m
Status_Role rnasa [head] Fam-
ily_name Naspos [Lavrov] Relation
yrnommHaeT [mentions]

b 4d188f5919b61bd6_a7d4al95ada
52738

Location YkpanHa [Ukraine] Relation
yrnomMuHaetcs [mentioned]

b beda786d3al455b4 86adlS5caSe3
26¢5b

Peison Cepreii JlaBpoB [Sergey Lav-
rov] First_name Cepreii [Sergey] Ini-
tial_letter C. [S.] Gender m
Status_Role rnasa [head] Fam-
ily_name Naspos [Lavrov] Relation
paboTaet [works]

b _foccf8d7bcdblefd 868250674063
a2dc

Location YkpanHa [Ukraine] Relation
uMTaThl [citations]

b 47a8071397b5d33b_2ebd0cOea54
6446e

--------------------------------------------------

----------------------------------------------

Table 11. Fragment of the semantic index of the text

(triples of the kind “named entity —

named relation —named entity”)

r Triple (object — relation — ebject)

| Semantic index (unique code) |

--------------------------------------------------

----------------------------------------------

Person Cepreii JlaBpos [Sergey Lav-
rov] First_name Ceprew [Sergey] Ini-
tial _letter C. [S.] Gender m
Status_Role rnasa [head] Fam-
ily_name Naspos [Lavrov] Relation
BbICKa3bIBaHUS_3asaBfEeHUSA
[declarations_statements] Statement
LeHa Ha ras gnsa YkpauHs! B 2009 roay
MOXET BblpacTu BaBoe [prices for gas
for Ukraine may be doubled in 2009]

c_348eda6c3d9a407 253defa0906d
86a3

Statement yeHa Ha ras asst YKpauHbl

B 2009 rogy MoxXeT BblpacTu BABOE

[prices for gas for Ukraine may be
doubled in 2009] Relation astop [Au-

c_7986d80e781ce95b_
a7d4al195adas52738
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thor] Person Cepreii JlaBpos [Sergey
Lavrov] First_name Cepreii [Sergey]
Initial_letter C. [S.] Gender m

Status _Role rnasa [head] Fam-
ily_name JNaBpoB [Lavrov]

Person Cepreli JlaBpos First_name
Person Cepreii JlaBpoB [Sergey Lav-
rov] First_name Cepreii [Sergey] Ini-
tial_letter C. [S.] Gender m
Status_Role rnaBa [head] Fam-
ily_name INaspos [Lavrov] Relation
yriommHaeTt [mentions] Location Yk-
| pauna [Ukraine]

c_4d188f5919b61bd6_86adl5casSe3
26¢5b

Location Ykpauna [Ukraine] Relation
yromMuHaercs [mentioned] Person
Cepreitr laBpoB [Sergey Lavrov]
First_name Cepreit [Sergey] Ini-
tial_letter C. [S.] Gender m
Status_Role rnasa [head] Fam-
ily_name Naepos [Lavrov]

c_beda786d3al455b4 2ebd0cOeas4
6446e

Person Cepreii JlaBpos [Sergey Lav-
rov] First_name Cepreii [Sergey] Ini-
tial _letter C. [S.] Gender m
Status_Role rnasa [head] Fam-
ily_name Naspos [Lavrov] Relation
pabotaet [work] Gov_Structure MU/
Poccum [MFA of Russia]
State_Affiliation Poccusi [Russia]

c_fb6cef8d7bcdb0ef0 68df48¢399¢9
3e3e

Location YkpauHa [Ukraine] Relation
uuTaTol [citations] Statement LeHa
Ha ras ansa Ykpausb 8 2009 roay mo-
JKET BblpacTu BABOe [prices for gas for
Ukraine may be doubled in 2009]

c_47a807{397b5d33b_366c2bf4d24e
720eb

------------------------------------------------------------------------------------------------

Table 12. Fragment of the semantic index of the new text (named entities)

L Entity (object with attributes)

Semantic index (unique code)

------------------------------------------------------------------------------------------------

mass_media Hoebilh PervioH [New
Region]

a_2d0al6bffbc7dd8f d77ae55aab93
2dc5

Location YkpaviHa [Ukraine]

a_d86dbb670872b609 78aed5dc39a
8e2b5s

Person Buktop Owenko [Victor
Uschenko] First_name Buktop [Victor]
Initial_letter B. [V.] Gender m Fam-

a_7986d80e781ce95b 253defa0906
d86a3
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ily_name lOweHko [Uschenko]
Person AHrena Mepkens [Angela a_b5b8f5d8c84d5dbl 1fec7102e0d
Merkel] First_name AHrena [Angela] 017ab

Initial_letter A. [A.] Gender f Fam-
ily_name Mepkenb [Merkel] -
MepcoHa Bukrtop AHagpeesny tOWeHKo [ a 7c¢d1659a3047¢3be 6843{8d1284
[Victor Andreevich Uschenko] fdcf0

First_name BukTop [Victor] Oryecrso
AHapeesny [Andreevich] Initial_letter
B. [V.] Initial_letter2 A. [A.] Gender m
Family_name lOQweHko [Uschenko]

------------------------------------------------------------------------------------------------

Table 13. Fragment of the semantic index of the new text
(pairs of the kind “named entity — named relation”)

| Pair (object — relation) | Semantic index (unique code) |
o S
Person Buktop lOuwenko [Victor b 1fec7102e0d017ab
Uschenko] First_name Buxkrop [Victor] | b5b8f5d8c84d5dbl
Initial_letter B. [V.] Gender m Fam-
ily_name OweHko [Uschenko] Rela-
tion BCTpeuu_W_neperosopbl
[meetings_and_negotiations]
Person AHrena Mepkenb [Angela b_b5b8f5d8c84d5dbl 1fec7102e0d
Merkel] First_name AHrena [Angela] 017ab
Initial_letter A. [A.] Gender f Fam-
ily_name Mepkenb [Merkel] Relation
BCTpeUM_¥_reperosopsl [meet-
ings_and_negotiations]
Table 14. Fragment of the semantic index of the new text
(triples of the kind “named entity — named relation — named entity”)
| Triple (object — relation — object) l Semantic index (unique code) |
|0 PP
Person Bukrtop tOweHko[Victor c_7986d80e781ce95b_

Uschenko] First_name Buktop [Victor] | b5bgf5d8c84d5dbl
Initial _letter B. [V.] Gender m Fam-
ily_name OuweHko [Uschenko] Rela-
tion BCTpeun_u_neperoBopbl [meet-
ings_and_negotiations] Person Axre-
na Mepkenb [Angela Merkel]
First_name Anrena [Angela] Ini-
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tial_letter A. [A.] Gender f Fam-
ily_name Mepkenb [Merkel]

Person AHrena Mepkenb[Angela Mer- | ¢ b5b8f5d8c84d5dbl 7986d80e781
kell First_name Anrena [Angela] Ini- | ¢ce95b

tial_letter A. [A.] Gender f Fam-
ilyv_name Mepkenb [Merkel] Relation
BCTPEUU_1_Neperosopbl
[meetings_and_negotiations] Person
BukTtop OweHko [Victor Uschenko]
First_name BukTop [Victor] Ini-
tial_letter B. [V.] Gender m Fam-

ily _name OuweHko [Uschenko]

................................................................................................

Table 15. Fragment of the semantic index of the named entities
for collection from two texts prior to combining such objects

Entity (object with attributes) ‘ Semantic index (unique code)

------------------------------------------------------------------------------------------------

Person Bukrop lOwenko [Victor a_7986d80e781ce95b 253defa0906
Uschenko] First_name BukTtop [Victor] | d86a3

Initial_letter B. [V.] Gender m Fam-
ily _name KOweHko [Uschenko]

Mepcona BukTop AHapeesuy lOWeHKo | a 7cd1659a3047c3bc 684318d1284
[Victor Andreevich Uschenko] fdefo

First_name BukTop [Victor] OTuecrso
AnnpeeBuu [Andreevich] Initial_letter
B. [V.] Initial_letter2 A. [A.] Gender m
Family _name lOweHko [Uschenko]

................................................................................................

Table 16. Fragment of the semantic index of the named entities
for collection from two texts after combining such objects

Entity (object with attributes) I Semantic index (unique code)

------------------------------------------------------------------------------------------------

flepcora Buxktop AHapeesuy lOweHko | a 7986d80e781ce95b_253defa0906
[Victor Andreevich Uschenko] d86a3,

First_name BukTop [Victor] OTyecTBO | 5 7¢d1659a3047c3bec 6843fRd1284
AHapeeBud [Andreevich] Initial_letter £dcfo -

B. [V.] Initial_letter2 A. [A.] Gender m
Family_name OweHko [Uschenko]

-------------------------------------------------------------------------------------------------
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Claims

1. A method of computerized semantic indexing of natural language text,
which method comprising steps of:

— presenting the text to be indexing in an electronic form for the subse-
quent computerized treatment;

— segmenting the text in the electronic form into elementary units named
hereinafter tokens;

— identifying stable phrases in the text during linguistic analysis;

— forming sentences corresponding to the portions of the text;

— in every sentences having the identified stable phrases, during multi-
stage semantic-syntactic analysis by addressing the linguistic and heuristic rules
formed in the database in the predetermined linguistic environment, hereinafter
referred to as rules, identifying the semantically meaningful objects hereinafter
referred to as named entities, and the semantically meaningful relations between
the named entities hereinafter referred to as named relations;

— within the text being indexed for every identified named relations relat-
ing the certain named entities, forming the set of triples, single first type triple
corresponding to the relation established by the named relation between two
named entities, each of the set of the second type triples corresponding to a
value of particular attribute of one of those entities, and each of the set of the
third type triples corresponding to a value of particular attribute of the named
relation itself;

— at the set of the formed triples, indexing all named entities related by the
named relations separately, all pairs of the kind “named entity — named rela-
tion”, and all triples of the kind “named entity — named relation — named entity”,
while taking into account the attributes of respective named entities and/or

named relations;
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— storing in the database the formed triples and the obtained indices to-

gether with the reference to the initial text from which those triples have been
formed.

2. The method according to claim 1, wherein said tokens hereinafter re-
ferred to as the first level elementary units are selected from the group consist-
ing of: words in the form of the series of letters or letters and hyphens; numbers;
punctuation marks; and series of spaces.

3. The method according to claim 1, further comprising a step of forming,
for every token being a word, a respective second level elementary units herein-
after referred to as morphs based on the morphological analysis.

4. The method according to claim 1, wherein, during said linguistic analy-
sis at the step of forming sentences, converting the first and/or second elemen-
tary units (i.e., tokens and morphs) in every sentence into said stable phrases
hereinafter referred to as the third level elementary unit by addressing dictionar-
ies and morphological associations stored in advance in the database.

5. The method according to claim 1, further comprising, during said mul-
tistage semantic-syntactic analysis, steps of:

— identifying, in the sentence, said named entities considered as the fourth
level elementary units in a set of elementary units of the first, second, and/or
third levels;

— forming, using said rules, the morphological attributes for every named
entity from the morphological attributes of said elementary units of the second
and/or third levels (i.e., morphs and/or stable phrases) which constitute this
named entity;

— forming, using said rules, the semantic attributes for every named entity
from the semantic attributes of the elementary units of the second and/or third

levels which constitute this named entity;
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— assigning for every named entity a respective type from the application
ontology stored in the database according to the topics of the domain, to which
the text being indexed relates;

— storing every named entity in the memory together with the type as-
signed thereto and morphological and semantic attributes determined thereto.

6. The method according to claim 5, further comprising steps of: deter-
mining, for every named entity with type assigned thereto, an anaphoric refer-
ence considered as the fifth level elementary unit, and storing said anaphoric
reference in the database together with type and attributes of the named entity
being the antecedent for that anaphoric reference, as well as with the indication
of the co-reference between that named entity and the anaphoric reference
thereof; |

— said named relations considered as the sixth level elementary units are
determined using said rules on the basis of the elementary units of the first, sec-
ond, third, fourth and/or fifth levels;

— determining, using said rules, for every named relation the morphologi-
cal attributes from the second level elementary units constituting this named re-
lation;

— determining, using said rules, for every named relation the semantic at-
tributes from the elementary units of the first, second, third and/or fourth levels
constituting this relation;

— assigning the respective type to every named relation from application
ontology stored in the database according to the topics of the domain, to which
the text being indexed relates;

— storing in the memory every named relation together with the type as-
signed thereto and morphologic and semantic attributes determined thereto.

7. The method according to claim 1, further comprising, prior to storing in
the database the formed triples and obtained indices, a step of convolving every

group of the objects related by co-reference relations into a single object whose
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set of the attributes being the combination of the attributes of all object interre-
lated by the co-reference relations.

8. A method of computerized semantic indexing of natural language text
collection, which method comprising all the steps of the method according to
claim 1 in reference to the succeeding text being indexed, after which, during
the step of storing in the database the formed triples and the obtained indices of
the succeeding text, comprising further steps of: comparing, using the linguistic
and heuristic rules in the predetermined linguistic environment, the newly de-
rived named entities and named relations with the named entities and named re-
lations already existed in the database, and in the case of identifying similar
named entities and/or named relations, the duplicated information is not stored
in the database, and respective named entities and/or named relations are sup-
plemented with references to the succeeding texts where they are present and
references to the text fragments within each of succeeding texts from which they
are derived.

9. The method according to claim 8, Where:in said tokens hereinafter re-
ferred to as the first level elementary units are selected from the group consist-
ing of: words in the form of the series of letters or letters and hyphens; numbers;
punctuation marks; and series of spaces.

10. The method according to claim 8, further comprising a step of form-
ing, for every token being a word, a respective second level elementary units
hereinafter referred to as morphs based on the morphological analysis.

11. The method according to claim 8, wherein, during said linguistic
analysis at the step of forming sentences, converting the first and/or second ele-
mentary units (i.e., tokens and morphs) in every sentence into said stable phrases
hereinafter referred to as the third level elementary unit by addressing dictionar-
ies and morphological associations stored in advance in the database.

12. The method according to claim 8, further comprising, during said mul-

tistage semantic-syntactic analysis, steps of:
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— identifying, in the sentence, said named entities considered as the fourth
level elementary units in a set of elementary units of the first, second, and/or
third levels;

— forming, using said rules, the morphological attributes for every named
entity from the morphological attributes of said elementary units of the second
and/or third levels (i.e., morphs and/or stable phrases) which constitute this
named entity;

— forming, using said rules, the semantic attributes for every named entity
from the semantic attributes of the elementary units of the second and/or third
levels which constitute this named entity;

— assigning for every named entity a respective type from the domain on-
tology stored in the database according to the topics of the domain, to which the
text being indexed relates;

— storing every named entity in the memory together with the type as-
signed thereto and morphological and semantic attributes determined thereto.

13. The method according to claim 12, further comprising steps of: deter-
mining, for every named entity with type assigned thereto, an anaphoric refer-
ence considered as the fifth level elementary unit, and storing said anaphoric
reference in the database together with type and attributes of the named entity
being the antecedent for that anaphoric reference, as well as with the indication
of the co-reference between that named entity and the anaphoric reference
thereof;

— said named relations considered as the sixth level elementary units are
determined using said rules on the basis of the elementary units of the first, sec-
ond, third, fourth and/or fifth levels;

— determining, using said rules, for every named relation the morphologi-
cal attributes from the second level elementary units constituting this named re-

lation;
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— determining, using said rules, for every named relation the semantic at-
tributes from the elementary units of the first, second, third and/or fourth levels
constituting this relation;

— assigning the respective type to every named relation from application
ontology stored in the database according to the topics of the domain, to which
the text being indexed relates;

— storing in the memory every named relation together with the type as-
signed thereto and morphologic and semantic attributes determined thereto.

14. The method according to claim 8, further comprising, prior to storing
in the database the formed triples and obtained indices, a step of convolving
every group of the objects related by co-reference relations into a single object
whose set of the attributes being the combination of the attributes of all object
interrelated by the co-reference relations.

15. A machine-readable medium intended for direct operation in a com-
puter and comprising a program for carrying out the method according to claim
1.

16. A machine-readable medium intended for direct operation in a com-

puter and comprising a program for carrying out the method according to claim

8.
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(FirstName.GENDER !=null):a,
(FirstName.NUMB != null):b,
(FirstName.CASE != null):c

SecondName.GENDER == :a,
SecondName.NUMB == :b,

SecondName.CASE ==

}

)y
)? +
(

{
Morph.GENDER == :a,

Morph.NUMB == :b,
Morph.CASE == ¢,
Morph.Orpho == Upperinitial

Person = {FIRSTNAME= x, SECONDNAME=y, NAME=z}

Fig. 3

(JobTitle NUMB != null):a, (JobTitle. CASE != null):b

Organization. NUMB = sg, Organization.CASE == gen

-

Person.NUMB == :a, Person.CASE == :b
}
)z
>

work = {from = z, to =y, JOBTITLE = x}

Fig. 4
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END
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SELECT DISTINCT ?uid ?FamilyName ?FirstName ?EmploymentLabel
WHERE
{

?uid
sofa:_ INSTANCEOF REL onto:Person;
onto: FamilyName ?FamilyName;
onto:FirstName ?FirstName.

?e

sofa: INSTANCEOF REL onto:work;
Os: to ?orgUid;
os: from ?uid.
?orgUid
sofa: LABEL REL ?work.
}ORDER BY ?FamilyName

Fig. 7
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