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METHOD AND APPARATUS FOR ADAPTIVE WEIGHT SELECTION FOR
MOTION COMPENSATED PREDICTION

CROSS-REFERENCE TO RELATED APPLICATIONS
This application claims the benefit of U.S. Provisional Applicaton Serial No.

60/764,493, filed 2 February, 2006, which is incorporated by reference herein in its
entirety.

TECHNICAL FIELD

The present principles relate generally to video encoding and, more
particularly, to a method and apparatus for adaptive weight selection for motion
compensated prediction.

- BACKGROUND

Video compression encoders and/or decoders gain much of their
compression efficiency by forming a reference picture prediction of a picture to be
encoded, and only encoding the difference between the current picture and the
prediction. The more closely correlated the prediction is to the current picture, the
fewer the bits needed to compress that picture. This prediction can be generated by
using either spatial or temporal samples within previously available pictures or
blocks. Temporal prediction is essentially performed through the consideration of
motion parameters that may be available within the bitstream and, optionally,
weighting/offsetting parameters which are either explicitly encoded or implicitly
derived from the bitstream. Weighting and offsetting parameters can be rather
useful in the presence of certain transitions such as fades and cross-fades, and
could lead to considerably improved performance compared to traditional motion
compensated schemes.

Proper selection of weights can greatly impact the video compression
efficiency of a system that considers weighted prediction. The International
Organization for Standardization/international Electrotechnical Commission
(ISONEC) Moving Picture Experts Group-4 (MPEG-4) Part 10 Advanced Video
Coding (AVC) standard/International Telecommunication Union, Telecommunication
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Sector (ITU-T) H.264 recommendation (hereinafter the “MPEG-4 AVC standard”)
provides a weighted prediction tool with two modes, an explicit mode and an implicit
mode. In the explicit mode, the encoder may select and properly assign the weights
and offsets used in encoding and decoding.

The MPEG-4 AVC standard does not suggest or require any particular
method for selecting these weights and offsets. On the other hand, for the implicit
mode, weighting parameters are computed based on “temporal” distances between
pictures. For determining such distances, each picture/slice is associated with a
counter field referred to as the Picture Order Count (POC), which can also be used
for display purposes. Implicit mode is only available for B slices, while a rather
important differentiation between these two modes is that for B slices for explicit
mode the same weights are applied for both single and bi prediction, while implicit
weights are applied only for bi prediction.

Several methods have been proposed for weight estimation, which may
consider statistical approaches like linear regression, estimating weighting
parameters as the ratio between the average value of the pixels in the current
picture divided by the average value of the pixels in the reference picture, histogram
methods, and weighted parameter estimation in the presence of cross-fades using
displaced differences. In any of the above methods, weights are refined by
considering the current source picture and the motion predicted non-weighted
reference picture. This process is repeated until it converges or satisfies an end
criteria/criterion. '

In the MPEG-4 AVC standard, multiple reference pictures can be used for
inter-prediction, with a reference picture index coded to indicate which of the muitiple
reference pictures is used. In P slices, only single prediction is used, and the
allowable reference pictures are managed in list 0. In B slices, two reference picture
lists are considered, list 0 and list 1. In B slices, prediction can be performed using
single prediction by considering either list 0 or list 1, or bi-prediction using both list 0
and list 1. When bi-prediction is used, the list 0 and the list 1 predictors are
averaged together to form a final predictor. Unlike in previous standards, B pictures
may be stored and used as reference pictures when coding other pictures.

The MPEG-4 AVC standard uses tree-structured hierarchical macroblock
partitions. Inter-coded 16x16 pixel macroblocks can be broken down into
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macroblock partitions, of sizes 16x16, 16x8, 8x16, or 8x8. 8x8 macroblock partitions
are also known as sub-macroblocks, and may also be broken into sub-macroblock
partitions, of sizes 8x4, 4x8, and 4x4. For each macroblock partition, a reference
picture index, prediction type (list 0, list 1, bipred), and a motion vector may be
independently selected and coded. For each sub-macroblock partition, a motion
vector may be independently selected and coded, but the reference picture index
and prediction type of the sub-macroblock is used for all of the sub-macroblock
partitions.

The MPEG-4 AVC standard does not use a temporal reference in the Video
Coding Layer (VCL), but instead uses Picture Order Count (POC) to indicate relative
distances between coded pictures. Several methods are provided for coding the
picture order count of each slice, including coding of a delta_pic_order_cnt field in
the slice header. POC is used for scaling of motion vectors in direct mode, and for
weighting factor derivation in weighted prediction (WP) implicit mode.

Weighted prediction is supported in the Main and Extended profiles of the
MPEG-4 AVC standard. Use of weighted prediction is indicated in the sequence
parameter set for P and SP slices using the weighted_pred_flag field, and for B
slices using the weighted_bipred_idc field. There are two WP modes, an explicit
mode which is supported in P, SP, and B slices, and an implicit mode which is
supported in B slices only.

In WP, the weighting factor used is based on the reference picture index (or
indices in the case of bi-prediction) for the current macroblock or macroblock
partition. The reference picture indices are either coded in the bitstream or may be
derived, e.g., for skipped or direct mode macroblocks. In explicit mode, these
parameters are coded in the slice header. In implicit mode, these parameters are
derived. The weighting factors and offset parameter values are constrained to allow
for 16 bit arithmetic operations in the inter prediction process.

Explicit mode is indicated by weighted_pred_flag equal to 1 in P or SP slices,
or by weighted_bipred_idc equal to 1 in B slices. In explicit mode, the WP
parameters are coded in the slice header. A muiltiplicative weighting factor and an
additive offset for each color component may be coded for each of the allowable
reference pictures in list 0 for P slices and B slices. The number of allowable
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reference pictures in list 0 is indicated by num_ref_idx_l0_active_minus1, and for list
1 for B slices is indicated by num_ref_idx_I1_active_minus1.

The dynamic range and precision of the weighting factors can be adjusted
using the luma_fog2_weight_denom and chroma_log2_weight_denom fields, which
are the binary logarithm of the denominator of the luma and chroma weighting
factors, respectively. Higher values of the log weight denominator allow more fine-
grained weighting factors but require additional bits for coding the weighting factors
and limit the range of the effective scaling. For each allowable reference picture
index in list 0, and for B slices also in list 1, flags are coded to indicate whether or
not weighting parameters are present in the slice header for that reference picture
index, separately for the luma and chroma components. If the weighting parameters
are not present in the slice header for a given reference picture index and color
component, a default weighting factor equivalent to a scaling factor of 1 and a zero
offset are used. The multiplicative weighting factors are coded as luma_weight_I0,
luma_weight_I1, chroma_weight_10, and chroma_weight_I1. The additive offsets are
coded as luma_offset_I0, luma_offset_|1, chroma_offset_l0, and chroma_offset_|1.

For fades that are uniformly applied across the entire picture, a single
weighting factor and offset are sufficient to efficiently code all macroblocks in a
picture that are predicted from the same reference picture. However, for fades that
are non-uniformly applied, e.g., for lighting changes or camera flashes, more than
one reference picture index can be associated with a particular reference picture
store by using memory management control operation (MMCO) commands and/or
reference list picture reordering (RPLR). This allows different macroblocks in the
same picture to use different weighting factors even when predicted from the same
reference picture store.

The same weighting parameters that are used for single prediction are used
in combination for bi-prediction. The final inter prediction is formed for the pixels of
each macroblock or macroblock partition, based on the prediction type used. For
single prediction from list 0, SampleP, which denotes the weighted predictor, is
calculated as follows:

SampleP=Clip1(((SampleP0-W, + 227 >5[ WD)+0y),
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and for single prediction from list 1,
SampleP=Clip1(((SampleP1-W; + 2:%2-"y 5> WD) +0;),
and for bi-prediction,

SampleP=Clip1(((SampleP0-W; + SampleP1-W,; + 2:"P)
>> (LWD+1)) + (Op + O+ 1)>>1)

where Clip1() is an operator that clips to the range [0, 255], W, and O, are the list O
reference picture weighting factor and offset, and W, and Oy are the list 1 reference
picture weighting factor and offset, and LWD is the log weight denominator rounding
factor. SampleP0O and SampleP1 are the list 0 and list 1 initial predictors.

The determination of appropriate explicit WP parameters in an encoder is
outside the scope of the MPEG-4 AVC standard.

The Joint Video Team (JVT) JM reference software includes a method of
selecting weights and always assigns a value of zero to the offsets. In the JM
software method, while coding a picture, the mean values , M, of the Y, U, and V
color components of all pixels in the current picture are calculated, where i is the
color component index. In addition, the mean values, MRy, of the Y, U, and V
components of each pixel in each of the allowable reference pictures are calculated,
where j is the reference picture index. An estimated multiplicative weighting factor,
Wi, for each color component of each reference picture is computed as the ratio of
the mean of the current picture to the mean of the reference picture, scaled by a left
shift of the log weight denominator, as follows:

Wj = (int)(M; * (1<<LWD) | MR;) + 0.5)

After the weighting factor is determined, a scaling of the reference picture by
the weighting factor is performed, and the scaled reference picture is stored. The
scaled reference picture is rounded to 8-bit precision, so that it may be used in the

motion estimation and mode decision processes, which use 8-bit pixel operations.
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If implicit WP is used, as was previously described, then weighting factors are
not explicitly transmitted in the slice header, but instead are derived based on
relative distances between the current picture and the reference pictures. Implicit
mode is used only for bi-predictively coded macroblocks and macroblock partitions
in B slices, including those using direct mode. The same formula for bi-prediction is
used, except that the offset values Op and Oy are equal to zero, and the weighting
factors Wy and W; are derived using the formulas below.

X = (16384 + (TDp>> 1))/ TDp
Z = clip3(-1024, 1023, (TDg - X + 32) >> 6)
W, =2Z>>2 Wy =64 - W,

This is a division-free, 16-bit safe operation implementation of the following:

W;=(64" TDp )/ TDg,

where TDg is temporal difference between the list 1 reference picture and the list 0
reference picture, clipped to the range [-128, 127], and TD;g is difference of the
current picture and the list O reference picture, clipped to the range [-128, 127]. In
this case, since single prediction uses the original references, no additional picture
needs to be stored for motion estimation.

Several other methods for estimating the explicit WP parameters were
previously proposed, such as methods that consider statistical approaches like linear
regression, histogram methods, weighted parameter estimation in the presence of
cross-fades using displaced differences, and so forth. Schemes to take motion into
consideration have also been proposed. For example, an iterative approach was
proposed in which a set of preliminary weights is first computed and then motion
vectors are estimated based on the current source picture and the weighted
reference picture. Finally, weights are refined by considering the current source
picture and the motion predicted non-weighted reference picture, with any of the
above methods. This process is repeated until it converges or satisfies a stopping

criterion.
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Unfortunately, all of the above prior art methods primarily aim to find the best
explicit weighting method weights, and never consider which weighting method
(implicit versus explicit) should be used, if at all. This can partly be resoived through
the consideration of various well known transition detection techniques. Such
methods consider various correlation metrics to characterize transitions within a
sequence, which could be useful also in determining whether weighting prediction
should be used or not. Nevertheless, considering also the presence of two different
WP methods, it is also desirable to be able to efficiently select between the two

modes, since, potentially either one could provide different benefits.

For simplicity, we write weighted prediction for list 0 prediction as

SampleP = SampleP0-wy + op,

we write weighted prediction for list 1 prediction as

SampleP = SampleP0-wp + o4,

and for bi-prediction as

SampleP = (SampleP0-wy + SampleP1-wy+ og+ on/2,

where w; is weighting factor and o; is weighting offset.

SUMMARY

These and other drawbacks and disadvantages of the prior art are addressed
by the present principles, which are directed to a method and apparatus for adaptive
weight selection for motion compensated prediction.

According to an aspect of the present principles, there is provided an
apparatus. The apparatus includes an encoder for encoding a picture by deriving a
set of weighting parameters, selecting at least one weighting parameter in the set
based upon a selection criteria, and applying the selected at least one weighting
parameter to a reference picture used to encode the picture.
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According to another aspect of the present principles, there is provided a
video encoding method. The method includes encoding a picture by deriving a set
of weighting parameters, selecting at least one weighting parameter in the set based
upon a selection criteria, and applying the selected at least one weighting parameter
to a reference picture used to encode the picture.

These and other aspects, features and advantages of the present principles will
become apparent from the following detailed description of exemplary embodiments,
which is to be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The present principles may be better understood in accordance with the
following exemplary figures, in which:

FIG. 1 shows a diagram for an exemplary video encoder, which incorporates
weights estimation, to which the present principles may be applied, in accordance
with an embodiment of the present principles;

FIG. 2 shows a diagram for an exemplary method for selecting the best
weighted prediction method for single prediction, in accordance with an embodiment
of the present principles; and

FIG. 3 shows a diagram for an exemplary method for selecting the best
weighted prediction method for single prediction and bi-prediction, in accordance
with an embaodiment of the present principles.

DETAILED DESCRIPTION
The present principles are directed to a method and apparatus for adaptive

weight selection for motion compensated prediction.

The present description illustrates the present principles. It will thus be
appreciated that those skilled in the art will be able to devise various arrangements
that, although not explicitly described or shown herein, embody the present
principles and are included within its spirit and scope.

All examples and conditional language recited herein are intended for
pedagogical purposes to aid the reader in understanding the present principles and
the concepts contributed by the inventor(s) to furthering the art, and are to be
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construed as being without limitation to such specifically recited examples and
conditions.

Moreover, all statements herein reciting principles, aspects, and
embodiments of the present principles, as well as specific examples thereof, are
intended to encompass both structural and functional equivalents thereof.
Additionally, it is intended that such equivalents include both currently known
equivalents as well as equivalents developed in the future, i.e., any elements
developed that perform the same function, regardless of structure.

Thus, for example, it will be appreciated by those skilled in the art that the
block diagrams presented herein represent conceptual views of illustrative circuitry
embodying the present principles. Similarly, it will be appreciated that any flow
charts, flow diagrams, state transition diagrams, pseudocode, and the like represent
various processes which may be substantially represented in computer readable
media and so executed by a computer or processor, whether or not such computer
or processor is explicitly shown.

The functions of the various elements shown in the figures may be provided
through the use of dedicated hardware as well as hardware capable of executing
software in association with appropriate software. When provided by a processor,
the functions may be provided by a single dedicated processor, by a single shared
processor, or by a plurality of individual processors, some of which may be shared.
Moreover, explicit use of the term “processor” or “controller” should not be construed
to refer exclusively to hardware capable of executing software, and may implicitly
include, without limitation, digital signal processor (“DSP”) hardware, read-only
memory (“ROM?”) for storing software, random access memory (“RAM"), and
non-volatile storage.

Other hardware, conventional and/or custom, may also be included.
Similarly, any switches shown in the figures are conceptual only. Their function may
be carried out through the operation of program logic, through dedicated logic,
through the interaction of program control and dedicated logic, or even manually, the
particular technique being selectable'by the implementer as more specifically
understood from the context.

in the claims hereof, any element expressed as a means for performing a

specified function is intended to encompass anv wav of performina that function
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including, for example, a) a combination of circuit elements that performs that
function or b) software in any form, including, therefore, firmware, microcode or the
like, combined with appropriate circuitry for executing that software to perform the
function. The present principles as defined by such claims reside in the fact that the
functionalities provided by the various recited means are combined and brought
together in the manner which the claims call for. It is thus regarded that any means
that can provide those functionalities are equivalent to those shown herein.

Reference in the specification to “one embodiment” or “an embodiment” of the
present principles means that a particular feature, structure, characteristip, and so
forth described in connection with the embodiment is included in at least one
embodiment of the present principles. Thus, the appearances of the phrase “in one
embodiment” or “in an embodiment” appearing in various places throughout the
specification are not necessarily all referring to the same embodiment.

Turning to FIG. 1, an exemplary video encoder which incorporates weights
estimation is indicated generally by the reference numeral 100.

A non-inverting input of a combiner 105, a first input of a Mode Decision (MD)
& Motion Compensation (MC) 175, a first input of a motion estimator (ME) 165, and
a first input of a motion estimator 170 are available as inputs to the video encoder.
An output of the combiner 105 is connected in signal communication with an input of
a transformer 110. An output of the transformer 110 is connected in signal
communication with an input of a quantizer 115. An output of the quantizer 115 is
connected in signal communication with an input of a variable length coder (VLC)
120. An output of the VLC 120 is available as an output of the video encoder 100.

The output of the quantizer 115 is also connected in signal communication
with an input of an inverse quantizer 125. An output of the inverse quantizer 125 is
connected in sighal communication with an input of an inverse transformer 130. An
output of the inverse transformer 130 is connected in signal communication with a
first non-inverting input of a combiner 180. An output of the combiner 180 is
connected in signal communication with an input of a loop filter 135. An output of
the loop filter 135 is connected in signal communication with an input of a picture
reference store 140. An output of the reference picture store 140 is connected in
signal communication with an input of a List0 reference buffer 145 and with an input
of a List 1 reference buffer 150. A first outobut of the ListO reference buffer 145 is
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connected in signal communication with a first input of multiplier 155. A first output
of the List1 reference buffer 150 is connected in signal communication with a first
input of a multiplier 160. A second output of the ListO reference buffer 145 and a
second output of the List1 reference buffer 150 are connected in signal
communication with a second input of the MD&MC 175. An output of the multiplier
155 is connected in signal communication with a second input of the motion
estimator 165. An output of the multiplier 160 is connected in signal communication
with a second input of the motion estimator 170. A first output of the MD&MC 175 is
connected in signal communication with an inverting input of the combiner 105. A
second output of the MD&MC 175 is connected in signal communication with a
second non-inverting input of the combiner 180.

A method and apparatus are provided that allow for determining the most
appropriate weighting method(s) for encoding a current picture. Furthermore, in
accordance with an embodiment of the present principles, the determination of the
explicit weighting parameters can be improved by considering multiple weight
estimation methods. In accordance with an embodiment of the present principles,
different weighting factors are initially estimated using various methods. These
weights, which could include normal, implicit, and multiple explicit weights, are then
evaluated by considering simple criteria or methods, such as correlation or distortion
computation, and the most appropriate weight and weighting method(s) according to
such criteria is selected for encoding the current picture/slice.

Advantageously, an embodiment of the present principles allows for the
efficient selection between explicit and implicit modes, since, potentially either one
could provide different benefits. For example the implicit mode may provide better
performance in the presence of only local brightness transformations, or during
linear fades, while explicit mode may be more useful during cross-fades.
Furthermore, the implicit mode may itself be useful for improving coding efficiency of
non-fading frames considering that single prediction does not use weights, while bi-
prediction allows for a more efficient exploiting of the higher correlation that may
exist with references closer in time.

It is to be noted that some prior art methods exists that allow for an initial
estimate about the transition within the sequence, which could also assist in the

determination of the weighting method that is to be used, if necessary, for weighted
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prediction. Nevertheless, as previously described, weighted prediction (WP), and in
particular the use of implicit WP may prove quite useful and beneficial even during
periods in which no fades are present. Furthermore, although various algorithms are
known for estimating the explicit weighting parameters, we contend that different
computation methods could be more beneficial or accurate for certain types of
transitions. Therefore, in accordance with the present principles, various
embodiments are provided that not only improve the weight parameter selection, but
also make a better decision with regard to the WP method that is to be used.
Although one approach that may be used would be to encode a picture using all
possible WP combinations (weighting methods, weights, and so forth), and then
select the best one according to a predetermined criterion (i.e., using Rate Distortion
Optimal decision of the form J = D + A*R where D is distortion, A is a Lagrangian
parameter and R the bits used to encode the current picture), such methods are too
computationally expensive, and not as practical especially for a real time
implementation.

In general, the word “pictures” as used herein refers to either field or frame
pictures according to the picture structure decision. Initially a set of picture
correlation metrics needs to be computed according to the slice type or prediction
method that is used. In particular, for single inter-prediction (P slices), we may
consider three possible cases for the computation of such picture correlation
metrics. This process is done for all available references within list0 that are used
for Motion Compensation. For reference i we may consider the following cases.

Case 1:
_ mean(F,)

cur

= o..=0

0./ ? 0.0
mean(F, . .)

where wy, is the weight for this reference, and oy,is the corresponding offset. Fg.-
corresponds to the current picture, and Fr; is the reference with index i. The mean
essentially computes the average of all pixels within F.,,. Note that computation
could also be based on DC images, or even sub-sampled images in order to reduce
complexity if needed. Based on these weighting parameters a distortion metric
compared to the current picture is also computed which is referred to herein as
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sum_diff_wfg,; . This distortion metric will be described further later. It is apparent
that this case is used in order to consider multiplicative transitions.

Case 2:

Wy, =1,0,, =mean(F,,)—mean(F, )

cur

Similar to Case 1, based on these weighting parameters, a distortion metric
compared to the current picture is also computed which is referred to herein as
sum_diff wog,; This case is considered for additive transitions.

Case 3:

We also consider weighting parameters w,, =1 and o,, =0, which perform no

weighting operation to our prediction samples. The distortion metric compared to
the current picture is not sum_diff_nowpg,.

For bi-prediction (B slices), a few additional cases and sub-cases are
considered. A key difference from single prediction weights is that weighting
parameters now have to be computed for both listO and list1 references, while the
joint effect of weighting both references and the availability of implicit weights should
be considered. More specifically, we first consider the following sub-cases where
weighting parameters for reference i in list x are computed as follows.

Sub-Case 1:

mean(F_,.)

, o0,=0
mean(F, . ..)

W =

where wy;is the weight for this reference, and o,;is the corresponding offset. Based
on these weighting parameters, a distortion metric compared to the current picture is
also computed which is referred to herein as sum_diff_wfy,; . This distortion metric
will be further discussed herein after. This case is used to consider multiplicative
transitions.
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Sub-Case 2:

w,, =1,0,, =mean(F,_)—mean(F, , )

Similar to Case 1, these weighting parameters are used to compute a
distortion metric for each reference compared to the current picture, which is

referred to herein as sum_diff_woy,;. This case is considered for additive transitions.

Sub-Case 3:

We also consider weighting parameters w,, =1 and o,, =0, which perform no

weighting operation to our prediction samples. The distortion metric compared to the

current picture is not sum_diff_nowpy;.

For these sub-cases, weighting parameter selection for each reference in
each list is made similar to the single prediction case, without jointly considering the
impact of other references. The selected weighting parameters from this decision
will then be considered in a second step which considers joint weight optimization.

In particular for bi-prediction we now have the following cases to consider.

Case 1:

w,,and o, for both lists are pre-selected from sub-case 1 through sub-case

Case 2:
Case 2 involves the consideration of joint correlation through computation of

wp and w; as follows:

28 and w, =—2—,
p+1 p+1
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> (Fref_l l[x, y] - Fcur[x, y])
> (F cur[x, y] — Fref 10 [x, y])

B:

If B < 0, then the distance based weight estimation method is used (implicit

weights). Weighting offsets are set to 0.

Case 3:

Weights are computed implicitly.

Case 4:

No weights are considered.

After creating the above set of weighted prediction candidates, a preliminary
selection is performed with regards to WP parameters. More specifically, each one
of the possible weighting candidates described above (no weighting, Implicit
weighting, and explicit weighting methods) results in one factor/offset couple for
single prediction and two for bi-predictions.

For single prediction and for sub-case consideration within bi-prediction, the

distortion based on difference of histograms is used.

WFrcf =W *Frcf[x?y]+0
nb__bins—|
distortion = > | YHisto,_[i]—YHisto,,_[i]|

i=0

The above distortion tends to be quite robust in the presence of motion and
that is why it was selected for our computation. Note also that this computation
could be based again on DC images, or sub-sampled images (e.g., by a factor of N
and/or M horizontally and vertically, respectively) in order to reduce complexity.

The histogram distortions can then be used to determine which method is
most likely superior in terms of single prediction. However, it is to be appreciated
that the present principles are not limited to solely the use of histogram distortions
and, thus, other distortion metrics may also be used in accordance with the
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principles. For example, one other such distortion metric includes, but is not limited
to, absolute difference. Selection can also be based on the successful detection of
the current transition, while due to the consideration that the use of no WP might be
more appropriate at times, a different priority for such distortion is considered when
comparing to the weighted distortions. More specifically, adaptive selection for single
prediction can be described in the following pseudo code (as well as the method 200
of FIG. 2 below):

I/ compare weights first (offset only method versus weight only),
/! then select between no weights and weights
if (sum_diff_wf <= sum_diff_wo)
{
min_sum_diff = sum_diff_wf;
min_log_weight_denom = log_weight_denom;
min_weight_factor = weight_factor;
min_weight_offset = 0;
}
else
{
min_sum_diff = sum_diff_wo;
min_log_weight_denom = default_log_weight_denom;
min_weight_factor = default_weight;
min_weight_offset = weight_offset;

}

double delta_wp = 0.05;
if (the sequence is a fade)
cond = sum_diff_nowp <
(int)((0.75+delta_wp*ref_ind)*(double)min_sum_diff+0.5);
else
cond = (int)(0.9*(double)sum_diff_nowp) < min_sum_diff;
if ( cond)

min_sum_diff = sum_diff_nowp;
min_log_weight_denom = default_log_weight_denom;
min_weight_factor = default_weight;
min_weight_offset = O;

}

eise

{
log_weight_denom = min_log_weight_denom;
weight_factor = min_weight_factor;
weight_offset = min_weight_offset;

}
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Similarly, for bi-prediction, the following distortion is computed for each

possible prediction couple:

5  for single prediction

distortion = ZlDC Feurr [x, y]— (w”.DC Fref_ix [x, y] +o,; 1 ; and

for bi-prediction:

10
. . . (WOXDCFre/ IO[ ’y]+oo+“'| xDCr,, n[x’.V]"‘ol ),
distortion = Z min{(|DC_,.. [x, y]— = S = l,
|DCFcurr [x’ y] - (Wo,o XDCr 4 [x, J’] + 00,0 lsIDCFmr [x’ Y] = (wn,o XDCpr,y [x, )"]"‘ Oo ))
Based on this new distortion, we may now determine the weighted prediction
method that is to be used as follows: |
15

If the sequence is not a fade or cross-fade,
{
For single prediction,
No weighting (w=1, 0=0)
20 For bi-prediction,
If (distortion imp < @ * distortion nowp)
Implicit weighting
Else
No weighting
25 }
Else

{
For single prediction,
If (distortion gxp2 < b * min(distortion nowp, distortion exp1))
30 Explicit weighting method 2 :
Else if (distortion exp1 < distortion nowp)
Explicit weighting method 1
Else
No weighting
35
For bi-prediction,
If (distortion casez < € * min(distortion now, distortion jmp, distortion case1))
Explicit weighting method case 2
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Else if (distortion case1 < d * min(distortion now, distortion jmp))
Explicit weighting method case 1

Else if (distortion |mp < € * distortion now)
Implicit weighting

Else
No weighting

In the preceding pseudo code, a, b, ¢, d, and e are weighting coefficients
according to the priority that we may wish to assign for each weighting method.
More specifically, in one embodiment of the present invention used for testing, we
have used a=0.75, b=c=0.8, d=e=0.95, although other values could also be used.
For example, if no transition detection algorithm is used, these values could be
altered to provide even higher priority to the normal, or even implicit modes without
penalizing performance significantly. This approach is described below with respect
to FIG. 3.

It should be noted that method 2 weights are considered during motion
estimation from combined references and the final mode decision and encoding.
Motion estimation from normal references may be performed using the best of the
three other methods.

It is to be appreciated that we may also use any of the previously developed
weighted prediction estimation methods (e.g., histogram approach, iterative
schemes, and so forth) to estimate additional weighting prediction candidates,
therefore increasing the number of potential cases that could be considered for such
purpose.

Turning to FIG. 2, an exemplary method for selecting the best weighted
prediction method for single prediction is indicated generally by the reference
numeral 200. The method 200 includes a start block 205 that passes control to a
function block 210. The function block 210 computes the weights, sum_diff_wo,
sum_diff_wf, and sum_diff_nowp, and passes control to a decision block 215. The
decision block 215 determines whether or not sum_diff_wo is less than sum_diff_wf.
If so, then control is passed to a function block 220. Otherwise, control is passed to
a function block 225.

The function block 220 sets the best mode to offsets, sets the best_sum to
sum_diff_wo, and passes control to a decision block 230.
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The function block 225 sets the best_mode to weights, sets the best_sum to
sum_diff_wf, and passes control to a decision block 230.

The decision block 230 determines whether or not best_sum is less than
Ts*sum_diff_nowp. If so, then control is passed to 240. Otherwise, control is
passed to 235.

The function block 235 sets the best_mode to nowp, sets the best_sum to
sum_diff_nowp, and passes control to an end block 240.

Turning to FIG. 3, an exemplary method for selecting the best weighted
prediction method for single prediction and bi-prediction is indicated generally by the
reference numeral 300.

The method 300 inciudes a start block 305 that passes control to a function
block 310. The function block 310 computes the weights and distortions, and
passes control to a decision block 315. The decision block 315 determines whether
or not the scene transition is fade or cross_fade. If so, then control is passed to a
function block 325. Otherwise, control is passed to a decision block 320.

The decision block 325 determines whether or not bi-prediction is to be used.
If so, then control is passed to a function block 335. Otherwise, control is passed to
a decision block 340.

The decision block 335 determines whether or not distcase2 < C*
Min{distnowp,diStimp,distcaset1). If SO, then control is passed to a function block 360.
Otherwise, control is passed to a decision block 350.

The function block 360 sets the best_mode to exp_mode2, and passes
control to an end block 380.

The decision block 350 determines whether or not distgaset < d*
min(distnowp,distimp). If 50, then control is passed to a function block 365. Otherwise,
control is passed to a decision block 355.

The function block 365 sets the best_mode to exp_mode1, and passes
control to the end block 380.

The decision block 355 determines whether or not distimy < €* disthowp. |If SO,
the control is passed to a function block 375. Otherwise, contro! is passed to a
function block 370.

The function block 375 sets the best_mode to implicit, and passes control to
the end block 380.
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The function block 370 sets the best_mode to nowp, and passes control to
the end block 380. .

The decision block 320 determines whether or not bi-prediction is to be used.
If so, then control is passed to a decision block 330. Otherwise, control is passed to
the function block 370.

The decision block 330 determines whether or not distimp < @* distnowp. If S0,
then control is passed to the function block 375. Otherwise, control is passed to the
function block 370.

The decision block 340 determines whether or not distexp2 < b*
min(distrowp,distexp1). If SO, then control is passed to the function block 360.
Otherwise, control is passed to the decision biock 345.

The decision block 345 determines whether or notdistexpt < disthowp. If SO,
then control is passed to the function block 365. Otherwise, control is passed to the
function block 370.

A description will now be given of some of the many attendant
advantages/features of the present invention, some of which have been mentioned
above. For example, one advantage/feature is an apparatus that includes an
encoder for encoding a picture by deriving a set of weighting parameters, selecting
at least one weighting parameter in the set based upon a selection criteria, and
applying the selected at least one weighting parameter to a reference picture used to
encode the picture. Another advantage/feature is the apparatus having the encoder
as described above, wherein the encoder selects the at least one weighting
parameter in the set based upon a full encoding of the picture with each of the
weighting parameters in the set and using rate distortion optimization. Yet another
advantage/feature is the apparatus having the encoder that uses the rate distortion
optimization as described above, wherein the rate distortion optimization is
performed using Lagrangian muitipliers.

Moreover, another advantage/feature is the apparatus having the encoder as
described above, wherein the encoder selects the at least one weighting parameter
based upon a computation of a distortion metric. Further, another advantage/feature
is the apparatus having the encoder that selects the at least one weighting
parameter based upon the computation of the distortion metric as described above,
wherein the distortion metric is computed as an absolute picture difference between
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the picture and a weighted reference picture. Also, another advantage/feature is the
apparatus having the encoder that selects the at least one weighting parameter
based upon the computation of the distortion metric as described above, wherein the
distortion metric is computed as a difference between histograms of the picture and
a weighted reference picture. Additionally, another advantage/feature is the
apparatus having the encoder that selects the at least one weighting parameter
based upon the computation of the distortion metric as described above, wherefn the
encoder uses at least one of histogram methods, picture mean averages, linear
regression, displaced differences, and iterative methods to estimate explicit
weighting parameters for the picture.

Yet another advantage/feature is the apparatus having the encoder as
described above, wherein the encoder also selects an optimal weighﬁng method to
encode the picture based on distortion characterization, the optimal weighting
method selected from among a non-weighted prediction method, an explicit
weighted prediction method, and an implicit weighted prediction method, each
included in the set of weighting parameters. Further, another advantage/feature is
the apparatus having the encoder that also selects the optimal weighting method as
described above, wherein the distortion characterization involves bi-prediction
distortion computed based on both list 0 and list 1 reference pictures. Also, another
advantage/feature is the apparatus having the encoder that also selects the optimal
weighting method as described above, wherein the encoder selects the optimal
weighting method to encode the picture using at least one transition detection
method.

| These and other features and advantages of the present principles may be
readily ascertained by one of ordinary skill in the pertinent art based on the
teachings herein. It is to be understood that the teachings of the present principles
may be implemented in various forms of hardware, software, firmware, special
purpose processors, or combinations thereof.

Most preferably, the teachings of the present principles are implemented as a
combination of hardware and software. Moreover, the software may be
implemented as an application program tangibly embodied on a program storage
unit. The application program may be uploaded to, and executed by, a machine

comprising any suitable architecture. Preferably, the machine is implemented on a
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computer platform having hardware such as one or more central processing units
(“CPU"), a random access memory (“RAM”), and input/output (“{/O”) interfaces. The
computer platform may also include an operating system and microinstruction code.
The various processes and functions described herein may be either part of the
microinstruction code or part of the application program, or any combination thereof,
which may be executed by a CPU. In addition, various other peripheral units may be
connected to the computer platform such as an additional data storage unit and a
printing unit.

It is to be further understood that, because some of the constituent system
components and methods depicted in the accompanying drawings are preferably
implemented in software, the actual connections between the system components or
the process function blocks may differ depending upon the manner in which the
present principles are programmed. Given the teachings herein, one of ordinary skill
in the pertinent art will be able to contemplate these and similar implementations or
configurations of the present principles.

Although the illustrative embodiments have been described herein with
reference to the accompanying drawings, it is to be understood that the present
principles is not limited to those precise embodiments, and that various changes and
modifications may be effected therein by one of ordinary skill in the pertinent art
without departing from the scope or spirit of the present principles. All such changes
and modifications are intended to be included within the scope of the present
principles as set forth in the appended claims.
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CLAIMS:

1. An apparatus, comprising:

an encoder (100) for encoding a picture by deriving a set of weighting
parameters, selecting at least one weighting parameter in the set based upon a
selection criteria, and applying the selected at least one weighting parameter to a

reference picture used to encode the picture.

2. The apparatus of claim 1, wherein said encoder (100) selects the at
least one weighting parameter in the set based upon a full encoding of the picture
with each of the weighting parameters in the set and using rate distortion

optimization.

3. The apparatus of claim 2, wherein the rate distortion optimization is
performed using Lagrangian multipliers.

4. The apparatus of claim 1, wherein said encoder (100) selects the at

least one weighting parameter based upon a computation of a distortion metric.

5. The apparatus of claim 4, wherein the distortion metric is computed as
an absolute picture difference between the picture and a weighted reference picture.

6. The apparatus of claim 4, wherein the distortion metric is computed as
a difference between histograms of the picture and a weighted reference picture.

7. The apparatus of claim 4, wherein said encoder (100) uses at least
one of histogram methods, picture mean averages, linear regression, displaced
differences, and iterative methods to estimate explicit weighting parameters for the

picture.
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8. The apparatus of claim 1, wherein said encoder (100) also selects an
optimal weighting method to encode the picture based on distortion characterization,
the optimal weighting method selected from among a non-weighted prediction
method, an explicit weighted prediction method, and an implicit weighted prediction
method, each included in the set of weighting parameters.

9. The apparatus of claim 8, wherein the distortion characterization
involves bi-prediction distortion computed based on both list O and list 1 reference
pictures.

10.  The apparatus of claim 8, wherein said encoder (100) selects the
optimal weighting method to encode the picture using at least one transition

detection method.

11.  Avideo encoding method, comprising:

encoding a picture by deriving a set of weighting parameters;

selecting at least one weighting parameter in the set based upon a selection
criteria; and

applying the selected at least one weighting parameter to a reference picture
used to encode the picture (200, 300).

12.  The method of claim 11, wherein said encoding step selects the at
least one weighting parameter in the set based upon a full encoding of the picture
with each of the weighting parameters in the set and using rate distortion
optimization (200,300).

13. The method of claim 12, wherein the rate distortion optimization is

performed using Lagrangian multipliers.

14.  The method of claim 11, wherein said encoding step selects the at
least one weighting parameter based upon a computation of a distortion metric
(200.300).
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15. The method of claim 14, wherein the distortion metric is computed as
an absolute picture difference between the picture and a weighted reference picture
(210,310).

16.  The method of claim 14, wherein the distortion metric is computed as a
difference between histograms of the picture and a weighted reference picture
(210,310).

17.  The method of claim 14, wherein said encoding step uses at least one
of histogram methods, picture mean averages, linear regression, displaced
differences, and iterative methods to estimate explicit weighting parameters for the
picture (210,310).

18. The method of claim 11, wherein said encoding step also selects an
optimal weighting method to encode the picture based on distortion characterization,
the optimal weighting method selected from among a non-weighted prediction
method, an explicit weighted prediction method, and an implicit weighted prediction
method, each included in the set of weighting parameters
(220,225,235,375,370,365,360).

19. The method of claim 18, wherein the distortion characterization
involves bi-prediction distortion computed based on both list 0 and list 1 reference
pictures (310).

20. The method of claim 18, wherein said encoding step selects the
optimal weighting method to encode the picture using at least one transition
detection method (315).
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