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USING CANARY INSTANCES FOR SOFTWARE ANALYSIS

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims benefit of United States patent application serial number 13/796,923, filed March 12, 2013, which is herein incorporated by reference.

BACKGROUND OF THE INVENTION

Field of Invention

[0002] Embodiments of the present invention generally relate to software correctness and performance during deployment, and more specifically to techniques for evaluating a software application relative to another software application that performs the identical function(s).

Description of Related Art

[0003] Rather than relying on a single large software application to provide every facet of a modern software solution, many software solutions today are made up of a substantial number of different services that are designed to work together to provide the functionality of the overall system. For instance, rather than writing a single standalone application that provides an online content streaming service, such a service could be provided by tens or even hundreds of smaller software services, each designed to perform a specific set of tasks, and that work together to provide the content streaming service. Doing so has several pronounced advantages. For instance, it can be easier to compartmentalize the development of the software application, as each standalone service can be assigned to a small group of programmers for implementation. This helps to alleviate complicated merge operations and troubleshooting operations during the development process, as each standalone service can be compiled and tested individually. Additionally, doing so greatly improves the modularity of the software solution, allowing individual services to be easily removed and replaced with updated services that perform the same task. As yet another advantage, such a modularized design allows
the software solution to be easily distributed and redistributed over multiple
different compute nodes (either physical or virtual), based on how the different
services are positioned and configured.

[0004] However, there are drawbacks to such a modularized design as well.
For instance, it can potentially be difficult to pinpoint the root cause of a problem
in a heavily distributed software solution. For example, consider a solution
made up of several hundred interconnected services. In such an environment,
a problem occurring in one of the services may adversely affect the
performance of several other services, which in turn may adversely affect the
performance of still other services. When this occurs, the developers and
engineers may have difficulty pinpointing which of the many malfunctioning
services originally caused the problem. As another example, when a particular
service begins consuming a large amount of system resources, it may be
difficult to determine whether an update to the particular service is causing the
heavy resource usage, or whether an update to another one of the services is
causin the heavy resource usage.

[0005] Additionally, the vast majority of software applications go through a
number of different iterations during their lifespan. For instance, a newer
version of a software application could add a new feature to the software
application. As another example, the newer version could attempt to resolve a
problem with the previous version of the software application. As a practical
matter, newer versions of software typically include a multitude of different
changes and new features. Furthermore, the newer version of software may
frequently be developed by a substantial number of developers, with one or
more developers working on each of the changes and new features, and then
merging their individual contributions into a single release version of the
software.

[0006] However, since software development is not a perfect science, the
newer version of software may introduce new problems as well. Such problems
could be caused by any number of factors, including incompatible code
introduced during the merge process, mistakes during the merge process, or
simply errors in the code. While these problems could cause the new version of
software to fail during execution, in other situations these problems could affect
the performance of the software application (e.g., resulting in higher memory
and CPU usage during execution), and thus may be harder to detect during
quality assurance testing. In an environment in which a number of interrelated
services are executing and in which the performance of a particular service can
be influenced not only by the particular service’s personal workload, but by the
performance and workload of other services as well, it can be significantly
harder to detect minor differences in the performance of a newer version of one
of the services.

SUMMARY OF THE INVENTION

[0007] Embodiments provide a method for evaluating a second version of
software. The method includes selectively routing incoming requests to
software instances within a plurality of software instances. Here, the plurality of
software instances comprises a plurality of baseline instances and a plurality of
canary instances. Additionally, the plurality of baseline instances are running a
first version of the software, and the plurality of canary instances are running
the second version of the software. The method also includes monitoring the
plurality of software instances to collect performance data for a plurality of
performance metrics. Additionally, the method includes calculating a plurality of
aggregate baseline performance metrics, wherein each of the plurality of
aggregate baseline performance metrics corresponds to one of the plurality of
performance metrics. Here, each of the plurality of aggregate baseline
performance metrics is calculated based on the collected performance data for
the plurality of baseline instances, relating to a corresponding one of the
plurality of performance metrics. The method further includes, for each of the
plurality of performance metrics and for each of the plurality of canary instances,
calculating a relative performance value that measures the collected
performance data for the respective canary instance and for the respective
performance metric, relative to the corresponding aggregate baseline
performance metric from the plurality of aggregate baseline performance
metrics. Also, the method includes calculating a final overall measure of
performance for the second version of software, based on the relative performance values.

[0008] Other embodiments include, without limitation, a non-transitory computer-readable medium that includes instructions that enable a processing unit to implement one or more aspects of the disclosed methods as well as a system configured to implement one or more aspects of the disclosed methods.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] So that the manner in which the above recited features of the present invention can be understood in detail, a more particular description of the invention, briefly summarized above, may be had by reference to embodiments, some of which are illustrated in the appended drawings. It is to be noted, however, that the appended drawings illustrate only typical embodiments of this invention and are therefore not to be considered limiting of its scope, for the invention may admit to other equally effective embodiments.

[0010] Figure 1 illustrates a canary analysis environment configured with a canary analysis component, according to one embodiment described herein.

[0011] Figure 2 illustrates a cloud computing environment configured with a canary analysis component, according to one embodiment described herein.

[0012] Figure 3 is a flow diagram illustrating a method for collecting performance data in a canary analysis environment, according to one embodiment described herein.

[0013] Figure 4 is a flow diagram illustrating a method for computing canary analysis results, according to one embodiment described herein.

[0014] Figure 5 illustrates an interface for displaying performance data relating to a canary analysis, according to one embodiment described herein.

[0015] Figure 6 illustrates an interface for displaying canary analysis results, including the handling of metric gathering errors occurring during analysis, according to one embodiment described herein.

[0016] Figure 7 illustrates a computing system configured with a canary analysis component, according to one embodiment described herein.
DETAILED DESCRIPTION

[0017] Although there are numerous advantages to a modularized computing environment, in which a multitude of different services are each designated a specific task or set of tasks, such an environment also introduces several challenges as well. For example, in a computing environment including hundreds of services, each of which may be dependent upon the performance of one or more other services, it can be challenging to quickly diagnose the source(s) of a problem. As used herein, a particular service can be said to be dependent upon another service, when the particular service’s performance can be affected by the performance of the other service. In such an environment, when a single service begins to malfunction, the malfunctioning service can impact the performance of other services (e.g., services which depend upon the single service), which in turn can affect the performance of still other services, and so on. As a result, it can be difficult for an administrator to diagnose the root cause of a problem, when a number of different services begin malfunctioning.

[0018] Additionally, the efficiency of a single service’s performance can vary depending on a number of different factors in such an environment. For example, a given service could consume more CPU resources and memory resources when its incoming workload increases (e.g., when more requests are routed to the service for processing). As another example, the service could begin consuming more CPU and memory resources, due to the behavior of another one of the services. For instance, a database service’s workload could significantly increase, if another service begins erroneously submitting queries to the database service for process. As such, when testing a new version of a particular software service, it can be difficult to ascertain whether any variation in the new version’s performance efficiency, relative to the previous version of the service, are in fact caused by the new version of the code (i.e., as opposed to the behavior of another service(s) or a fluctuation in the incoming workload of the service.

[0019] As such, embodiments provide techniques for evaluating a version of software. Embodiments may selectively route incoming requests to software
instances within a plurality of software instances, where the plurality of software instances includes a baseline instances and canary instances. For purposes of this example, assume that the baseline instances are running a baseline version of the software and the canary instances are running the version of the software to be evaluated (that is distinct from the baseline version of the software). For instance, the baseline version could be the current version of the code that is used in a production environment, and the version to be evaluated could be a new version of the code that is scheduled for deployment in the production environment. More generally, however, it is broadly contemplated that any two instances of software that perform the same function may be compared using the techniques described herein.

[0020] Moreover, embodiments may be configured to route incoming requests to the software instances in a number of different ways. Generally, it is preferable that the incoming requests (and the workload from processing these requests) be evenly distributed across each of the plurality of software instances. In some embodiments, where each of the software instances has equal processing power and where each request requires approximately the same amount of processing power, a simple load balancing technique (e.g., round robin load balancing) may be employed. However, in other embodiments, particular requests may require significantly more (or less) processing, relative to other requests, and/or particular software instances may have significantly more (or less) processing power (e.g., due to the hardware on which the software instances are executing). As such, it is broadly contemplated that routing the incoming requests, embodiments may employ any number of different load balancing techniques in routing the incoming requests to the software instances. Examples of such techniques include, without limitation, round robin load balancing, weighted round robin load balancing, dynamic round robin load balancing, fastest load balancing, least connections load balancing, observed load balancing, and predictive load balancing. More generally, however, any technique (known or unknown) for evenly distributing the workload associated with processing the incoming requests across the plurality of software instances may be used, in accordance with the functionality described herein.
Additionally, embodiments may monitor the plurality of software instances to collect performance data for a plurality of performance metrics. For instance, a respective monitoring agent could be deployed for each of the plurality of software instances. The monitoring agents could collect performance data for the respective software instance and could report this performance data to a canary analysis component. Examples of the performance metrics include, without limitation, CPU usage, memory usage, network usage, latency, transaction rate, error rate, and so on. More generally, the performance metrics may include any measure of any sort of performance that is related to at least one of the software instances.

Embodiments may then calculate a plurality of aggregate baseline performance metrics, where each of the plurality of aggregate baseline performance metrics corresponds to one of the plurality of performance metrics, and where each of the plurality of aggregate baseline performance metrics is calculated based on collected performance data for the plurality of baseline instances, relating to a corresponding one of the plurality of performance metrics. As an example, embodiments could calculate an aggregate measure of CPU usage across all of the baseline instances by calculating an average of the CPU usage metrics collected for the baseline instances, and could calculate a similar aggregate measure for each of the other performance metrics measured.

Additionally, for each of the plurality of performance metrics and for each of the plurality of canary instances, embodiments may calculate a relative performance value that measures the collected performance data for the respective canary instance and for the respective performance metric, relative to the corresponding aggregate baseline performance metric from the plurality of aggregate baseline performance metrics. For instance, embodiments could compare the CPU usage metric for one of the canary instances against the aggregate CPU usage metric calculated for the plurality of baseline instances, and could calculate a relative performance value for the canary instance using these values. For instance, embodiments could divide the canary's average CPU usage metric by the baseline instances' aggregate average CPU usage.
metric, to produce a canary-to-baseline ratio with respect to the average CPU usage metric. Embodiments could also compute an expected lower bound and upper bound of the canary-to-baseline ratio, based on the measured statistics of the baseline aggregate average CPU usage metric and the canary instance average CPU usage metric.

[0024] Embodiments may then calculate a final measure of performance for the version of software being evaluated (i.e., the version of software running on the canary instances), based on the relative performance values. For instance, embodiments could calculate an aggregate relative performance value for each of the plurality of performance metrics. As an example, embodiments could calculate each of the aggregate relative performance values by calculating an average of the relative performance values for the respective performance metric. Embodiments could then calculate the final measure of performance, based on the aggregate relative performance values (e.g., by calculating an average of the aggregate relative performance values). Advantageously, doing so provides a relative comparison of the evaluated version of software to the baseline version of software. For example, embodiments could measure an average variance across all the performance metrics for the evaluated version of software, relative to the metrics for the baseline version, and could calculate a single number expressing a measure of confidence that the canary instances are healthy (e.g., a confidence measure of 85%), which can then be compared to a threshold measure of confidence to determine an overall acceptability for the canary software build.

[0025] Moreover, in particular embodiments, the final measure of performance can be calculated in various ways, in order to evaluate different performance aspects of the software versions. For example, a weighted average could be used in which particular performance metrics are given more (or less) weight. In one embodiment, certain metrics may be inverted when the final measure of performance is calculated. For example, a higher measured value for a particular performance metric, relative to a lower measured value for the particular performance metric, may be indicative of more efficient performance by the software (e.g., a metric such as incoming requests
processed per second). At the same time, a higher measured value for another performance metric may be indicative of less efficient performance by the software *(e.g., CPU usage, memory usage, etc.)*. As such, in one embodiment, the final measure of performance is calculated where a higher final measure of performance is indicative of more efficiently executing software, and in such an embodiment, measured values certain performance metrics could be inverted *(e.g., metrics where a lower measured value is indicative of more efficient performance)* in calculating the final measure of performance.

[0026] Figure 1 illustrates a canary analysis environment configured with a canary analysis component, according to one embodiment described herein. As shown, the system 100 includes a plurality of clients 105, a load balancer component 110, a plurality of production instances 120I-N, a plurality of canary instances 130I-N, and a canary analysis component 150. For purposes of this example, assume that the production instances 120I-N are running a baseline version *(e.g., a production version)* of a software application and the canary instances 130I-N are running a new version of the software application. Generally, the clients 105 may submit requests for processing, and the load balancer 110 could distribute the incoming requests between the software instances 120I-N and 130I-N for processing. For instance, load balancer component 110 could selectively route incoming requests to software instances 120I-N and 130I-N, according to a particular load balancing algorithm. Additionally, to minimize any potential disruption to the plurality of clients 105, the number of production instances 120I-N may be much larger than the number of canary instances 130I-N. In such an environment, a majority of client requests could be routed to the production instances 120I-N, thereby insuring that any disruption caused by the canary instances 130I-N affects only a minority of the client requests. In one embodiment, the system 100 represents an online content streaming service, in which a plurality of client devices 105 submit requests for streaming video content and these requests are fulfilled (at least in part) by the software instances 120I-N and 130I-N. More generally, however, it is contemplated that the canary analysis component 150 may be configured for use in any type of environment, consistent with the functionality described herein.
[0027] In one embodiment, if the load balancer component 110 submits a request to one of the instances 120I-N and 130I-N and the request is not processed within a predetermined amount of time, the load balancer component 110 could be configured to resubmit the request to a different one of the instances 120I-N and 130I-N. Advantageously, doing so allows for instances running the new version of the software application to be deployed within a production environment, while minimizing any impact on the clients 105. That is, if one of the canary instances 130I-N running the new version of software experiences a problem in processing a request (e.g., due to a bug in the new version of software) which prevents the request from being processed within the predetermined amount of time, the load balancer 110 could resubmit the request to one of the production instances 120I-N for processing.

[0028] Additionally, the canary analysis component 150 could monitor the software instances 120I-N and 130I-N to collect performance data relating to a plurality of performance metrics. For instance, a respective monitoring component(s) (not shown) could be deployed for each of the instances 120I-N and 130I-N, and these monitoring components could collect performance data for their respective software instance and transmit the collected performance data to the canary analysis component 150 (e.g., via a communications network). The canary analysis component 150 could then calculate aggregate baseline performance metrics based on the production instances 120I-N, where each of the aggregate baseline performance metrics is calculated based on performance data collected from the plurality of production instances 120I-N, for a given one of the performance metrics. As an example, the canary analysis component 150 could calculate average value across the production instances 120I-N, for each of the performance metrics being measured.

[0029] Additionally, for each of the performance metrics and canary instances, the canary analysis component 150 could calculate a relative performance value that measures the collected performance data for the respective canary instance and for the respective performance metric, relative to the corresponding aggregate baseline performance metric. For example, the canary analysis component 150 could calculate a particular canary instance's relative performance value for an average CPU usage metric, by calculating the
ratio between the particular canary instance's average CPU usage metric and the aggregate baseline performance metric for average CPU usage. The canary analysis component 150 could then calculate a similar relative performance value for the canary instance, for each of the other performance metrics, and could then calculate similar relative performance values for the other canary instances.

[0030] The canary analysis component 150 could then calculate a final measure of performance for the version of software being evaluated (i.e., the version of software running on the canary instances), based on the relative performance values. For instance, the canary analysis component 150 could calculate an aggregate relative canary performance value for each of the plurality of performance metrics being measured, based on the relative performance values for the canary instances 130I-N. For instance, to determine the aggregate relative canary performance value for a given one of the performance metrics, the canary analysis component 150 could calculate an average of the relative performance values relating to the given performance metric. The canary analysis component 150 could then determine the final measure of performance for the version of software being evaluated, based on the aggregate relative canary performance values. For instance, the canary analysis component 150 could determine the final performance measure by calculating an average of the aggregate relative canary performance values. Advantageously, doing so provides a measure of the variability between the performance metrics for the version of software running on the canary instances 130I-N, relative to the performance metrics for the baseline version of software running on the production instance 120I-N. Such a value could then be used to determine whether the new version of the software has affected the software’s performance.

[0031] In one embodiment, the canary analysis component 150 is configured to operate within a cloud computing environment. Figure 2 illustrates a cloud computing environment configured with a canary analysis component, according to one embodiment described herein. As shown, the cloud computing environment 200 includes the canary analysis component 150 and a plurality of cloud compute nodes 215. The cloud compute nodes 215 each
contain a respective one or more services 220 and a respective one or more
monitoring components 225. Generally, each of the monitoring components
225 can be configured to monitor a corresponding one of the service 220 in
order to collect performance data pertaining to a plurality of performance
metrics for a corresponding one of the services 220. In one embodiment, the
monitoring components 225 are configured to transmit the collected
performance data to the canary analysis component 150 (e.g., via a local area
network within the cloud computing environment 200). In a particular
embodiment, the monitoring components 225 are configured to store the
collected performance data (e.g., in a database), and the canary analysis
component 150 is configured to retrieve the stored performance data (e.g., by
querying the database).

[0032] The canary analysis component 150 may also be configured to filter
out certain performance data when calculating a final measure of performance
for a version of software. For example, if one of the monitoring components
225 reports performance data to the canary analysis component 150 that has
an excessively high variance (e.g., a measure of variance that exceeds a
predefined threshold level of variance), the canary analysis component 150
could label this data as noisy and could exclude it from consideration in
calculating the final measure of performance. As another example, if one of the
monitoring components 225 reports an error message to the canary analysis
component 150 in lieu of or in addition to the performance data, the canary
analysis component 150 could be configured to exclude the performance data
from consideration in calculating the final measure of performance. As yet
another example, if one of the monitoring components does not report a
sufficient amount of data to the canary analysis component 150 (e.g., when the
number of reported data points failed to exceed a predefined minimum number
of data points), the canary analysis component 150 could exclude this data from
consideration. More generally, it is broadly contemplated that the canary
analysis component 150 may exclude any performance data that is determined
to be questionable and/or insufficient for consideration in calculating the final
measure of performance for a particular version of software. In one
embodiment, the canary analysis component 150 is configured to impose
requirements that a certain number of performance metrics be valid, before
calculating the final measure of performance for the canary instances.

[0033] Figure 3 is a flow diagram illustrating a method for collecting
performance data in a canary analysis environment, according to one
embodiment described herein. As shown, the method 300 begins at block 310,
where baseline instances running a first version of code are deployed. Canary
instances running a second version of code are also deployed (block 315). For
instance, the baseline instances and canary instances could be deployed by a
user {e.g., an engineer or developer). In one embodiment, the canary analysis
component 150 is configured to automatically deploy the canary and baseline
instances for testing.

[0034] Additionally, a load balancer component is configured to selectively
route incoming requests to the baseline and canary instances, via a load
balancing algorithm (block 320). As discussed above, any algorithm for evenly
balancing incoming traffic between the deployed software instances may be
used, in accordance with the functionality described herein. Examples of such
load balancing algorithms include, without limitation, round robin load balancing,
weighted round robin load balancing, dynamic round robin load balancing, and
so on. Advantageously, by distributing incoming traffic and the accompanying
workload as evenly as possible between the baseline and canary instances,
embodiments help to ensure an accurate comparison between the first version
of software running on the baseline instances and the second version of
software running on the canary instances. In one embodiment, the canary
analysis component 150 is configured to direct more traffic toward the canary
instance, and less traffic towards the baseline instances, in order to evaluate
how the canary instances perform under extra load. Such a test may be
referred to as a "squeeze test." In such a squeeze test, the canary analysis
component 150 can monitor the plurality of performance metrics for the canary
instances, in order to verify that the overall health and performance of the
canary instances does not degrade unexpectedly with increasing load.

[0035] The canary analysis component 150 also monitors a plurality of
performance metrics across the plurality of baseline instances and the plurality
of canary instances (block 325), and the method 300 ends. Generally, the
performance metrics may be any quantifiable measure relating to the performance of a software application. Examples include, without limitation, measures of CPU usage, memory usage, latency, and so on. As discussed above, in one embodiment, a respective monitoring component is provisioned for each of the plurality of canary instances and for each of the plurality of baseline instances. These monitoring components could be configured to collect data relating to the performance metrics being measured and to report this data to the canary analysis component 150.

[0036] Figure 4 is a flow diagram illustrating a method for computing canary analysis results, according to one embodiment described herein. As shown, the method 400 begins at block 405, where the canary analysis component 150 computes an average baseline metric for each of the plurality of performance metrics. For example, for a CPU usage metric, the canary analysis component 150 could calculate the average of the CPU metrics measured across all of the baseline instances. The canary analysis component 150 could then calculate a similar average baseline metric for each of the other performance metrics being measured (e.g., memory usage, latency, etc.).

[0037] Once the average baseline metrics are calculated, the canary analysis component 150 calculates, for each of the plurality of canary instances and for each of the performance metrics being measured, a measure of variance between the measured metric for the respective canary instance and the corresponding average baseline metric. In the depicted method 400, the canary analysis component 150 calculates the ratio of the measured metric for the respective canary instance to the corresponding average baseline metric. For example, if the canary analysis component 150 determines that the CPU usage metric for the respective canary instance is 40% and the average baseline CPU usage metric is 45%, the canary analysis component 150 could determine that the ratio is .89 (i.e., .40 / .45). Of course, the determination of such a ratio is but one example of the measure of variance, and it is broadly contemplated that any measure of variance between the measured performance metric for the respective canary instance and the corresponding average baseline metric may be used.
Additionally, in the depicted example, the canary analysis component 150 determines a status for each of the measured metrics for each of the canary instances (block 415). For example, if the variance of a portion of the performance data measured for a given performance metric and a given canary instance exceeds a predetermined threshold level of variance, the canary analysis component 150 could determine that the portion of performance data is excessively noisy and should be excluded from consideration in computing the final measure of performance. As another example, the canary analysis component 150 could determine that an insufficient amount of performance data had been collected for a particular one of the canary instances with respect to a particular one of the measured performance metrics, and accordingly could determine that this performance data should also be excluded from consideration.

The canary analysis component 150 then calculates an aggregate metric for each of the measured performance metrics, using the calculated measures of variance between the data collected for the canary instances and the aggregate baseline metrics (block 420). For instance, in block 410, the canary analysis component 150 could have calculated a measure of variance in the CPU usage metric for each of the canary instances. In calculating the aggregate metric for CPU usage, the canary analysis component 150 could calculate the average of the measures of variance in the CPU usage metric across the canary instances having an acceptable status (e.g., excluding metrics having a noisy, insufficient or error status).

The canary analysis component 150 then calculates a final measure of performance for the version of software running on the canary instances, based on the aggregated metrics (block 425). In one embodiment, the canary analysis component 150 is configured to calculate the final measure of performance by computing an average of the aggregate metric values across all of the measured performance metrics. In a particular embodiment, the canary analysis component 150 computes the final measure of performance using a weighted average, where the aggregate metric relating to a certain one of the performance metrics is given a greater weight than the aggregate metric for another one of the performance metrics. More generally, any algorithm or
technique for calculated the final measure of performance based on the aggregated metric values can be used, in accordance with the functionality described herein. Once the final measure of performance is calculated, the method 400 ends.

[0041] Figure 5 illustrates an interface for displaying performance data relating to a canary analysis, according to one embodiment described herein. As shown, the interface 500 includes a plurality of performance metrics 510, a plurality of rows 520 and sorting buttons 505. Generally, the sorting buttons 505 can be used to alter the order in which the rows 520 are presented in the interface 500. As shown, the performance metrics being measured in the depicted embodiment include measures of latency, load, memory usage, network usage and transaction rate. While only a relatively small number of performance metrics are shown in the interface 500, the value of automated canary analysis becomes even more apparent when hundreds of performance metrics are monitored and evaluated across a substantial number of software instances. Of note, the depicted embodiment includes multiple different measures of latency for each of the rows, which are displayed within a single graph. Examples of different measures of latency include, for example, measures of latency to distinct sub-parts within a software instance and different types of types of measures of latency (e.g., roundtrip latency, endpoint computational speed, traceroutes, etc.).

[0042] Each of the rows 520 represents a respective one or more software instances. In one embodiment, the rows 520 may represent aggregate performance metrics for clusters of instances. For example, in the depicted embodiment, the baseline software instances are represented using a single row, and the data depicted for the various metrics 510 in this row relates to the baseline instances as a whole. For example, the performance metrics 510 for the baseline cluster row could depict the average measured value across all of the baseline instances. The rows 520 also include several canary instances. While a single canary instance is shown per row in the depicted embodiment, it is contemplated that embodiments could group the canary instances into one or more clusters, and these clusters could be depicted on the rows 520 of the interface 500. Advantageously, by depicting the collected data in graphical form
using the interface 500, embodiments can quickly and efficiently communicate the performance of the canary instances and the baseline instances to users.

[0043] Figure 6 illustrates an interface for displaying canary analysis results, according to one embodiment described herein. As shown, the interface 600 includes a plurality of rows 620, each relating to a different canary software instance (or group of canary instances), and a plurality of columns 630, each relating to a different performance metric measured for the plurality of canary instances. Generally, the interface 600 is used to display not only the visual depictions of the performance data collected for the various canary instances, but also to display the results of the analysis of the version of software deployed on the canary instances.

[0044] For example, in the depicted example, the canary analysis component 150 has classified each of the measured performance metrics for each of the canary instances based on various quality criteria. In the depicted embodiment, these classifications include an "ok" classification (i.e., for an average metric value within an acceptable range, relative to the corresponding metric value for the cluster of baseline instances), a "cold" classification (i.e., for an average metric value that is significantly less than the corresponding metric value measured for the cluster of baseline instances), a "hot" classification (i.e., for an average metric value that is significantly greater than the corresponding metric value measured for the cluster of baseline instances), a "noisy" classification (i.e., for a metric with a significant amount of variance), a "nodata" classification (i.e., for a metric where no data was collected), and a "truncated" classification (i.e., for a metric where less data than would be expected was collected, e.g., when an instance has only been running for 10 minutes, while the time collection window is 1 hour). More generally, however, it is broadly contemplated that these classifications, a subset of these classifications, and numerous other classifications can be used, consistent with the functionality described herein.

[0045] For instance, as shown, canary analysis component 150 has assigned the latency metric 650 for the first canary instances a noisy classification due to an excessive amount of variance. That is, the canary
analysis component 150 has calculated an expected range from 0.11 to 1.89 for this metric, and has determined that this amount of variance is significant enough to classify the metric as "noisy" (e.g., based on a determination that the amount of variance exceeds a predetermined threshold measure of variance).

[0046] Additionally, the canary analysis component 150 has calculated a relative value of 2.74 for the latency metric 650 for one specific canary instance. In one embodiment, the canary analysis component 150 is configured to calculate this value by dividing the average metric for the canary instance by the corresponding metric collected for the cluster of baseline instances. In another embodiment, the canary analysis component 150 is configured to calculate this value by dividing the corresponding metric collected for the cluster of baseline instances by the average metric for the canary instance. More generally, it is broadly contemplated that any number of different techniques could be used to calculate a value that measures the data collected for the canary instance, relative to the corresponding data collected for the cluster of baseline instances.

[0047] Additionally, in the depicted example, the canary analysis component 150 has determined that the latency metric 645 for the second canary instance has a relative value of 1.94 (i.e., relative to the latency metric collected for the cluster of baseline instances), and has classified the metric 645 as hot, due to the metric's 645 relative value significantly exceeding a value of 1.0 (e.g., exceeding the value of 1.0 by a threshold amount). Furthermore, the latency metric 655 for the third canary instance has been assigned a classification of truncated. In the depicted embodiment, the truncated classification represents a metric for which one or more error messages were returned from the monitor component, or for which much less data than would be expected was returned. As discussed above, the truncated classification is used in this embodiment to denote a metric for which at least one of the performance monitors associated with the corresponding canary instance encountered an error.

[0048] Once the canary analysis component 150 has classified each of the performance metrics for each of the canary instances, the canary analysis component 150 could then calculate an aggregate relative performance value for each of the measured performance metrics. Generally, the aggregate relative performance values reflect the value of the performance metric across
all of the monitored canary instances. As shown, the interface 600 includes aggregate relative performance values 685, 680, 660, 665, 670 and 675. Additionally, the canary analysis component 150 could assign classifications to the aggregate relative performance values. For instance, in the depicted embodiment, the aggregate relative performance value 660 has been assigned a classification of nodata.

[0049] Once the aggregate relative performance values are calculated, the canary analysis component 150 could calculate the final measure of performance 640 for the version of software running on the canary instances. In the interface 600, the final measure of performance 640 is shown as a value of 0.85 and has been assigned a classification of "80% ok." In this embodiment, the "80% ok" classification represents the likelihood that 0.85 is close enough to 1.0 for the measured data to still be considered acceptable. In other words, in the present example, the canary analysis component 150 has determined that the aggregate of all the metrics for all of the canary instances are approximately 85% of the value of their corresponding counterpart metrics collected for the cluster of baseline instances, and that this is sufficiently close to 1.0 to have confidence that the canary instances are functioning properly. Advantageously, doing so enables a user to quickly see how differently the canary instances are performing, relative to the baseline instances.

[0050] In one embodiment, the canary analysis component 150 is configured to exclude performance metric data having a particular classification(s). For instance, the canary analysis component 150 could be configured to exclude performance data classified as truncated data when calculating the aggregate relative performance values. As another example, the canary analysis component 150 could be configured to exclude any aggregate relative performance values having a noisy classification in calculate the final measure of performance for the canary instances. Doing so allows the canary analysis component 150 to selectively exclude particular performance data when calculating the aggregate relative performance values and/or the final measure of performance for a given set of canary instances running a given version of software.
[0051] Figure 7 illustrates a computing system configured with a canary analysis component, according to one embodiment described herein. As shown, the environment 700 includes a canary analysis system 705 which includes, without limitation, a central processing unit (CPU) 702, a network interface 708, an interconnect 710, and a system memory 712. The CPU 702 retrieves and executes programming instructions stored in the system memory 712. Similarly, the CPU 702 stores and retrieves application data residing in the system memory 712. The interconnect 710 facilitates transmission, such as of programming instructions and application data, between the CPU 702, input/output (I/O) devices interface 706, storage 704, network interface 708, and system memory 712. The I/O devices interface 706 is configured to receive input data from user I/O devices 722. Examples of user I/O devices 722 may include one of more buttons, a keyboard, and a mouse or other pointing device. The I/O device interface 706 may also include an audio output unit configured to generate an electrical audio output signal, and user I/O devices may further includes a speaker configured to generate an acoustic output in response to the electrical audio output signal. Another example of an I/O device is a display device that generally represents any technically feasible means for generating an image for display. For example, the display device may be a liquid crystal display (LCD) display, CRT display, or DLP display. The display device may be a TV that includes a broadcast or cable tuner for receiving digital or analog television signals.

[0052] CPU 702 is included to be representative of a single CPU, multiple CPUs, a single CPU having multiple processing cores, and the like. And the system memory 712 is generally included to be representative of a random access memory. The storage 704 may be a disk drive storage device. Although shown as a single unit, the storage 704 may be a combination of fixed and/or removable storage devices, such as fixed disc drives, floppy disc drives, tape drives, removable memory cards, or optical storage, network attached storage (NAS), or a storage area-network (SAN). The network interface 708 is configured to transmit data via the communications network, e.g., to transmit context tokens and localized digital assets from client devices as well as to
return a assembled variation of digital content generated by the dynamic context-based assembler to the client devices.

[0053] The system memory 7:12 stores a canary analysis component 150 that is configured to evaluate a second version of software. As discussed above, the canary analysis component 150 or a load balancing component (not shown) could selectively route incoming requests to a plurality of baseline instances and a plurality of canary instances, where the baseline instances run a first software version and the canary instances run the second software version. The canary analysis component 150 could monitor the software instances to collect performance data for a plurality of performance metrics. Additionally, the canary analysis component 150 could calculate aggregate baseline performance metrics, where each of the aggregate baseline performance metrics is calculated based on collected performance data for the plurality of baseline instances. For each of the performance metrics and canary instances, the canary analysis component 150 could calculate a relative performance value that measures the collected performance data for the respective canary instance and for the respective performance metric, relative to the corresponding aggregate baseline performance metric. The canary analysis component 150 could then calculate a final measure of performance for the second version of software, based on the relative performance values.

[0054] Additionally, the embodiments described herein may be provided to end users through a cloud computing infrastructure. Cloud computing generally refers to the provision of scalable computing resources as a service over a network. More formally, cloud computing may be defined as a computing capability that provides an abstraction between the computing resource and its underlying technical architecture (e.g., servers, storage, networks), enabling convenient, on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction. Thus, cloud computing allows a user to access virtual computing resources (e.g., storage, data, applications, and even complete virtualized computing systems) in "the cloud," without regard for the underlying physical systems (or locations of those systems) used to provide the computing resources.
Typically, cloud computing resources are provided to a user on a pay-per-use basis, where users are charged only for the computing resources actually used (e.g., an amount of storage space consumed by a user or a number of virtualized systems instantiated by the user). A user can access any of the resources that reside in the cloud at any time, and from anywhere across the Internet. In context of the present invention, a plurality of baseline instances and canary instances could be deployed within a cloud, and incoming requests could be routed to the baseline and canary instances (e.g., according to a load balancing algorithm). A canary analysis component 150 within the cloud computing environment could monitor the baseline and canary instances and could collect performance data for a number of different performance metrics. The canary analysis component 150 could then calculate an aggregate performance metric for the canary instances, which measures the performance of the canary instances relative to the baseline instances across the plurality of metrics. Doing so allows a user to efficiently analyze the performance for the canary instances from any computing system attached to a network connected to the cloud (e.g., the Internet).

In the preceding, reference is made to embodiments of the invention. However, it should be understood that the present disclosure is not limited to specific described embodiments. Instead, any combination of the preceding features and elements, whether related to different embodiments or not, is contemplated to implement and practice the invention. Furthermore, although embodiments of the invention may achieve advantages over other possible solutions and/or over the prior art, whether or not a particular advantage is achieved by a given embodiment is not limiting of the invention. Thus, the preceding aspects, features, embodiments and advantages are merely illustrative and are not considered elements or limitations of the appended claims except where explicitly recited in a claim(s). Likewise, any reference to "the invention" shall not be construed as a generalization of any inventive subject matter disclosed herein and shall not be considered to be an element or limitation of the appended claims except where explicitly recited in a claim(s).

While the foregoing is directed to embodiments of the present invention, other and further embodiments of the invention may be devised
without departing from the basic scope thereof. For example, aspects of the present invention may be implemented in hardware or software or in a combination of hardware and software. One embodiment of the invention may be implemented as a program product for use with a computer system. The program(s) of the program product define functions of the embodiments (including the methods described herein) and can be contained on a variety of computer-readable storage media. Illustrative computer-readable storage media include, but are not limited to: (i) non-writable storage media \( \text{(e.g., read-only memory devices within a computer such as CD-ROM disks readable by a CD-ROM drive, flash memory, ROM chips or any type of solid-state non-volatile semiconductor memory)} \) on which information is permanently stored; and (ii) writable storage media \( \text{(e.g., floppy disks within a diskette drive or hard-disk drive or any type of solid-state random-access semiconductor memory)} \) on which alterable information is stored. Such computer-readable storage media, when carrying computer-readable instructions that direct the functions of the present invention, are embodiments of the present invention.

[0058] Therefore, the scope of the present invention is determined by the claims that follow.
WE CLAIM:

1. A method for evaluating a second version of software, comprising:
   - selectively routing incoming requests to software instances within a plurality of software instances, wherein the plurality of software instances comprises a plurality of baseline instances and a plurality of canary instances, wherein the plurality of baseline instances are running a first version of the software, and the plurality of canary instances are running the second version of the software;
   - monitoring the plurality of software instances to collect performance data for a plurality of performance metrics;
   - calculating a plurality of aggregate baseline performance metrics, wherein each of the plurality of aggregate baseline performance metrics corresponds to one of the plurality of performance metrics, and wherein each of the plurality of aggregate baseline performance metrics is calculated based on the collected performance data for the plurality of baseline instances, relating to a corresponding one of the plurality of performance metrics;
   - for each of the plurality of performance metrics and for each of the plurality of canary instances, calculating a relative performance value that measures the collected performance data for the respective canary instance and for the respective performance metric, relative to the corresponding aggregate baseline performance metric from the plurality of aggregate baseline performance metrics; and
   - calculating a final overall measure of performance for the second version of software, based on the relative performance values.

2. The method of claim 1, wherein the incoming requests are selectively routed to the plurality of software instances according to a load balancing algorithm.

3. The method of claim 1, further comprising:
   - determining that a portion of performance data relating to one of the plurality of performance metrics for one of the plurality of canary instances fails to satisfy one or more quality criteria; and
excluding the portion of performance data when calculating the final measure of performance for the second version of software, whereby the portion of performance data is not considered in calculating the final measure of performance.

4. The method of claim 3, wherein the one or more quality criteria include at least one of (i) a threshold amount of variance, (ii) one or more error messages relating to the collected performance data and (iii) a lack of performance data.

5. The method of claim 1, wherein monitoring the plurality of software instances to collect performance data further comprises:
   deploying a respective monitoring agent for each of the plurality of software instances, wherein each of the monitoring agents is configured to collect instance performance data for the respective software instance and relating to the plurality of performance metrics; and
   receiving the collected instance performance data from at least one of the monitoring agents.

6. The method of claim 1, wherein calculating the final measure of performance for the second version of software, based on the relative performance values, further comprises:
   for each of the plurality of performance metrics, calculating an aggregate relative canary performance value based on the relative performance values for the plurality of canary instances and for the respective performance metric; and
   calculating the final measure of performance for the second version of software, based on the aggregate relative canary performance values for each of the plurality of performance metrics.

7. The method of claim 6, wherein the aggregate relative canary performance values are calculated based on an average of the relative performance values for the plurality of canary instances and for the respective performance metric.
8. The method of claim 6, wherein the final measure of performance for the second version of software is calculated based on an average of the aggregate relative canary performance values for each of the plurality of performance metrics.

9. A non-transitory computer-readable medium containing a program that, when executed, performs an operation for evaluating a second version of software, the operation comprising:
   - selectively routing incoming requests to software instances within a plurality of software instances, wherein the plurality of software instances comprises a plurality of baseline instances and a plurality of canary instances, wherein the plurality of baseline instances are running a first version of the software, and the plurality of canary instances are running the second version of the software;
   - monitoring the plurality of software instances to collect performance data for a plurality of performance metrics;
   - calculating a plurality of aggregate baseline performance metrics, wherein each of the plurality of aggregate baseline performance metrics corresponds to one of the plurality of performance metrics, and wherein each of the plurality of aggregate baseline performance metrics is calculated based on the collected performance data for the plurality of baseline instances, relating to a corresponding one of the plurality of performance metrics;
   - for each of the plurality of performance metrics and for each of the plurality of canary instances, calculating a relative performance value that measures the collected performance data for the respective canary instance and for the respective performance metric, relative to the corresponding aggregate baseline performance metric from the plurality of aggregate baseline performance metrics; and
   - calculating a final overall measure of performance for the second version of software, based on the relative performance values.

10. The non-transitory computer-readable medium of claim 9, wherein the incoming requests are selectively routed to the plurality of software instances according to a load balancing algorithm.
11. The non-transitory computer-readable medium of claim 9, the operation further comprising:

determining that a portion of performance data relating to one of the plurality of performance metrics for one of the plurality of canary instances fails to satisfy one or more quality criteria; and

excluding the portion of performance data when calculating the final measure of performance for the second version of software, whereby the portion of performance data is not considered in calculating the final measure of performance.

12. The non-transitory computer-readable medium of claim 11, wherein the one or more quality criteria include at least one of (i) a threshold amount of variance, (ii) one or more error messages relating to the collected performance data and (iii) a lack of performance data.

13. The non-transitory computer-readable medium of claim 9, wherein monitoring the plurality of software instances to collect performance data further comprises:

deploying a respective monitoring agent for each of the plurality of software instances, wherein each of the monitoring agents is configured to collect instance performance data for the respective software instance and relating to the plurality of performance metrics; and

receiving the collected instance performance data from at least one of the monitoring agents.

14. The non-transitory computer-readable medium of claim 9, wherein calculating the final measure of performance for the second version of software, based on the relative performance values, further comprises:

for each of the plurality of performance metrics, calculating an aggregate relative canary performance value based on the relative performance values for the plurality of canary instances and for the respective performance metric; and
calculating the final measure of performance for the second version of software, based on the aggregate relative canary performance values for each of the plurality of performance metrics.

15. The non-transitory computer-readable medium of claim 14, wherein the aggregate relative canary performance values are calculated based on an average of the relative performance values for the plurality of canary instances and for the respective performance metric.

16. The non-transitory computer-readable medium of claim 14, wherein the final measure of performance for the second version of software is calculated based on an average of the aggregate relative canary performance values for each of the plurality of performance metrics.

17. A system, comprising:
   a processor; and
   a memory containing a program that, when executed by the processor, performs an operation for evaluating a second version of software, comprising:
   selectively routing incoming requests to software instances within a plurality of software instances, wherein the plurality of software instances comprises a plurality of baseline instances and a plurality of canary instances, wherein the plurality of baseline instances are running a first version of the software, and the plurality of canary instances are running the second version of the software;
   monitoring the plurality of software instances to collect performance data for a plurality of performance metrics;
   calculating a plurality of aggregate baseline performance metrics, wherein each of the plurality of aggregate baseline performance metrics corresponds to one of the plurality of performance metrics, and wherein each of the plurality of aggregate baseline performance metrics is calculated based on the collected performance data for the plurality of baseline instances, relating to a corresponding one of the plurality of performance metrics;
for each of the plurality of performance metrics and for each of the plurality of canary instances, calculating a relative performance value that measures the collected performance data for the respective canary instance and for the respective performance metric, relative to the corresponding aggregate baseline performance metric from the plurality of aggregate baseline performance metrics; and calculating a final overall measure of performance for the second version of software, based on the relative performance values.

18. The system of claim 17, wherein the incoming requests are selectively routed to the plurality of software instances according to a load balancing algorithm.

19. The system of claim 17, the operation further comprising:

determining that a portion of performance data relating to one of the plurality of performance metrics for one of the plurality of canary instances fails to satisfy one or more quality criteria; and

excluding the portion of performance data when calculating the final measure of performance for the second version of software, whereby the portion of performance data is not considered in calculating the final measure of performance.

20. The system of claim 19, wherein the one or more quality criteria include at least one of (i) a threshold amount of variance, (ii) one or more error messages relating to the collected performance data and (iii) a lack of performance data.

21. The system of claim 17, wherein monitoring the plurality of software instances to collect performance data further comprises:

deploying a respective monitoring agent for each of the plurality of software instances, wherein each of the monitoring agents is configured to collect instance performance data for the respective software instance and relating to the plurality of performance metrics; and
receiving the collected instance performance data from at least one of the monitoring agents.

22. The system of claim 17, wherein calculating the final measure of performance for the second version of software, based on the relative performance values, further comprises:
   - for each of the plurality of performance metrics, calculating an aggregate relative canary performance value based on the relative performance values for the plurality of canary instances and for the respective performance metric; and
   - calculating the final measure of performance for the second version of software, based on the aggregate relative canary performance values for each of the plurality of performance metrics.

23. The system of claim 22, wherein the aggregate relative canary performance values are calculated based on an average of the relative performance values for the plurality of canary instances and for the respective performance metric.

24. The system of claim 22, wherein the final measure of performance for the second version of software is calculated based on an average of the aggregate relative canary performance values for each of the plurality of performance metrics.
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