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(57) ABSTRACT 

The invention relates to a method for enabling in a proceSS 
ing System a communication between at least two activated 
processes 22,23. In order to improve the communication 
between different processes 22,23 of a processing System, it 
is proposed that for Said communication signals are trans 
mitted between Said at least two processes 22,23 in Virtual 
channels using the same physical channel 28. This enables 
an efficient use of physical resources. A corresponding 
processing System comprises at least one processor 50-52 
for running different processes, at least one physical channel 
provided for enabling a communication between at least two 
of said different processes, and means 55-57 for distributing 
Signals which are to be transmitted for Such a communica 
tion between said at least two different processes to different 
Virtual channels on Said at least one physical channel. 
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METHOD FOR ENABLING A COMMUNICATION 
BETWEEN PROCESSES, PROCESSING SYSTEM, 
INTEGRATED CHIP AND MODULE FOR SUCH A 

CHIP 

FIELD OF THE INVENTION 

0001. The invention relates to a method for enabling in a 
processing System a communication between at least two 
activated processes. The invention equally relates to a cor 
responding processing System, to an integrated chip com 
prising at least one processor for running processes in Said 
integrated chip, and to a module for Such an integrated chip. 

BACKGROUND OF THE INVENTION 

0002 A process is an active part of a processing System 
which is run by a processor and which is capable of 
performing certain basic data transfer operations. It is known 
in particular to implement processes in integrated circuits 
(IC), like Application Specific Integrated Circuits (ASIC), or 
in independent functional blocks, either integrated in a chip. 
0.003 Such a process can be implemented as hardware or 
Software process. Modern Software architectures for 
example are based on multiple processes that are controlled 
by an operating System. The architecture can comprise a 
Single or Several processors. In a Single processor System, 
processes are executed one after another, even though within 
a larger time window they seem to operate in parallel. Since 
the operations performed by different processes may be 
interdependent, a possibility has to be provided which 
enables the processes to share information among each 
other. 

0004. In a single processor system this is usually done via 
a common database or memory to which the respective 
information is Stored by a Source proceSS and from which the 
information is retrieved by a destination process, Since 
multiple processes of a single processor cannot transfer 
information Simultaneously. In Systems with more than one 
processor as active components, processes can be executed 
Simultaneously. Still they need to transfer information, like 
data, to each other. In that case, data can be transferred 
directly by a Source process to a destination process. If the 
two processes are running in different chips, the message 
transfer will usually cause in addition an automatic notifi 
cation of the destination proceSS when the receiver of the 
chip with the destination process has received the data. 
Alternatively, processes can Send pure notifications to each 
other, e.g. for waking up the destination process. 
0005 FIG. 1 illustrates different communications that 
might be required between different processes running in an 
integrated circuit, e.g. in an ASIC, on a single chip. In the 
figure, a chip 10 comprises at least one processor capable of 
running Several processes 11. Each proceSS 11 is depicted in 
the figure as a cloud. The chip 10 further comprises several 
interfaces 12 depicted as rectangles. Several communica 
tions that might be required between different processes 11 
and between processes 11 and interfaces 12 are indicated by 
arrows. Equally, communications between processes of the 
depicted chip with processing running on other chips not 
shown in the figure might become necessary. 
0006 The required communication structure, i.e. all com 
munications that might become necessary in a processing 
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System between different processes, can be quite different 
depending on the application. In particular, the number of 
required parallel processes and the number of physical 
components can vary. But also for a specific processing 
System, the communication Structure is often difficult to 
predict. Thus it is commonly agreed upon that the commu 
nication Structure has to be flexible enough to allow a 
communication between all possible combinations of pro 
cesses. Another requirement is that all communication 
within one chip should be carried out in a similar manner in 
order to decrease the communication burden. Ideally, also 
processes in different chips should communicate in a similar 

C. 

0007 Moreover, it is usually two different basic types of 
messages that have to be transferred between a Source 
process and a destination process, namely data messages and 
notification messages. 
0008. A data transfer commonly consists of a stream of 
multiple bits, for example audio or video streams. The length 
of the Streams can vary, and they can contain different header 
information to allow various message protocols. 
0009. Notification messages, in contrast, provide some 
additional information to the destination process, and can 
inform e.g. about Some transmitted data. The additional 
information can be for example a Status or an interrupt 
Signal. Notification messages between different processes 
are currently transferred as Separate flag Signals for which no 
coding is used. The number of flags can be quite high if 
multiple integrated chips are interconnected. 
0010 Notification and data transfer have different char 
acteristics. A notification has to be fast and predictable in its 
timing with a fixed latency time, while a data transfer 
requires a reasonable average communication bandwidth to 
enable the transfer of a large amount of data within a certain 
time. Because of these different requirements, notification 
and data transfer are dealt with Separately, i.e. all commu 
nication channels and Status and/or interrupt signals are 
currently transferred separately for each process. The data 
transfer is done on one or multiple communication wires, 
and each notification message requires a separate physical 
flag signal. This has lead to a Solution with many buses and 
Status Signals, and thus with many hardware resources. 
0011. In conventional communication structures, the 
number of possible connections and the additional division 
into notification messages and data leads to a problem 
because of tight pin limitations on the chips. The number of 
pins is considerable if all possibly required communication 
are to be made possible. Since all independent functional 
blocks need flags, the number of pins required for the 
connections also increases Significantly with the number of 
independent functional blockS. The great number of pins is 
a common problem in almost all current ASIC and Standard 
processors. 

0012 Since in conventional solutions, moreover all pos 
Sible connections have to be fixed in hardware design, which 
affects the hardware development Schedule and might not 
lead to an optimal Solution, because all requirements are 
usually not know in the hardware implementation phase. 
0013 The problem arises equally for hardware and soft 
ware processes, Since the required communications are 
Similar. 
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SUMMARY OF THE INVENTION 

0.014. It is an object of the invention to improve the 
communication between different processes of a processing 
System. 

0.015 This object is reached with a method for enabling 
in a processing System a communication between at least 
two activated processes. For the communication, Signals are 
transmitted between the at least two processes in at least two 
Virtual channels using the Same physical channel. That is, the 
processing System comprises one or more physical channels 
of which at least one is employed for transmitting Signals in 
Virtual channels. 

0016. The object is equally reached with a processing 
System comprising at least one processor for running dif 
ferent processes, i.e. the different processes may be run by 
the same processor or by different processors. The System 
moreover comprises at least one physical channel provided 
for enabling a communication between at least two of Said 
different processes, and means for distributing Signals which 
are to be transmitted for Such a communication between at 
least two of said different processes to different virtual 
channels on Said at least one physical channel. 
0017. The object of the invention is further reached with 
an integrated chip comprising at least one processor for 
running at least two different processes in Said integrated 
chip. The chip comprises in addition at least one physical 
channel provided for enabling a communication between 
different processes run in Said integrated chip, and means for 
distributing signals that are to be transmitted for Such a 
communication between processes run in the integrated chip 
to different Virtual channels on the at least one physical 
channel. The latter means are to correspond to those of the 
proposed processing System. 
0.018. Alternatively or in addition, the physical channel is 
arranged between two different integrated chips each com 
prising at least one processor for running at least one 
process. In this case, the proposed integrated chip has to 
comprise an interface to the external physical channel pro 
Vided for enabling a communication between the at least one 
proceSS in the integrated chip and at least one other proceSS 
running in another integrated chip. Moreover, the alternative 
integrated chip comprises means for distributing Signals that 
are to be transmitted for Such a communication between 
processes running in Said integrated chip and in another 
integrated chip to different Virtual channels using Said at 
least one external physical channel. The means for distrib 
uting Signals to Virtual channels are to correspond again to 
those of the proposed processing System. 
0019. The proposed integrated chips can be in particular 
constituted by ASICs. 
0020 Finally, the object of the invention is reached with 
a module for an integrated chip comprising processing 
means for handling Signals that are to be transmitted 
between different processes running in Said integrated chip 
and/or between a proceSS running in Said integrated chip and 
a process running in another integrated chip. The proposed 
module is capable of distributing Signals that are to be 
transmitted between the processes for enabling a communi 
cation between Said processes to virtual channels on a 
physical channel within Said integrated chip and/or a physi 
cal channel connecting Said integrated chip and another 
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integrated chip. The means for distributing Signals to Virtual 
channels are to correspond again to those of the proposed 
processing System. The module can be in particular an 
intellectual property (IP) block. 
0021. The use of several virtual or logical channels on 
one physical channel are described for communications 
between different network nodes of a network in "Virtual 
channel flow control', IEEE Transactions on Parallel and 
Distributed Systems, Vol. 3, Issue 2, March 1992, pages 
194-205, by W. J. Dally. The invention proceeds from the 
idea that Virtual channels could equally be employed for 
communications between different processes of a processing 
System, e.g. within or between ASICS. To this end, at least 
one physical channel is provided which can be used for 
transmitting Signals between different processes in Virtual 
channels. The invention thereby allows to utilize the avail 
able physical communication channels more efficiently by 
increasing the performance per wire and pin. 
0022. It is an advantage of the invention that it can be 
employed flexibly for different communication topologies 
and the physical communication interface can be serial or 
parallel. Moreover, the invention can be employed with 
different communication protocols. That means that the most 
Suitable communication protocol can be selected. Further, 
the invention is Scalable to any number of processes. 
0023. As an advantage for the hardware design, the 
invention allows to minimize the hardware complexity, and 
the number of pins. Since the power consumption is depen 
dent on external pins, reducing the number of pins will 
moreover decrease the power consumption. In addition, the 
wiring area required for connecting processes can be 
decreased. If the involved processes are implemented in 
Several integrated chips, e.g. in ASICs, the wiring can be 
decreased both inside each chip and in a printed wire board 
(PWB) by which several chips are connected. 
0024. As an advantage for the Software design, the num 
ber of available logical channels can be increased and used 
more flexibly. The purpose of the channels can be designed 
in the Software development and thus decision on possibly 
required connections is not critical anymore. The logical 
channels are Seen by the Software similarly as the physical 
channels are seen in conventional processing Systems. 
0025. In sum, an economical Solution for communica 
tions between processes in a processing System is presented, 
which Solution is capable of fulfilling the communication 
requirements described above. 
0026 Preferably, a physical channel is employed for 
transmitting different kind of messages between Said pro 
ceSSes in different Virtual channels. It is thus proposed to 
convert multiple physical channels provided for different 
transfer requirements to one physical channel, which com 
prises multiple logical channels provided according to the 
requirements. This enables a Significant decrease in the 
number of physical channels between functional units. The 
different kinds of messages can include in particular notifi 
cation messages and data. Notification messages are trans 
mitted in Special logical channels that do not transfer data, 
but only a one bit notification messages like for example an 
interrupt request. 

0027. The number of logical data streams and the number 
of notification messages are not limited, and a simple 
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bi-directional serial bus is Sufficient for the combined noti 
fication message and data Stream transfer. Thus the commu 
nication requirements can be met while utilizing the avail 
able physical communication channels more effectively than 
Separate data and notification channels. 
0028 Advantageously, different priorities are assigned to 
different kinds of signals which are to be transmitted in 
different Virtual channels on the same physical channel. The 
different priorities can be assigned directly and individually 
to the Signals that are to be transmitted, or indirectly to 
different Virtual channels to which the Signals are assigned 
for transmission according to their characteristics. The pro 
posed prioritisation enables a guarantee of Short and pre 
dictable latency times for notification messages and a large 
average bandwidth for data Streams. Compared to the cur 
rent Solutions, the performance will thus remain about the 
Same, Since with Such a prioritization, even long data 
Streams do not delay instant notification messages. 
0029 Virtual channels can have different latencies, but 
the maximum latencies in a specific processing System can 
be calculated. The maximum latency allows to guarantee a 
transmission time of messages and thus to build a real-time 
communication System. The possibility of real time handling 
enables the use of the invention also in devices like mobile 
terminals which require that the time for certain operations 
be predictable. 

0030 The processes between which a communication is 
to be enabled can be hardware or software implemented 
processes, Since the communication between Such processes 
can be handled similarly. 
0031. The involved processes can be running on a single 
chip or on two or more different chips. 
0.032 Preferably, the communication according to the 
invention is handled by a dedicated proceSS provided in each 
chip. This dedicated process can be implemented in Software 
or hardware with the same functionalities. Still, a better and 
more predictable performance can be expected to be 
achieved with a hardware implementation, which can be 
critical in real-time applications. The dedicated process is in 
particular responsible for dealing with different required 
properties of the virtual channels. The channel mapping is 
preferably not fixed and any proceSS can communicate with 
all other processes. Thus all processes can also utilize all 
hardware blocks. This moves the decision for hardware 
resource mapping from hardware design to Software design, 
and thus increases the flexibility of the hardware and allows 
late changes and task partitions in the Software design. 

0033. In a hardware implementation, the invention is 
related in particular to the communication between inte 
grated circuits. Software is a Seamless part of an embedded 
System and thus the usage of the invention can be done with 
Software. 

0034). If the processes and the communications between 
the processes are implemented independently from each 
other, the number and kind of Supplied processes can vary. 
Communication channels between all processes can thus be 
made virtually available to allow each process to commu 
nicate with all other processes. 
0035. The signaling can be realized e.g. similar to the 
signaling described in “IEEE Standard for a High Perfor 
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mance Serial Bus-Amendment 1", IEEE Std 1394a-2000, 
for a public Serial bus implementation. 

BRIEF DESCRIPTION OF THE FIGURES 

0036). In the following, the invention is explained in more 
detail with reference to drawings, of which 
0037 FIG. 1 illustrates the communication between dif 
ferent parallel processes within one chip; 
0038 FIG. 2 illustrates the communication between dif 
ferent parallel processes in different chips, 
0039 FIG.3 shows several ASICs connected to the same 
physical wires in a PCB; 
0040 FIG. 4 shows the connection of different compo 
nents of an ASIC to an internal bus; 
0041 FIG. 5 shows an embodiment of a hardware imple 
mentation of the invention within one ASIC; 
0042 FIG. 6 shows an embodiment of a transmitter unit 
of the implementation of FIG. 5; and 
0043 FIG. 7 shows an embodiment of a receiver unit of 
the implementation of FIG. 5. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0044 FIG. 1 has already been described in the back 
ground of the invention. 
004.5 FIG. 2 schematically shows a part of a processing 
system with two IC chips like the one depicted in FIG. 1. In 
both chips 20, 21, processes 22, 23 that can be activated by 
integrated processors are shown again as clouds, interfaces 
24, 25 as rectangles and possible communications as arrows. 
The depicted processes 22, 23 do not only have to commu 
nicate within one chip, but also between the two chips 20, 
21, as indicated by additional arrows between processes 22, 
23 of different chips 20, 21. Moreover, a bi-directional 
physical channel 28 is shown which interconnects an addi 
tional interface 5 included in both of the two chips 20.21, 
which interfaces are referred to in the figure by 26, 27. 
0046 According to the invention, communications can 
be carried out freely between all processes 22, 23 of the two 
chips 20, 21, even though there is only one bi-directional 
physical communication channel 28 provided between the 
two chips 20, 21. This is achieved according to the invention 
by transmitting the Signals in Virtual channels which are 
formed on the physical channel 28. The virtual channels can 
be obtained for example by dividing the available transmis 
Sion time into transfer frames and by distributing the data 
and notifications to Selected frames or to Selected time slots 
in these frames. 

0047 The processing system of FIG. 2 can be extended 
by additional chips. FIG. 3 schematically illustrates a pos 
Sible structure for a communication according to the inven 
tion between the processes of a processing System with more 
than two ASICs. 

0048. In FIG.3, five different ASICs 30-34 of a process 
ing System are depicted, ASIC 1, 2, 3, A and B. Each of these 
ASICs 30-34 is connected to the same physical wires 35 of 
a printed circuit board (PCB). A suitable implementation 
takes care that all requests of communications are served in 
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a timely manner in Virtual channels using the same physical 
wires 35. External flag signals for notification messages are 
not needed. The structure of FIG. 3 can be enlarged by any 
number of chips. 
0049 FIG. 4 schematically illustrates an exemplary 
internal structure of any of the ASICs 30 of FIG. 3. The 
ASIC comprises a processor 40, a direct memory acceSS 
controller (DMA) 41, a message and data stream block 
interface 42, and a memory interface 43. All these compo 
nents 40-43 are connected to an internal bus 44 of the ASIC. 
Externally, the ASIC can further be connected directly to an 
I/O bus via the message and data Stream block interface 42 
and to a memory bus via the memory interface 43. The 
memory bus can connect the ASIC with an external memory, 
while the I/O bus can be provided by the physical wires 35 
of FIG. 3 and thus be used as connection to other ASICs 
31-34. 

0050 For communications between different processes 
of the depicted processor 40, notification messages are 
transmitted from one process to another one of the processes 
via the internal bus 44. Data is transmitted from one proceSS 
via the internal bus 44, the memory interface 43 and the 
external memory interface to the external memory. A des 
tination proceSS receiving a corresponding notification then 
demands the Stored data from the memory and receives it 
again via the external memory bus, the memory interface 43 
and the internal bus 44. The access to the memory is 
controlled by the DMA 41. 
0051) For communications between a process of the 
depicted ASIC and a process of another ASIC, notification 
message and data are transmitted from the processor 40 via 
the internal buS 44, the message and data Stream block 
interface 42 and the external I/O bus to the other ASIC. 

0.052 For each or selected ones of the busses, signals are 
distributed to virtual channels for transmission. 

0.053 FIG. 5 schematically illustrates a more specific 
modular hardware implementation of the invention for an 
ASIC of a processing System. The implementation is inde 
pendent of the employed communication protocol and can 
be realized on top of any physical communication channel. 
The ASIC can be e.g. one of the ASICs of FIG. 3 or the 
ASIC of FIG. 4. The ASIC is able to run several processes 
which have to communicate with each other and with 
processes of other ASICs. 
0054) The ASIC of FIG. 5 comprises three processors 
50-52 having access to a connection network 53, which is 
formed by internal communication buSSes corresponding to 
the internal bus 44 of FIG. 4. The ASIC further comprises 
a direct memory access controller 54, a communication 
assistance hardware 55, a receiver unit 56 and a transmitter 
unit 57. The processors 50-52 correspond to the processor 40 
of FIG. 4, the DMA 54 to the DMA 41 of FIG. 4, and the 
receiver unit 56 and the transmitter unit 57 in combination 
to the message and data stream block interface 42 of FIG. 
4. 

0.055 Each of these components of the ASIC have access 
to the connection network 53. The transmission unit 57 has 
further access via external pins to an external bi-directional 
I/O bus. Equally, the receiver unit 56 has access via external 
pins to the external bus. The pins of the ASIC and the 
external bus are not depicted in FIG. 5. The receiver unit 56 
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is moreover able to forward Signals directly to the commu 
nication assistance hardware 55. The communication assis 
tance block 55 is able to transmit signals directly to the 
direct memory access controller. Communication assistance 
hardware 55 and direct memory controller 54 are software 
controllable. 

0056. Each of the depicted processors 50-52 is designed 
to run one or more processes, and frequently, Several pro 
ceSSes of the processing System will be running in parallel or 
quasi in parallel. Each proceSS may have to communicate 
with another proceSS run by a processor of the same or of 
another ASIC, as illustrated in FIG. 2. Each communication 
includes either only a notification message informing the 
respective other proceSS about Some Status change, or a 
notification message associated to a data transfer. The cor 
responding Signals are written by the Source process to the 
connection network 53 of the ASIC. Communications inter 
nal to the ASIC are transmitted via said connection network 
53 to the destination process, while communications with 
external processes are further transmitted in Virtual channels 
via the external I/O bus. 

0057 The communication assistance 55 is responsible 
that all signals transmitted by a Source process run by one of 
the processors 50-52 of the depicted ASIC are transferred 
correctly and efficiently in Virtual channels to a destination 
process. The communication assistance 55 takes care in 
particular of Special channel requirements for Some signals 
like fast notification transfer and of keeping Status registers 
in each communication assistance coherent. Thus each pro 
cess sees similar status registers and they do not even have 
to know where a destination proceSS is located, or where an 
interface required to perform a specific task is located. Chip 
boundaries are thus invisible to the processes. Each virtual 
channel can have a different priority, which affects the 
information transfer order in case of multiple Simultaneous 
requests. The notification transfer is made fast and predict 
able with this priority mechanism, by assigning a higher 
priority to notification messages than to data Streams. Thus 
the worst-case latency time for notification messages is leSS 
than two data transfer frame, wherein the frame length can 
be configured. A transfer frame could have for example a 
32-bit data field and a 8-bit header to implement a virtual 
channel. The worst-case latency time is then the transfer 
time of 80 bits plus a few clock cycles needed by the 
communication assistance State machine. 

0058. The communication assistance 55 or the processors 
50-52 can configure the priorities of each virtual channel 
inside the receiver unit 56 and the transmission unit 57 by 
programming. In normal operation mode, the communica 
tion assistance 55 and the processors 50-52 thus do not have 
to take care of the priorities. The processors 50-52 then only 
need to the know the different properties of the channels, 
Since each message can be assigned automatically in the 
transmission unit 57 according to its characteristics to an 
appropriate virtual channel. 
0059. In an alternative embodiment, priorities could be 
assigned individually to each message, but this would imply 
that each message has to contain in addition an indication of 
the required priority. 

0060. In a first communication example, a source process 
running in an ASIC with the depicted modular hardware 
implementation of FIG. 5 wants to transfer a notification 
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implying a status change to a destination process. The Source 
process writes the notification message and transmits it via 
the connection network 53. The communication assistance 
55 of the ASIC is informed about the required transfer of a 
notification message via the connection network 53. The 
communication assistance 55 takes care that the Status 
change is transmitted to the destination process, even if the 
destination process is not in the same integrated chip. To this 
end, the communication assistance 55 transmits the notifi 
cation either via the connection network 53 to a proceSS run 
by a processor 50-52 of the same ASIC, or via the connec 
tion network 53, the transmission unit 57 and the external 
I/O bus to some other ASIC which corresponds to the first 
ASIC. In the latter case, the notification message is trans 
mitted by the transmission unit 57 in a virtual channel with 
a high priority on the external I/O bus to the other ASIC with 
the destination process. 

0061 The destination process receives the notification 
either directly via the connection network or via the com 
munication assistance and the connection network of its 
ASIC and behaves accordingly. It can for example clear the 
message indicator. The communication assistance of the 
Second ASIC then takes care that the Status change goes back 
to the Source process. In case the destination proceSS is 
running in another ASIC, the message with the Status change 
is received in the depicted ASIC via the receiver unit 56. The 
Status change is transferred to the communication assistance 
55 for updating the Status registers. The message is further 
forwarded either directly via the connection network 53 or 
via the communication assistance 55 and the connection 
network 53 to the source process. The actions of the com 
munication assistance 55, or assistances in case of two 
involved ASICs, is invisible to both processes. 

0062). In a Second communication example, a Source 
proceSS running in the depicted ASIC has to transfer data to 
a destination process running in another ASIC connected to 
the depicted ASIC via the external I/O bus. The second ASIC 
corresponds again as well to the ASIC depicted in FIG. 5. 

0.063. The source process writes data targeted to the 
destination process to the connection network 53. The data 
reaches the communication assistance 55 of the ASIC via the 
connection network 53. The communication assistance 55 
takes care that the data is transferred correctly to the 
destination process via the transmission unit 57 in virtual 
channels on the external I/O bus. The data is transmitted by 
the transmission unit 57 in a virtual channel to which a low 
priority but a high bandwidth was assigned. The Second 
ASIC buffers the data preliminarily in its receiver unit before 
forwarding it via the connection network to the destination 
proceSS. However, in case a large data Stream is received, the 
data can be transferred automatically by the DMA of the 
Second ASIC to a connected physical memory like an 
SDRAM, an SRAM or similar. 

0064. The destination process further has to be notified 
that data was transmitted for it. Therefore, the receiver unit 
of the Second ASIC generates a notification message for the 
destination process. Alternatively, the Source proceSS could 
transmit for each data message a corresponding notification 
message which would be transmitted like a separate notifi 
cation message. The communication assistance of the Sec 
ond ASIC also takes care of transferring the notification 
message to the destination processes. The destination pro 
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ceSS receives the notification and reads as reaction the 
transmitted data from the connection network. In case the 
data was Stored in a physical memory, the processor running 
the destination process can retrieve the data when it has time 
for handling it. The destination process can then clear the 
notification Status to indicate the end of the communication 
operation. The communication assistance of the Second 
ASIC takes care as in the first example that the Status change 
is transmitted to the Source process. The operations of the 
communications assistances 55 are again invisible to both 
proceSSeS. 

0065. In the ASIC of FIG. 5, the processors 50-52 see 
many communication channels that can be equally used. The 
processors do not have to know that the channels are virtual. 
All hardware operation is hidden from the processors and 
thus all kind of processors can use the presented communi 
cation mechanism. 

0066. In the embodiment of FIG. 5, signals are transmit 
ted in Virtual channels only between processes running in 
different ASICs. Virtual channels could be employed in 
addition within each ASIC. 

0067 FIGS. 6 and 7 schematically show in more detail 
an embodiment of the receiver unit 56 and an embodiment 
of the transmission unit 57 of FIG. 5. 

0068. The transmission unit 57 of FIG. 6 comprises an 
internal bus interface 60 which is connected at its input to 
the connection network 53 of the ASIC. One output of the 
internal bus interface 60 is connected via a data Stream 
transmit status block 61 and another output via a status 
Signals block 62 to a Selection and priorisation logic 63. This 
Selection and priorisation logic 63 is further connected via 
an external interface 64 to external pins of the ASIC. The 
pins are not depicted in the figure. 
0069. The transmission unit receives via the internal bus 
interface 60 notification messages or data Streams that are to 
be transmitted. The Signals are forwarded via the corre 
sponding block 61, 62 to the Selection and priorisation logic 
63. Inside the ASIC there are different registers and buffers 
for data and notifications that are to be sent, e.g. in the 
transmission unit for enabling Smooth communication and 
priorisation. The status blocks 61, 62 show the status of 
these registers or of an internal State machine. Status Signals 
provided by the status blocks 61, 62 prevent new data from 
being written before older data is transmitted. The selection 
and priorisation logic 63 assigns received signals to Virtual 
channels according to programming by the communication 
assistance 55, and forwards the Signals via the external 
interface 64 to the external bus in the respective virtual 
channels. 

0070 FIG. 7 schematically shows a corresponding 
receiver unit 56 with an internal bus interface 70, a data 
Stream receive Status block 71, a status Signals block 72, a 
Selection and priorisation logic 73 and an external interface 
74. The structure of the receiving unit depicted in FIG. 7 is 
the same as the structure of the transmission unit of FIG. 6. 
In addition to the connections of the receiving unit of FIG. 
6, in the transmission unit of FIG. 7 the status signals block 
72 has a direct connection to the communication assistance 
55 of FIG. 5 for status signals relating to notifications from 
the block 72. 

0071. The receiver unit receives signals originating from 
processes of other ASICs via the external interface 74 
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distributed to virtual channels. The Selection and priorisation 
logic 73 assembles the original notification messages and 
data messages again according to a programming by the 
communication assistance 55. If a data message is received, 
a notification message is generated to inform the destination 
proceSS about the received data. The regained and/or gen 
erated messages are then transmitted to the addressed pro 
cesses via the corresponding block 71, 72, the internal bus 
interface 70 and the connection network 53 of the ASIC. The 
ASIC comprises different registers and buffers for data and 
notifications that are received. Similar to the Status blockS 
61, 62 of the transmission unit of FIG. 6, the status signals 
provided by status blocks 71, 72 of the receiver unit there 
fore indicate when received data is ready to be read by the 
processors. Moreover, Status Signals of notification mes 
Sages are transferred to the communication assistance 55 by 
the Status Signals block 72. The communication assistance 
55 is thus able to keep the status registers in coherence with 
the communication assistances of connected ASICs of the 
Same processing System. Notification messages could also 
be transmitted via the communication assistance 55 to the 
destination process. 
0.072 The functions integrated in the receiver unit 56 and 
the transmission unit 57 can vary. If the receiver and the 
transmitter units 56, 57 are not designed for handling virtual 
channels, for example, then all communication operations, 
like prioritisation and Sending the highest priority message 
first, are taken care of by the communication assistance 55. 
0073. On the other hand, the functionalities of the com 
munication assistance 55 of FIG. 5 could also be integrated 
into the receiver unit and the transmission unit of FIGS. 6 
and 7. 

0.074 Alternatively to the hardware implemented com 
munication assistance of FIG. 5, a Software proceSS could 
be implemented for the communication based on the 
receiver and the transmitter block and on a microprocessor 
unit or a general purpose processor. Higher and more 
predictable performance will usually be achieved with a 
communication assistance hardware, though. 

1. Method for enabling in a processing System a commu 
nication between at least two activated processes (22.23), 
wherein for Said communication signals are transmitted 
between said at least two processes (22.23) in at least two 
Virtual channels using the same physical channel (28). 

2. Method according to claim 1, wherein different kinds of 
Signals are transmitted between said processes (22.23) in 
different virtual channels using the same physical channel 
(28). 

3. Method according to claim 2, wherein said different 
kinds of Signals include notification signals and data Signals. 

4. Method according to claim 2, wherein different priori 
ties are assigned to Said different kinds of Signals for 
transmission in different virtual channels using the same 
physical channel (28). 

5. Method according to claim 1, wherein Said processes 
(22.23) between which a communication is to be enabled are 
hardware and/or Software implemented processes. 

6. Method according to claim 1, wherein Said processes 
(22.23) are implemented on at least two different chips 
(20.21). 

7. Method according to claim 6, wherein a dedicated 
proceSS in each chip handles the communication. 
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8. Method according to claim 7, wherein said process for 
handling the communication in each chip is implemented in 
Software or hardware. 

9. Processing System comprising at least one processor 
(50-52) for running different processes, at least one physical 
channel provided for enabling a communication between at 
least two of said different processes, and means (55-57) for 
distributing Signals which are to be transmitted for Such a 
communication between Said at least two different processes 
to different Virtual channels on Said at least one physical 
channel. 

10. Processing System according to claim 9, wherein Said 
means (55-57) for distributing signals to different virtual 
channels include means for assigning different priorities to 
different kinds of signals that are to be transmitted between 
Said different processes. 

11. Processing System according to claim 9 comprising 
Several chips, wherein each of at least two of Said chips 
includes at least one processor (50-52) for running at least 
one process, wherein each of Said at least two chips has 
access to the at least one physical channel, and wherein Said 
means (55-57) for distributing signals to different virtual 
channels include a dedicated proceSS in each chip for 
controlling the communication between the different pro 
ceSSes of the processing System. 

12. Processing System according to claim 9, wherein a 
Software proceSS is employed for controlling the communi 
cation between Said at least two different processes, which 
Software proceSS is implemented in a microprocessor unit 
for handling the access of Said different processes to Said at 
least one physical channel. 

13. Processing System according to claim 9, wherein a 
hardware proceSS is employed for controlling the commu 
nication between the different processes, which hardware 
process is implemented in a communication assistance hard 
ware (55) for handling the access of said different processes 
to Said at least one physical channel. 

14. Processing System according to claim 9, wherein Said 
at least one physical channel is a bi-directional bus. 

15. Processing System according to claim 9, wherein Said 
processes between which a communication is to be enabled 
are hardware and/or Software implemented processes. 

16. Processing System according to claim 9, wherein Said 
means (55-57) for distributing signals are designed to be 
independent from Specific processes of Said processing 
System. 

17. Processing System according to claim 9, wherein Said 
processing System is a real-time communications System. 

18. Integrated chip comprising at least one processor 
(50-52) for running at least two different processes in said 
integrated chip, at least one physical channel provided for 
enabling a communication between different processes run 
in Said integrated chip, and means (55-57) according to 
claim 9 for distributing signals that are to be transmitted for 
Such a communication between processes run in Said inte 
grated chip to different Virtual channels on Said at least one 
physical channel. 

19. Integrated chip comprising at least one processor 
(50-52) for running at least one process in Said integrated 
chip, an interface (64.74) to at least one external physical 
channel provided for enabling a communication between 
Said at least one process in Said integrated chip and at least 
one other process running in another integrated chip, and 
means (55-57) according to claim 9 for distributing signals 
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that are to be transmitted for Such a communication between 
processes running in Said integrated chip and in another 
integrated chip to different Virtual channels using Said at 
least one external physical channel. 

20. Module for an integrated chip comprising means 
(55-57) according to claim 9 for distributing signals that are 
to be transmitted between different processes running in Said 
integrated chip and/or between a process running in Said 
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integrated chip and a process running in another integrated 
chip for enabling a communication between Said processes 
to Virtual channels on a physical channel within Said inte 
grated chip and/or a physical channel connecting Said inte 
grated chip and another integrated chip. 


