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AUTOMATED ADJUSTMENT OF AN HVAC
SCHEDULE FOR RESOURCE CONSERVATION

CROSS REFERENCE TO RELATED APPLICATIONS
This PCT application claims the benefit of priority to U.S. Non-provisional
Application No. 13/866,578, filed on April 19, 2013, which is incorporated by reference in
its entirety for all purposes.
FIELD
This patent specification relates to systems, apparatus, methods, and related
computer program products for optimizing the energy consumption of energy consuming
devices. More particularly, this patent specification relates to techniques for reducing the
amount of energy consumed by an HVAC system by performing either temperature-wise or

time-wise microchanges to a schedule of temperature setpoints.
BACKGROUND

With increasing population sizes, costs per unit of energy, and the size and type of
energy consuming devices used by consumer's today, there are increasing interests in
optimizing consumers' use of energy. While typical consumer's use energy via a variety of
mechanisms, heating, ventilation, and air conditioning (HVAC) systems are good
candidates to direct optimization efforts as they account for up to 40% of energy
consumption needs of an average consumer in the United States. Techniques for reducing
the amount of energy consumed by such systems may thus advantageously result in tangible
energy reductions and cost savings on an individual basis, and significant reductions in

energy demand in the aggregate.

In many modern HVAC systems, the HVAC system can be controlled as a
schedule of events. For example, a user may select a schedule of temperatures (i.c.,
temperature setpoints) that the user desires the HVAC system to control the indoor
temperature to be. Such a schedule of temperature setpoints may define temperatures at
which the HVAC system controls the indoor temperature of the structure when the user is
home, away, sleeping, or awake. That is, the indoor temperature can be controlled for any

and all times of the day, regardless of occupancy.
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[0001] While implementation of a schedule of temperature setpoints by an HVAC system
typically leads to a user being satisfied with the indoor temperature of the structure at any
given time, the temperatures defined by the schedule may not reach the nexus between the
user being comfortable and the user being uncomfortable. That is, there may be some
difference in temperature between what the user set as being comfortable and at which the
user is actually comfortable. Known HVAC control systems are typically strict in their
adherence to the users requests for a specific schedule of temperature setpoints without
concern to such possible differences, resulting in the potentially unnecessary consumption
of energy. In addition to the strict adherence to the temperature-wise characteristics of a
schedule of temperature setpoints (i.e., adherence to the temperature magnitudes set by the
user), typical HVAC control systems are similarly strict in their adherence to the time-wise
characteristics of a schedule of temperature setpoints (i.c., strict adherence to the time for
which a temperature setpoint is defined by the user). Such inflexibility may result in
additional inefficiencies in a variety of situations, such as when the real time price of energy

consumption changes throughout the day.

BRIEF SUMMARY

Embodiments of the present invention are directed to methods for optimizing the
energy consumption of HVAC systems. Such methods may include a variety of operations.
For example, they may include identifying an original schedule of temperature setpoints, the
original schedule of temperature setpoints defining a number of temperature setpoints over a
time period. They may also include, beginning with the original schedule, for each of a
succession of periodic time intervals that are each relatively short in comparison to an
overall optimization time period, generating an incrementally adjusted version of the
original schedule, the incremental change being directed to causing less energy usage
during one of the periodic time intervals as compared to a previous one of the periodic time
intervals. They may further include, for each of the succession of periodic time intervals,
controlling the HVAC system according to the incrementally adjusted version of the

original schedule generated for the periodic time interval.

In some embodiments, the methods may also include identifying a subset of
temperature setpoints within the original schedule of temperature setpoints, the subset of
temperature setpoints corresponding to a sub-interval of the time period over which the

original schedule of temperature setpoints is defined. In such embodiments, generating an
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incrementally adjusted version of the original schedule may include adjusting the subset of

temperature setpoints differently than temperature setpoints other than those in the subset.

In some embodiments, the methods may also include receiving, during one of the
periodic time intervals, a user selection of a current temperature setpoint that is different
than a corresponding temperature setpoint of the incrementally adjusted version of the
original schedule generated for the periodic time interval. And, the methods may further
include controlling the HVAC system, for at least a certain time period within the one of the
period time intervals, according to the user selected current temperature setpoint rather than
the corresponding temperature setpoint of the incrementally adjusted version of the original

schedule.

In some embodiments, the methods may further include receiving, for one of the
periodic time intervals, a user modification to a temperature setpoint of the incrementally
adjusted version of the original schedule generated for the one of the periodic time intervals.
The methods may also include incorporating the user modification into the incrementally
adjusted version of the original schedule generated for the one of the periodic time intervals,
and, for the one of the periodic time intervals and for successive time intervals, controlling
the HVAC system based on the user modification to the temperature setpoint of the
incrementally adjusted version of the original schedule generated for the one of the periodic

time intervals.

Embodiments of the present invention are also directed to an intelligent network
connected thermostat for controlling and operating an HVAC system in a smart home
environment. The thermostat may include a variety of components, such as HVAC control
circuitry operable to actuate one or more elements of the HVAC system. The thermostat
may also include one or more sensors for measuring characteristics of the smart home
environment. The thermostat may further include a processor coupled to the HVAC control
circuitry and the one or more sensors and operable to cause the thermostat to perform a
variety of operations. Such operations may include identifying an original schedule of
temperature setpoints. Such operations may further include, beginning with the original
schedule, for each of a succession of periodic time intervals that are each relatively short in
comparison to an overall optimization time period, generating an incrementally adjusted
version of the original schedule, the incremental change being directed to causing less

energy usage during one of the periodic time intervals as compared to a previous one of the



10

15

20

25

30

WO 2014/172149 PCT/US2014/033394

periodic time intervals. Such operations may also include, for each of the succession of
periodic time intervals, controlling the HVAC system according to the incrementally

adjusted version of the original schedule generated for the periodic time interval.

In some embodiments describing thermostats, generating an incrementally
adjusted version of the original schedule may include, for each periodic time interval,
offsetting a temperature of at least one temperature setpoint of the original schedule in a

direction that reduces energy consumption by the HVAC system.

Embodiments of the present invention are also directed to a tangible non-transitory
computer readable storage medium having instructions that, when executed by a computer
processor, cause the computer processor perform a variety of operations. Such operations
may include, for example, identifying an original schedule of temperature setpoints, the
original schedule of temperature setpoints defining a number of temperature setpoints over a
time period. Such operations may also include, beginning with the original schedule, for
cach of a succession of periodic time intervals that are each relatively short in comparison
to an overall optimization time period, generating an incrementally adjusted version of the
original schedule, the incremental change being directed to causing less energy usage
during one of the periodic time intervals as compared to a previous one of the periodic time
intervals. Such operations may further include, for each of the succession of periodic time
intervals, controlling the HVAC system according to the incrementally adjusted version of

the original schedule generated for the periodic time interval.

In some embodiments, the storage medium may further include instructions that,
when executed by the computer processor, cause the computer processor to perform
additional operations. Such additional operations may include, for example, identifying a
first subset of temperature setpoints within the original schedule of temperature setpoints,
the first subset of temperature setpoints corresponding to a first sub-interval of the time
period over which the original schedule of temperature setpoints is defined, the first sub-
interval corresponding to a time period during which a structure associated with the HVAC
system is likely to be occupied. And, identifying a second subset of temperature setpoints
within the original schedule of temperature setpoints, the second subset of temperature
setpoints corresponding to a second sub-interval of the time period over which the original
schedule of temperature setpoints is defined, the second sub-interval corresponding to a

time period during which a structure associated with the HVAC system is unlikely to be



10

15

20

25

30

WO 2014/172149 PCT/US2014/033394

occupied. In such embodiments, generating an incrementally adjusted version of the
original schedule may include adjusting the first subset of temperature setpoints differently
than the second subset of temperature setpoints, the second subset being adjusted to reduce
energy usage by a greater amount than an amount resulting from adjustments made to the

first subset.

Such additional operations may additionally or alternatively include, for example,
identifying a first subset of temperature setpoints within the original schedule of
temperature setpoints, the first subset of temperature setpoints corresponding to a first sub-
interval of the time period over which the original schedule of temperature setpoints is
defined. They may also include identifying a second subset of temperature setpoints within
the original schedule of temperature setpoints, the second subset of temperature setpoints
corresponding to a second sub-interval of the time period over which the original schedule
of temperature setpoints is defined. They may further include identifying a third subset of
temperature setpoints within the original schedule of temperature setpoints, the third subset
of temperature setpoints corresponding to a third sub-interval of the time period over which
the original schedule of temperature setpoints is defined. In some embodiments, for a first
set of the succession of periodic time intervals, generating an incrementally adjusted version
of the original schedule may include modifying temperature setpoints of the first subset of
temperature setpoints. For a second set of the succession of periodic time intervals
following the first set of periodic time intervals, generating an incrementally adjusted
version of the original schedule may include modifying temperature setpoints of the second
subset of temperature setpoints while simultaneously modifying temperature setpoints of the
first subset of temperature setpoints. For a third set of the succession of periodic time
intervals following the second set of periodic time intervals, generating an incrementally
adjusted version of the original schedule may include modifying temperature setpoints of
the third subset of temperature setpoints while simultaneously modifying temperature
setpoints of the first subset of temperature setpoints and temperature setpoints of the second

subset of temperature setpoints.

For a more complete understanding of the nature and advantages of embodiments
of the present invention, reference should be made to the ensuing detailed description and
accompanying drawings. Other aspects, objects and advantages of the invention will be
apparent from the drawings and detailed description that follows. However, the scope of

the invention will be fully apparent from the recitations of the claims.
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BRIEF DESCRIPTION OF THE DRAWINGS
FIG. 1 depicts a system for supplying, managing, and consuming energy according

to an embodiment.

FIG. 2 illustrates an example of a smart home environment within which one or
more of the devices, methods, systems, services, and/or computer program products

described further herein can be applicable.

FIG. 3A illustrates an example of general device components which can be

included in an intelligent, network-connected device according to an embodiment.

Fig. 3B illustrates an intelligent, network-connected device having a replaceable

module and a docking station according to an embodiment.

Fig. 3C illustrates connection ports and wire insertion sensing circuitry of an

intelligent, network-connected device according to an embodiment.

FIG. 4 illustrates a network-level view of an extensible devices and services
platform with which the smart home of FIGS. 1 and/or 2 and/or the device of FIGS. 3A
through 3C can be integrated.

FIG. 5 illustrates an abstracted functional view of the extensible devices and

services platform of FIG. 4 according to an embodiment.

FIG. 6 is a block diagram of a special-purpose computer system according to an

embodiment.

FIG. 7 illustrates a process for implementing and managing a schedule

optimization program according to an embodiment.

FIG. 8 illustrates a process for identifying devices that qualify for schedule

optimization according to an embodiment.

FIG. 9 illustrates a process for generating, presenting, and implementing a

schedule optimization process according to an embodiment.

FIG. 10 illustrates a process for optimizing an original schedule of setpoint

temperatures according to a first embodiment.

FIGS. 11A and 11B illustrate a process for optimizing an original schedule of

setpoint temperatures according to a second embodiment.
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FIGS. 12A through 12H illustrate adjustments made to an original schedule of
setpoint temperatures in accordance with a scheduled setpoint optimization process that
includes a three-stage modification to a schedule that is segregated into three sub-intervals,

according to an embodiment.

FIG. 13A illustrates the magnitude of incremental schedule adjustments over time
for a three-stage schedule optimization without any user modifications, according to an

embodiment.

FIG. 13B illustrates the magnitude of incremental schedule adjustments over time
for a three-stage schedule optimization with various user modifications, according to an

embodiment.

FIGS. 14A through 14L illustrate thermostats having a graphical user interface

(GUI) for implementing a schedule optimization process according to various embodiments.

DETAILED DESCRIPTION

Embodiments of the present invention are directed to methods for optimizing the
energy consumption of HVAC systems. The entities involved in many energy consumption
systems typically include a utility provider that provides electrical or other forms of energy
from a power source (e.g., an electrical generator) to individual’s homes or businesses. The
individuals typically pay for the amount of energy they consume on a periodic, e.g.,
monthly, basis. In many embodiments an energy management system is disposed between
the utility provider and the individuals. The energy management system may perform a
variety of roles, such as administering the optimization of energy consumption of the
individuals, generating optimized schedules of temperature setpoints based on original
schedules of temperature setpoints, sensed data such as indoor temperature, structure
occupancy, etc., predicted data such as expected outdoor temperature, user indicated
preferences, and/or a variety of additional or alternative data. Such optimized schedules
may then be implemented by the energy management system so as to efficiently reduce
and/or redistribute both individual energy consumption and energy consumption in the

aggregate.

The energy management system according to many embodiments includes an
intelligent, network-connected thermostat located at the individual’s homes or businesses.
Such a thermostat can acquire various information about the residence, such as a thermal

retention characteristic of the residence, a capacity of an HVAC associated with the



10

15

20

25

30

WO 2014/172149 PCT/US2014/033394

residence to cool or heat the residence, a likelihood of the residence being occupied (via
occupancy sensors that, over time, can build an occupancy probability profile), a forecasted
weather, a real-time weather, a real-time occupancy, etc. Moreover, the thermostat can be
programmed by its users or may learn, over time, the preferences and habits of its users to
set scheduled temperature setpoints. In exemplary embodiments, a population of such
network-connected thermostats associated with a respective population of individual homes
and businesses is configured to communicate with one or more central servers managed by
one or more cloud service providers. Each network-connected thermostat is associated with
one or more accounts managed by the cloud service provider(s), and data is sent back and
forth as needed between each network-connected thermostat and the central server(s) for
providing a variety of advantageous functionalities such as facilitating remote control,
reporting weather data, reporting HVAC control data and status information, and providing
the centralized and/or partially centralized control and data communications useful for

carrying out the schedule optimization functionalities described herein.

It is to be appreciated that although some embodiments herein may be particularly
suitable and advantageous for commercial scenarios in which (i) the cloud service
provider(s) associated with the population of network-connected thermostats is/are also the
provider(s) of the described energy management system, (ii) the provider(s) of the energy
management system are separate and distinct business entities from the utilities themselves,
and (ii1) the energy management system is provided as a value-added service to the utilities,
the scope of the present description is in no way limited to such scenarios. In other
applicable scenarios, for example, all of the elements can be provided by the utility. In
other applicable scenarios, some of the elements can be provided by the utility while other
elements can be provided by a governmental entity or by miscellancous combinations of
disparate cooperating businesses or consortia. Prior to a particular schedule optimization,
based on a wealth of information the energy management system possesses regarding the
residence(s) it is managing, the energy management system can effectively predict how
much energy a residence is likely to consume given a particular schedule of setpoint
temperatures. Such information may be used for a variety of purposes, including
determining whether the residence is a suitable candidate for schedule optimization. Once a
particular residence has been determined to be a suitable candidate for schedule
optimization, some or all of the wealth of information may subsequently be used to

optimize the schedule of temperature setpoints for that particular residence in such a fashion
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that the amount of energy consumption and/or cost of energy consumption is reduced and/or
shifted without a noticeable change in comfort to occupants of that residence. In some
cases, such optimizations may even result in continued levels of comfort for the occupants

where a continued static schedule would have otherwise resulted in noticeable discomforts.

The described provisions for such energy consumption prediction and
management bring about many advantages as described further herein. For example, not
only do they allow the energy management system to effectively manage the energy
consumption of a number of connected residences, but they also allow the energy
management system to intelligently select a subset of residences from a large pool for
participation in schedule optimization events. The physical characteristics of residences,
geographical characteristics of residences, and habitual tendencies of occupants of those
residents vary widely across regions, and thus the potential energy savings/shifting also
varies widely. The energy management system disclosed herein may intelligently choose
the participants in an energy savings program to maximize efficiency and minimize costs
including unnecessary disturbances to occupants. Various energy management systems are
further described in commonly assigned U.S. Ser. No. 13/842,213 (Ref. No. NES0253-US),
filed March 15, 2013, the entire contents of which are incorporate by reference herein in

their entirety for all purposes.

The specifics of these and other embodiments are further disclosed herein, and a
further understanding of which can be appreciated with reference to the figures. Turning
now then to the Figures, FIG. 1 depicts a system 100 for supplying, managing, and
consuming energy according to an embodiment. System 100 includes a plurality of
electrical power generators 110A — 1104, a utility provider computing system 120, an
energy management system 130, a communication network 140, a plurality of energy

consumer residences 150A — 1505, and a power distribution network 160.

Electrical power generators 110A — 110N are operable to generate electricity or
other type of energy (e.g., gas) using one or more of a variety of techniques known in the
art. For example, electrical power generators 110A — 110N may include hydroelectric
systems, nuclear power plants, fossil-fuel based power plants, solar plants, wind plants, gas
processing plants, etc. The amount of electricity that may be generated at any given time
may limited to some maximum energy supplied that is determined by the generators 110A —

110N. Further, the electrical power generators 110A — 110N may be owned and managed
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by a utility provider implementing the utility provider computing system 120, or may be
owned and/or managed by one or more third party entities that contract with the utility

provider to provide source energy to customers of the utility provider.

Utility provider computing system 120 is a computing system operable to
communicate with one or more of the electrical power generators 110A — 1104, the energy
management system 130, and in some embodiments electronic systems in one or more of
the residences 150A — 150N. The utility provider associated with the utility provider
company system 120 typically manages the distribution of electricity from the electrical
power generators 110A — 110N to energy consumers at the residences 150A — 150N, This
management includes ensuring the electricity is successfully communicated from the power
generators 110A — 110N to the residences 150A — 150N, monitoring the amount of energy
consumption at each of the residences 150A — 150N, and collecting fees from occupants of
the residences 150A — 150N in accordance with the their respective monitored amount of
energy consumption. The utility provider computing system 120 may perform one or more
of the operations described herein, and may include a variety of computer processors,
storage elements, communications mechanisms, etc. as further described herein and as

necessary to facilitate the described operations.

Energy management system 130 is a computing system operable to intelligently
and efficiently manage the energy consumption at one or more of the residences 150A —
150N while optionally providing reporting and control mechanisms to the utility provider
computing system 120. The energy management system 130 may be operable to engage in
real-time two-way communications with electronic devices associated with the residences
150A — 150N via the network 140, as well as in engage in real-time two-way
communications with the utility provider computing system 120. In one particular
embodiment, the energy management system 130 may be operable to reduce the aggregate
amount of energy consumed at the residences 150A — 150N so as to reduce the energy
supply requirements of the power generators 110A — 110N. Such reductions may be
achieved at one or more of a variety of times. For example, such reductions may be
achieved at the beginning of weather periods that are relatively constant with respect to
other weather periods (i.e., relatively small shifts in average daily temperatures). In some
environments, this may be at the beginning of spring or autumn seasons. However, in other
environments, this may be at the beginning of summer or winter seasons. Some

environments may have relatively constant weather periods year-round, in which case it

10
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may be desirable to perform schedule optimization to achieve energy reductions only once

Oor once pCr annum.

Network 140 is any suitable network for enabling communications between
various entities, such as between one or more components of the energy management
system 130 and one or more electronic devices associated with one or more of the
residences 150A — 150N. Such a network may include, for example, a local area network, a
wide-area network, a virtual private network, the Internet, an intranet, an extranet, a public
switched telephone network, an infrared network, a wireless network, a wircless data
network, a cellular network, or any other such wired or wireless network(s) or
combination(s) thereof. The network 140 may, furthermore, incorporate any suitable
network topology. Network 140 may utilize any suitable protocol, and communication over
the network 140 may be enabled by wired or wireless connections, and combinations

thereof.

Residences 150A — 1500 are a variety of structures or enclosures that are
associated with energy consumption. The structures may span a variety of structure types,
such as private residences, houses, apartments, condominiums, schools, commercial
properties, single or multi-level office buildings, and/or manufacturing facilities. A number
of examples described herein refer to the structure as being a private residence in the form
of a house, but embodiments are not so limited as one skilled in the art would understand
that the techniques described herein could equally be applicable to other types of structures.
It is to be appreciated that, while some embodiments may be particularly advantageous for
residential living scenarios, the scope of the present teachings is not so limited and may
equally be advantageous for business environments, school environments, government
building environments, sports or entertainment arenas, and so forth. Thus, while many of
the descriptions below are set forth in residential living context, it is to be appreciated that

this is for purposes of clarity of description and not by way of limitation.

The residences 150A — 150N typically include one or more energy consumption
devices, which could be electrical energy consumption devices such as televisions,
microwaves, home audio equipment, heating/cooling systems, laundry machines,
dishwashers, etc. Similarly, energy consumption devices could include one or more other
types of energy consumption devices such as gas consumption devices. For example, the

residences 150A — 150N may include a natural gas (air/water/etc.) heater, stove, fireplace,

11
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etc. The residences 150A — 150N in many embodiments include one or more control
devices that control energy consumption by one or more of the aforementioned energy
consumption devices. For example, they may include an intelligent, network connected
thermostat that is operable to control the thermal environment of the residence. The
thermostats may be considered to be part of the energy management system 130, in that
much of the processing subsequently described herein may be performed by computing
systems at the energy management system 130 or by the thermostats themselves.
Alternatively, the thermostats may be considered to be separate from the energy
management system 130 due to their remote geographical location with respect to other
components of the energy management system 130. In either case, electronic devices
associated with the residences 150A — 150N may perform one or more of the operations
described herein, and may include a variety of computer processors, storage elements,
communications mechanisms, etc. as further described herein and as necessary to facilitate
the described operations. While most embodiments are described in the context of
situations where it is desired to reduce the temperature inside of the structure (e.g., during a
hot summer), similar principles apply (just applied in the opposite) in situations where it is
desired to increase the temperature inside of the structure (e.g., during a cold winter). For
some embodiments, some or all of the intelligent, network-connected thermostats may be
the same as or similar in functionality to the NEST LEARNING THERMOSTAT®

available from Nest Labs, Inc. of Palo Alto , California.

Power distribution network 160 is any suitable network for transferring energy
from one or more of the electrical power generators 110A — 110N to one or more of the
residences 150A — 150N. In an electrical distribution network, power distribution network
160 may include a variety of power lines, substations, pole-mounted transformers, and the
like as known in the art for carrying electricity from the electrical power generators 110A —
110N to the residences 150A — 150N. In a gas distribution network, power distribution
network 160 may include a variety of compressor stations, storage elements, pipes, and the
like for transporting natural or other types of energy producing gas from the power
generators 110A — 110N (in this embodiment, gas wells and/or processing plants) to the

residences 150A — 150N.

System 100 in certain embodiments is a distributed system for supplying,
managing, and consuming energy, and in some embodiments may be a system for managing

demand-response programs and events utilizing several computer systems and components

12
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that are interconnected via communication links using one or more computer networks or
direct connections. However, it will be appreciated by those skilled in the art that such
systems could operate equally well in systems having fewer or a greater number of
components than are illustrated in FIG. 1. Thus, the depiction of system 100 in FIG. 1
should be taken as being illustrative in nature, and not as limiting the scope of the present

teachings.

FIG. 2 illustrates an example of a smart home environment 200 within which one
or more of the devices, methods, systems, services, and/or computer program products
described further herein can be applicable. The depicted smart home environment includes
a structure 250, which can include, ¢.g., a house, office building, garage, or mobile home.
In some embodiments, the structure 250 may correspond to one of structures 150A — 150N
described with reference to FIG. 1. In addition to the structure 250, the smart home
environment 200 also includes a network 262 and remote server 264 which, in one
embodiment, respectively correspond to network 140 and energy management system 130
(FIG. 1). While the structure 250 as depicted includes a variety of components and devices
as further described herein, a number of components and devices, such as pool heater 214,
irrigation system 216, and access device 266 may also be associated with (e.g., powered at)
the structure 250 without being physically attached or disposed within or on the structure

250.

The smart home environment 200 includes a plurality of rooms 252 separated at
least partly from each other via walls 254. The walls 254 can include interior walls or
exterior walls. Each room can further include a floor 256 and a ceiling 258. Devices can be
mounted on, integrated with and/or supported by a wall 254, floor 256 or ceiling 258. The
various devices that may be incorporated within the smart home environment 200 include
intelligent, multi-sensing, network-connected devices that can integrate seamlessly with
cach other and/or with cloud-based server systems to provide any of a variety of useful
smart home objectives. An intelligent, multi-sensing, network-connected thermostat 202
can detect ambient climate characteristics (e.g., temperature and/or humidity) and control a
heating, ventilation and air-conditioning (HVAC) system 203. It should be recognized that
while control of an HVAC system is described herein, similar principles can equally be
applied to controlling other temperature/humidity control systems, such as a heating system,
an air conditioning system, a humidity control system, or any combination thereof. One or

more intelligent, network-connected, multi-sensing hazard detection units 204 can detect the
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presence of a hazardous substance and/or a hazardous condition in the home environment
(e.g., smoke, fire, or carbon monoxide). One or more intelligent, multi-sensing, network-
connected entryway interface devices 206, which can be termed a “smart doorbell”, can
detect a person’s approach to or departure from a location, control audible functionality,
announce a person’s approach or departure via audio or visual means, or control settings on

a security system (e.g., to activate or deactivate the security system).

In some embodiments, the smart home may include at least one energy
consumption meter 218 such as a smart meter. The energy consumption meter 218
monitors some or all energy (electricity, gas, etc.) consumed by the devices in and around
the structure 250. The energy consumption meter 218 may display the amount of energy
consumed over a given period of time on a surface of the meter 218. The given period may
be, e.g., a second, a minute, an hour, a day, a month, a time span less than one second, a
time span greater than a month, or a time span between one second and one month. In some
embodiments, the energy consumption meter 218 may include communication capabilities
(wired or wireless) that enable the meter 218 to communicate various information, ¢.g., the
amount of energy consumed over one or more given periods, the price of energy at any
particular time or during any particular period of time, etc. The communication capabilities
may also enable the meter to receive various information. For example, the meter may
receive instructions for controlling one or more devices in the smart home such as the
HVAC system 203, the price of energy at any particular time or during any particular period
of time, etc. To facilitate control of devices in and around the structure 250, the meter 218

may be wired or wirelessly connected to such devices.

Each of a plurality of intelligent, multi-sensing, network-connected wall light
switches 208 can detect ambient lighting conditions, detect room-occupancy states and
control a power and/or dim state of one or more lights. In some instances, light switches
208 can further or alternatively control a power state or speed of a fan, such as a ceiling fan.
Each of a plurality of intelligent, multi-sensing, network-connected wall plug interfaces 210
can detect occupancy of a room or enclosure and control supply of power to one or more
wall plugs (e.g., such that power is not supplied to the plug if nobody is at home). The
smart home may further include a plurality of intelligent, multi-sensing, network-connected
appliances 212, such as refrigerators, stoves and/or ovens, televisions, washers, dryers,
lights (inside and/or outside the structure 250), stereos, intercom systems, garage-door

openers, floor fans, ceiling fans, whole-house fans, wall air conditioners, pool heaters 214,
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irrigation systems 216, security systems, and so forth. While descriptions of FIG. 2 can
identify specific sensors and functionalities associated with specific devices, it will be
appreciated that any of a variety of sensors and functionalities (such as those described

throughout the specification) can be integrated into the device.

In addition to containing processing and sensing capabilities, each of the devices
within the smart home environment 200 can be capable of data communications and
information sharing with any other devices within the smart home environment 200, as well
as to any devices outside the smart home environment 240 such as the access device 266
and/or remote server 264. The devices can send and receive communications via any of a
variety of custom or standard wireless protocols (Wi-Fi, ZigBee, 6LoWPAN, IR, IEEE
802.11, IEEE 802.15.4, ctc.) and/or any of a variety of custom or standard wired protocols
(CAT6 Ethernet, HomePlug, etc.). The wall plug interfaces 210 can serve as wireless or
wired repeaters, and/or can function as bridges between (i) devices plugged into AC outlets
and communicating using Homeplug or other power line protocol, and (ii) devices that are

not plugged into AC outlets.

For example, a first device can communicate with a second device via a wireless
router 260. A device can further communicate with remote devices via a connection to a
network, such as the network 262. Through the network 262, the device can communicate
with a central (i.e., remote) server or a cloud-computing system 264. The remote server or
cloud-computing system 264 can be associated with a manufacturer, support entity or
service provider associated with the device. In one embodiment, a user may be able to
contact customer support using a device itself rather than needing to use other

communication means such as a telephone or Internet-connected computer.

Devices’ network connections can further allow a user to interact with the device
even if the user is not proximate to the device. For example, a user can communicate with a
device (e.g., thermostat 202) using a computer (e.g., a desktop computer, laptop computer,
or tablet) or other portable electronic device (e.g., a smartphone) 266. A webpage or
software application can be configured to receive communications from the user and control
the device based on the communications and/or to present information about the device’s
operation to the user. For example, when the portable electronic device 266 is being used to
interact with the thermostat 202, the user can view a current setpoint temperature for a

thermostat and adjust it using the portable electronic device 266. The user can be in the
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structure during this remote communication or outside the structure. The communications
between the portable electronic device 266 and the thermostat 202 may be routed via the
remote server 264 (e.g., when the portable electronic device 266 is remote from structure

250) or, in some embodiments, may be routed exclusive of the remote server 264.

The smart home environment 200 also can include a variety of non-
communicating legacy appliances 240, such as old conventional washer/dryers,
refrigerators, and the like which can be controlled, albeit coarsely (ON/OFF), by virtue of
the wall plug interfaces 210. The smart home can further include a variety of partially
communicating legacy appliances 242, such as IR-controlled wall air conditioners or other
IR-controlled devices, which can be controlled by IR signals provided by the hazard
detection units 204 or the light switches 208 or, in some embodiments, by using socket-

based communication protocol such as powerline to communicate via a wall plug interface

210.

It should be recognized that some or all of the components located inside and
outside of structure 250 may be considered part of energy management system 130
depending on the embodiment. In general, devices or components which facilitate control
of other energy consumption devices may be considered to be part of energy management
system 130. For example, thermostat 202 and access device 266 may be part of energy
management system 130 while energy consuming components such as HVAC 203, pool
heater 214, and legacy appliances 240 may be considered external to energy management
system 130 as they comprise energy consuming elements that are controllable by the
thermostat 202 and access device 266. In other examples, however, additional or alternative
components of smart home environment 200 may be considered part of energy management
system 130, such as hazard detection units 204, entryway interface devices 206, light
switches 208, plug interface 210, etc., as they may provide monitoring (and/or control)
functionality for the energy management system 130 to assist the system 130 in making
intelligent energy management decisions. In yet other examples, none of the devices of the
smart home environment (except for remote server 264) may be part of energy management
system 130, but rather one or more of the devices of the smart home environment 200 may
be submissive devices that are remotely controlled by energy management system 130 to

perform monitoring and/or energy consumption tasks.
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Smart home 200 in certain embodiments is an environment including a number of
client devices and access devices all operable to communicate with one another as well as
with devices or systems external to the smart home 200 such as remote server 264.
However, it will be appreciated by those skilled in the art that such an environment could
operate equally well having fewer or a greater number of components than are illustrated in
FIG. 2. One particular example of a smart-home environment including various elements
having differing functionality is described in detail in commonly assigned U.S. Provisional
Ser. No. 61/704,437 (Ref. No. NES0254-US), filed September 21, 2012, the entire contents
of which are incorporated by reference herein in their entirety for all purposes. Thus, the
depiction of the smart home environment 200 in FIG. 2 should be taken as being illustrative

in nature, and not limiting to the scope of the present teachings.

FIG. 3A illustrates an example of general device components which can be
included in an intelligent, network-connected device 300 (i.e., “device”). Device 300 may
be implemented as one or more of the various devices discussed with reference to FIG. 2,
such as thermostat 202, hazard detection unit 204, entryway interface device 206, wall light
switch 208, wall plug interface 210, etc. Much of the following discussion presents the
device 300 as being a thermostat 202, but it should be recognized that embodiments are not
so limited. Each of one, more or all devices 300 within a system of devices can include one
or more sensors 302, a user-interface component 304, a power supply (e.g., including a
power connection 306 and/or battery 308), a communications component 310, a modularity
unit (e.g., including a docking station 312 and replaceable module 314), intelligence
components 316, and tamper detection circuitry 318. Particular sensors 302, user-interface
components 304, power-supply configurations, communications components 310,
modularity units, intelligence components 316, and/or wire tamper detection circuitry 318
can be the same or similar across devices 300 or can vary depending on device type or

model.

By way of example and not by way of limitation, one or more sensors 302 in a
device 300 may be able to, e.g., detect acceleration, temperature, humidity, water, supplied
power, proximity, external motion, device motion, sound signals, ultrasound signals, light
signals, fire, smoke, carbon monoxide, global-positioning-satellite (GPS) signals, or radio-
frequency (RF) or other electromagnetic signals or fields. Thus, for example, sensors 302
can include temperature sensor(s), humidity sensor(s), hazard-related sensor(s) or other

environmental sensor(s), accelerometer(s), microphone(s), optical sensor(s) up to and
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including camera(s) (e.g., charged-coupled-device or video cameras), active or passive
radiation sensor(s), GPS receiver(s) or radio-frequency identification detector(s). While
FIG. 3A illustrates an embodiment with a single sensor, many embodiments will include
multiple sensors. In some instances, device 300 includes one or more primary sensors and
one or more secondary sensors. The primary sensor(s) can sense data central to the core
operation of the device (e.g., sensing a temperature in a thermostat or sensing smoke in a
smoke detector). The secondary sensor(s) can sense other types of data (e.g., motion, light
or sound), which can be used for energy-efficiency objectives or smart-operation objectives.
In some instances, an average user may even be unaware of an existence of a secondary

S€Nsor.

One or more user-interface components 304 in device 300 may be configured to
present information to a user via a visual display (e.g., a thin-film-transistor display or
organic light-emitting-diode display) and/or an audio speaker and/or some other
communication medium. User-interface component 304 can also include one or more user-
input components to receive information from a user, such as a touchscreen, buttons, scroll
component (e.g., a movable or virtual ring component), microphone or camera (e.g., to
detect gestures). In one embodiment, user-interface component 304 includes a click-and-
rotate annular ring component, wherein a user can interact with the component by rotating
the ring (e.g., to adjust a setting) and/or by clicking the ring inwards (e.g., to select an
adjusted setting or to select an option). In another embodiment, user-input component 304
includes a camera, such that gestures can be detected (e.g., to indicate that a power or alarm

state of a device is to be changed).

A power-supply component in device 300 may include a power connection 306
and/or local battery 308. For example, power connection 306 can connect device 300 to a
power source such as a line voltage source. In some instances, connection 306 to an AC
power source can be used to repeatedly charge a (e.g., rechargeable) local battery 308, such
that battery 308 can later be used to supply power if needed in the event of an AC power

disconnection or other power deficiency scenario.

A communications component 310 in device 300 can include a component that
enables device 300 to communicate with a central server, such as remote server 264, or a
remote device, such as another device 300 described herein or a portable user device.

Communications component 310 can allow device 300 to communicate using one or more

18



10

15

20

25

30

WO 2014/172149 PCT/US2014/033394

wired or wireless communication techniques, either simultancously or sequentially, such as
Wi-Fi, ZigBee, 3G/4G wireless, IEEE 802.11, IEEE 802.15.4, 6-LO-PAN, Bluetooth,
CAT6 wired Ethernet, HomePlug or other powerline communications method, telephone, or
optical fiber, by way of non-limiting examples. Communications component 310 can
include one or more wireless cards, Ethernet plugs, or other transceiver connections. In
some embodiments, the communications component 310 facilitates communication with a
central server to synchronize information between device 300, the central server, and in
some cases additional devices. Techniques for synchronizating data between such devices
are further described in the commonly assigned U.S. Ser. No. 13/624,892 (Ref. No.
NES0231-US), filed September 22, 2012, the contents of which are incorporated by

reference herein in their entirety for all purposes.

A modularity unit in device 300 can include a static physical connection, and a
replaceable module 314. Thus, the modularity unit can provide the capability to upgrade
replaceable module 314 without completely reinstalling device 300 (e.g., to preserve
wiring). The static physical connection can include a docking station 312 (which may also
be termed an interface box) that can attach to a building structure. For example, docking
station 312 could be mounted to a wall via screws or stuck onto a ceiling via adhesive.
Docking station 312 can, in some instances, extend through part of the building structure.
For example, docking station 312 can connect to wiring (e.g., to 120V line voltage wires)
behind the wall via a hole made through a wall’s sheetrock. Docking station 312 can
include circuitry such as power-connection circuitry 306 and/or AC-to-DC powering
circuitry and can prevent the user from being exposed to high-voltage wires. Docking
station 312 may also or alternatively include control circuitry for actuating (i.e., turning on
and off) elements of an HVAC system, such as a heating unit (for heating the building
structure), an air-condition unit (for cooling the building structure), and/or a ventilation unit
(for circulating air throughout the building structure). In some instances, docking stations
312 are specific to a type or model of device, such that, ¢.g., a thermostat device includes a
different docking station than a smoke detector device. In some instances, docking stations

312 can be shared across multiple types and/or models of devices 300.

Replaceable module 314 of the modularity unit can include some or all sensors
302, processors, user-interface components 304, batteries 308, communications components
310, intelligence components 316 and so forth of the device. Replaceable module 314 can

be configured to attach to (e.g., plug into or connect to) docking station 312. In some
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instances, a set of replaceable modules 314 are produced with the capabilities, hardware
and/or software, varying across the replaceable modules 314. Users can therefore easily
upgrade or replace their replaceable module 314 without having to replace all device
components or to completely reinstall device 300. For example, a user can begin with an
inexpensive device including a first replaceable module with limited intelligence and
software capabilities. The user can then easily upgrade the device to include a more capable
replaceable module. As another example, if a user has a Model #1 device in their basement,
a Model #2 device in their living room, and upgrades their living-room device to include a
Model #3 replaceable module, the user can move the Model #2 replaceable module into the
basement to connect to the existing docking station. The Model #2 replaceable module may
then, e.g., begin an initiation process in order to identify its new location (e.g., by requesting

information from a user via a user interface).

Intelligence components 316 of the device can support one or more of a variety of
different device functionalities. Intelligence components 316 generally include one or more
processors configured and programmed to carry out and/or cause to be carried out one or
more of the advantageous functionalities described herein. The intelligence components
316 can be implemented in the form of general-purpose processors carrying out computer
code stored in local memory (e.g., flash memory, hard drive, random access memory),
special-purpose processors or application-specific integrated circuits, combinations thereof,
and/or using other types of hardware/firmware/software processing platforms. The
intelligence components 316 can furthermore be implemented as localized versions or
counterparts of algorithms carried out or governed remotely by central servers or cloud-
based systems, such as by virtue of running a Java virtual machine (JVM) that executes
instructions provided from a cloud server using Asynchronous Javascript and XML (AJAX)
or similar protocols. By way of example, intelligence components 316 can be configured to
detect when a location (e.g., a house or room) is occupied, up to and including whether it is
occupied by a specific person or is occupied by a specific number and/or set of people (e.g.,
relative to one or more thresholds). Such detection can occur, ¢.g., by analyzing
microphone signals, detecting user movements (e.g., in front of a device), detecting
openings and closings of doors or garage doors, detecting wireless signals, detecting an 1P
address of a received signal, or detecting operation of one or more devices within a time
window. Intelligence components 316 may include image-recognition technology to

identify particular occupants or objects.
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In some instances, intelligence components 316 can be configured to predict
desirable settings and/or to implement those settings. For example, based on the presence
detection, intelligence components 316 can adjust device settings to, ¢.g., conserve power
when nobody is home or in a particular room or to accord with user preferences (e.g.,
general at-home preferences or user-specific preferences). As another example, based on
the detection of a particular person, animal or object (e.g., a child, pet or lost object),
intelligence components 316 can initiate an audio or visual indicator of where the person,
animal or object is or can initiate an alarm or security feature if an unrecognized person is
detected under certain conditions (e.g., at night or when lights are out). As yet another
example, intelligence components 316 can detect hourly, weekly or even seasonal trends in
user settings and adjust settings accordingly. For example, intelligence components 316 can
detect that a particular device is turned on every week day at 6:30am, or that a device
setting is gradually adjusted from a high setting to lower settings over the last three hours.
Intelligence components 316 can then predict that the device is to be turned on every week
day at 6:30am or that the setting should continue to gradually lower its setting over a longer

time period.

In some instances, devices can interact with each other such that events detected
by a first device influence actions of a second device. For example, a first device can detect
that a user has pulled into a garage (e.g., by detecting motion in the garage, detecting a
change in light in the garage or detecting opening of the garage door). The first device can
transmit this information to a second device, such that the second device can, e.g., adjust a
home temperature setting, a light setting, a music setting, and/or a security-alarm setting.
As another example, a first device can detect a user approaching a front door (e.g., by
detecting motion or sudden light-pattern changes). The first device can, e.g., cause a
general audio or visual signal to be presented (e.g., such as sounding of a doorbell) or cause
a location-specific audio or visual signal to be presented (e.g., to announce the visitor’s

presence within a room that a user is occupying).

Tamper detection circuitry 318 may be part or separate from intelligence
components 316. Tamper detection circuitry 318 may include software and/or hardware
operable to detect tampering of the device 300. Tampering may include, e.g., a disconnect
between the device 300 and the HVAC indicative of a user attempt to obviate HVAC
control by the remote server, a change in impedance or power consumption by the HVAC

indicative of a user attempt to obviate HVAC control by the remote server, etc.
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Fig. 3B illustrates an intelligent, network-connected device 300 having a
replaceable module 314 (e.g., a head unit) and a docking station 312 (e.g., a back plate) for
case of installation, configuration, and upgrading according to some embodiments. As
described hereinabove, device 300 may be wall mounted, have a circular shape, and have an
outer rotatable ring 320 (that may be, e.g., part of user interface 304) for receiving user
input. Outer rotatable ring 320 allows the user to make adjustments, such as selecting a new
target temperature. For example, by rotating outer ring 320 clockwise, a target setpoint
temperature can be increased, and by rotating the outer ring 320 counter-clockwise, the
target setpoint temperature can be decreased. Changes to an existing setpoint temperature
that reflect a desire for the temperature in the structure to be immediately changed to that
setpoint temperature may herein be referred to as changes to an “immediate setpoint
temperature” or a "current setpoint temperature”. This is in contrast to setpoint
temperatures that may be provided in a hourly, daily, weekly, monthly, or other schedule in
which setpoint temperatures may reflect a desire for future temperatures in the structure.
Such setpoint temperatures may herein be referred as “scheduled setpoint temperature™ or as

a "schedule of setpoint temperatures".

Device 300 has a cover 322 that includes a display 324 (that may be, e.g., part of
user interface 304). Head unit 314 slides onto back plate 312. Display 324 may display a
variety of information depending on, ¢.g., a current operational state of the device 300,
direct user interaction with the device via ring 320, sensed presence of the user via, e.g., a
proximity sensor 302 (such as a passive infrared motion sensor), remote user interaction
with the device via a remote access device, etc. For example, display 324 may display

central numerals that are representative of a current setpoint temperature.

According to some embodiments the connection of the head unit 314 to back plate
312 can be accomplished using magnets, bayonet, latches and catches, tabs or ribs with
matching indentations, or simply friction on mating portions of the head unit 314 and back
plate 312. According to some embodiments, the head unit 314 includes battery 308,
communications component 310, intelligence components 316, and a display driver 326
(that may be, ¢.g., part of user interface 304). Battery 308 may be recharged using
recharging circuitry (that may be, e.g., part of intelligence components 316 and/or may be
included in the back plate 312) that uses power from the back plate 312 that is either
obtained via power harvesting (also referred to as power stealing and/or power sharing)

from the HVAC system control circuit(s) or from a common wire, if available, as described
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in further detail in commonly assigned co-pending U.S. Ser. Nos. 13/034,674 (Ref. No.
NES0006-US) and 13/034,678 (Ref. No. NES0007-US), both filed February 24, 2011, and
commonly assigned U.S. Ser. No. 13/267,871 (Ref. No. NES0158-US), filed October 6,
2011, all of which are incorporated by reference herein in their entirety for all purposes.
According to some embodiments, battery 308 is a rechargeable single cell lithium-ion, or a

lithium-polymer battery.

Back plate 312 includes electronics 330 and a temperature sensor 332 (that may
be, e.g., one of sensors 302) in housing 334, which are ventilated via vents 336.
Temperature sensor 332 allows the back plate 312 to operate as a fully functional thermostat
even when not connected to the head unit 314. Wire connectors 338 are provided to allow
for connection to HVAC system wires, such as connection to wires for actuating
components of the HVAC system, wires for receiving power from the HVAC system, etc.
Connection terminal 340 is a male or female plug connector that provides electrical
connections between the head unit 314 and back plate 312. Various arrangements for
connecting to and controlling an HVAC system are further described in U.S. Patent App.
Nos. 13/034,674 and 13/034,678, supra.

In some embodiments, the back plate electronics 330 includes an MCU processor,
and driver circuitry for opening and closing the HVAC control circuits, thereby turning on
and turning off the one or more HVAC functions such as heating and cooling. The
electronics 330 also includes flash memory which is used to store a series of programmed
settings that take effect at different times of the day, such that programmed setpoint (i.c.,
desired temperature) changes can be carried out even when the head unit 314 is not attached
to the back plate 312. According to some embodiments, the electronics 330 also includes
power harvesting circuitry (that may be in addition or alternatively to that provided in head
unit 314) to obtain power from the HVAC control circuit(s) even when an HVAC common
power wire is not available. In various embodiments, tamper detection circuitry 318 (FIG.
3A) may also be incorporated in one or more of the head unit 314 and back plate 312 such
that tampering may be detected regardless of whether the head unit 314 is coupled to the
back plate 312.

FIG. 3C illustrates a conceptual diagram of the device 300 with particular
reference to the wire connectors 338 and tamper detection circuitry 318. It is to be

appreciated that the wire connectors 338 and tamper detection circuitry 318 can, in whole or
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in part, be separably or inseparably integral with the main body of the device 300 without
departing from the scope of the present teachings. Thus, for example, for one embodiment
the wire connectors 338 and tamper detection circuitry 318 can be inseparably integral with
the main body of the device 300, with the HVAC wires being inserted directly into the back
before placement on the wall as a single monolithic unit. In another embodiment, the wire
connectors 338 and tamper detection circuitry 318 can be located in a wall plate unit to
which the main body of the thermostat attaches, it being understood that references herein
to the insertion of wires into the thermostat encompass embodiments in which the wires are
inserted into the wall plate and the main body is attached to the wall plate to form the
completed device 300.

As illustrated in FIG. 3C, each wire connector 338 is associated with a
predetermined HVAC signal type. For one embodiment that has been found to provide an
optimal balance between simplicity of installation for do-it-yourselfers and a reasonably
broad retrofit applicability for a large number of homes, there are eight (8) wire connectors
338 provided, which are dedicated respectively to a selected group of HVAC signal types
consisting of heating call power (Rh), heating call (W1), cooling call (Y1), fan call (G),
common (C), heat pump (O/B), auxiliary (AUX), and heating call power (Rh). Preferably,
the device 300 is of a “jumperless” type according to the commonly assigned U.S. Ser. No.
13/034,674, supra, such that (i) the Rh and Rc connection ports automatically remain
shunted together for cases in which there is a single call power wire provided by the HVAC
system, one or the other connection port receiving a single call power wire (which might be
labeled R, V, Rh, or Rc depending on the particular HVAC installation), and (ii) the Rh and
Rc connection ports are automatically electrically segregated for cases in which there are

dual call power wires provided by the HVAC system that are inserted.

According to one embodiment, tamper detection circuitry 318 includes, for each
wire connector 338, a port sensing circuit 342 that communicates with the back plate
electronics 330 over a pair of electrical leads 344. Although the port sensing circuit 342 can
operate in a variety of different ways without departing from the scope of the present
teachings, in one embodiment the control port sensing circuit 342 comprises a two-position
switch (not shown) coupled to the electrical leads 344, the two-position switch being closed
to short the electrical leads 344 together when no wire has been inserted into the associated
wire connector 338, the two-position switch being mechanically urged into an open position

to electrically segregate the electrical leads 344 when a wire is inserted into the associated
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wire connector 338. The back plate electronics 330 thereby is able to readily sense when a
wire is inserted into the connection port by virtue of the shorted or open state of the
electrical leads 344. One particularly advantageous configuration that implements the
combined functionality of the wire connector 338 and the port sensing circuit 342 is
described in the commonly assigned U.S. Ser. No. 13/034,666 (Ref. No. NES0035-US),
filed February 24, 2011, the contents of which are incorporated by reference in their entirety

for all purposes.

Device 300 in certain embodiments is an intelligent, network-connected learning
thermostat that includes various components such as a head unit, a back plate, a user
interface, communications components, intelligent components, etc. However, it will be
appreciated by those skilled in the art that devices that perform the various operations
described herein could operate equally well with fewer or a greater number of components
than are illustrated in FIGS. 3A through 3C. For example, the device 300 may be formed as
a single unit rather than multiple modules, and may include more or fewer components than
described with reference to FIGS. 3A to 3C. For example, the device 300 may be formed as
described in U.S. Ser. No. 13/624,878, filed September 21, 2012, and/or as described in
U.S. Ser. No. 13/632,148, filed September 30, 2012, both of which are incorporated herein
by reference in their entirety for all purposes. Thus, the depiction of device 300 in FIGS.
3A through 3C should be taken as being illustrative in nature, and not limiting to the scope

of the present teachings.

FIG. 4 illustrates a network-level view of an extensible devices and services
platform with which the smart home of FIGS. 1 and/or 2 and/or the device of FIGS. 3A
through 3C can be integrated. Each of the intelligent, network-connected devices discussed
previously with reference to structure 250 can communicate with one or more remote
servers or cloud computing systems 264. The communication can be enabled by
establishing connection to the network 262 either directly (for example, using 3G/4G
connectivity to a wireless carrier), through a hubbed network (which can be a scheme
ranging from a simple wireless router, for example, up to and including an intelligent,

dedicated whole-home control node), or through any combination thereof.

The remote server or cloud-computing system 264 can collect operation data 402
from the smart home devices. For example, the devices can routinely transmit operation

data or can transmit operation data in specific instances (e.g., when requesting customer
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support). The remote server or cloud-computing architecture 264 can further provide one or
more services 404. The services 404 can include, ¢.g., software updates, customer support,
sensor data collection/logging, remote access, remote or distributed control, or use
suggestions (e.g., based on collected operation data 402 to improve performance, reduce
utility cost, etc.). Data associated with the services 404 can be stored at the remote server or
cloud-computing system 264 and the remote server or cloud-computing system 264 can
retrieve and transmit the data at an appropriate time (e.g., at regular intervals, upon

receiving request from a user, etc.).

One salient feature of the described extensible devices and services platform, as
illustrated in FIG. 4, is a processing engine 406, which can be concentrated at a single data
processing server 407 (which may be included in or separate from remote server 264) or
distributed among several different computing entities without limitation. Processing
engine 406 can include engines configured to receive data from a set of devices (e.g., via
the Internet or a hubbed network), to index the data, to analyze the data and/or to generate
statistics based on the analysis or as part of the analysis. The analyzed data can be stored as
derived data 408. Results of the analysis or statistics can thereafter be transmitted back to a
device providing ops data used to derive the results, to other devices, to a server providing a
webpage to a user of the device, or to other non-device entities. For example, use statistics,
use statistics relative to use of other devices, use patterns, and/or statistics summarizing
sensor readings can be transmitted. The results or statistics can be provided via the network
262. In this manner, processing engine 406 can be configured and programmed to derive a
variety of useful information from the operational data obtained from the smart home. A

single server can include one or more engines.

The derived data can be highly beneficial at a variety of different granularities for
a variety of useful purposes, ranging from explicit programmed control of the devices on a
per-home, per-neighborhood, or per-region basis (for example, for optimizing schedules of
temperature setpoints, or implementing demand-response programs for electrical utilities),
to the generation of inferential abstractions that can assist on a per-home basis (for example,
an inference can be drawn that the homeowner has left for vacation and so security
detection equipment can be put on heightened sensitivity), to the generation of statistics and
associated inferential abstractions that can be used for government or charitable purposes.
For example, the processing engine 406 can generate statistics about device usage across a

population of devices and send the statistics to device users, service providers or other
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entities (e.g., that have requested or may have provided monetary compensation for the
statistics). As specific illustrations, statistics can be transmitted to charities 422,
governmental entities 424 (e.g., the Food and Drug Administration or the Environmental
Protection Agency), academic institutions 426 (e.g., university researchers), businesses 428
(e.g., providing device warranties or service to related equipment), or utility companies 430.
These entities can use the data to form programs to reduce energy usage, to preemptively
service faulty equipment, to prepare for high service demands, to track past service
performance, etc., or to perform any of a variety of beneficial functions or tasks now known

or hereinafter developed.

FIG. 5 illustrates an abstracted functional view of the extensible devices and
services platform of FIG. 4, with particular reference to the processing engine 406 as well
as the devices of the smart home environment, according to an embodiment. Even though
the devices situated in the smart home environment have an endless variety of different
individual capabilities and limitations, they can all be thought of as sharing common
characteristics in that each of them is a data consumer 502 (DC), a data source 504 (DS), a
services consumer 506 (SC), and/or a services source 508 (SS). Advantageously, in
addition to providing the essential control information needed for the devices to achieve
their local and immediate objectives, the extensible devices and services platform can also
be configured to harness the large amount of data that is flowing out of these devices. In
addition to enhancing or optimizing the actual operation of the devices themselves with
respect to their immediate functions, the extensible devices and services platform can also
be directed to “repurposing’ that data in a variety of automated, extensible, flexible, and/or
scalable ways to achieve a variety of useful objectives. These objectives may be predefined
or adaptively identified based on, e.g., usage patterns, device efficiency, and/or user input

(e.g., requesting specific functionality).

For example, FIG. 5 shows processing engine 406 as including a number of
paradigms 510. Processing engine 406 can include a managed services paradigm 510a that
monitors and manages primary or secondary device functions. The device functions can
include ensuring proper operation of a device given user inputs, estimating that (e.g., and
responding to) an intruder is or is attempting to be in a dwelling, detecting a failure of
equipment coupled to the device (e.g., a light bulb having burned out), generating or
otherwise implementing optimized schedules of temperature setpoints, implementing or

otherwise responding to energy demand response events, or alerting a user of a current or
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predicted future event or characteristic. Processing engine 406 can further include an
advertising/communication paradigm 510b that estimates characteristics (e.g., demographic
information), desires and/or products of interest of a user based on device usage. Services,
promotions, products or upgrades can then be offered or automatically provided to the user.
Processing engine 406 can further include a social paradigm 510c that uses information
from a social network, provides information to a social network (for example, based on
device usage), and/or processes data associated with user and/or device interactions with the
social network platform. For example, a user’s status as reported to their trusted contacts on
the social network could be updated to indicate when they are home based on light
detection, security system inactivation or device usage detectors. As another example, a
user may be able to share device-usage statistics with other users. Processing engine 406
can include a challenges/rules/compliance/rewards paradigm 510d that informs a user of
challenges, rules, compliance regulations and/or rewards and/or that uses operation data to
determine whether a challenge has been met, a rule or regulation has been complied with
and/or a reward has been earned. The challenges, rules or regulations can relate to efforts to
conserve energy, to live safely (e.g., reducing exposure to toxins or carcinogens), to

conserve money and/or equipment life, to improve health, etc.

Processing engine 406 can integrate or otherwise utilize extrinsic information 516
from extrinsic sources to improve the functioning of one or more processing paradigms.
Extrinsic information 516 can be used to interpret operational data received from a device,
to determine a characteristic of the environment near the device (e.g., outside a structure
that the device is enclosed in), to determine services or products available to the user, to
identify a social network or social-network information, to determine contact information of
entities (e.g., public-service entities such as an emergency-response team, the police or a
hospital) near the device, etc., to identify statistical or environmental conditions, trends or

other information associated with a home or neighborhood, and so forth.

An extraordinary range and variety of benefits can be brought about by, and fit
within the scope of, the described extensible devices and services platform, ranging from
the ordinary to the profound. Thus, in one “ordinary” example, each bedroom of the smart
home can be provided with a smoke/fire/CO alarm that includes an occupancy sensor,
wherein the occupancy sensor is also capable of inferring (e.g., by virtue of motion
detection, facial recognition, audible sound patterns, etc.) whether the occupant is asleep or

awake. If a serious fire event is sensed, the remote security/monitoring service or fire
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department is advised of how many occupants there are in each bedroom, and whether those
occupants are still asleep (or immobile) or whether they have properly evacuated the
bedroom. While this is, of course, a very advantageous capability accommodated by the
described extensible devices and services platform, there can be substantially more
“profound” examples that can truly illustrate the potential of a larger “intelligence” that can
be made available. By way of perhaps a more “profound” example, the same data bedroom
occupancy data that is being used for fire safety can also be “repurposed” by the processing
engine 406 in the context of a social paradigm of neighborhood child development and
education. Thus, for example, the same bedroom occupancy and motion data discussed in
the “ordinary” example can be collected and made available for processing (properly
anonymized) in which the sleep patterns of schoolchildren in a particular ZIP code can be
identified and tracked. Localized variations in the sleeping patterns of the schoolchildren
may be identified and correlated, for example, to different nutrition programs in local

schools.

FIG. 6 is a block diagram of a special-purpose computer system 600 according to
an embodiment. For example, one or more of a utility provider computing system 120,
energy management system 130, elements of smart home environment 200, remote server
264, client device 300, processing engine 406, data processing server 407, or other
electronic components described herein may be implemented as a special-purpose computer
system 600. The methods and processes described herein may similarly be implemented by
tangible, non-transitory computer readable storage mediums and/or computer-program
products that direct a computer system to perform the actions of the methods and processes
described herein. Each such computer-program product may comprise sets of instructions
(e.g., codes) embodied on a computer-readable medium that directs the processor of a
computer system to perform corresponding operations. The instructions may be configured
to run in sequential order, or in parallel (such as under different processing threads), or in a

combination thereof.

Special-purpose computer system 600 comprises a computer 602, a monitor 604
coupled to computer 602, one or more additional user output devices 606 (optional) coupled
to computer 602, one or more user input devices 608 (e.g., keyboard, mouse, track ball,
touch screen) coupled to computer 602, an optional communications interface 610 coupled
to computer 602, and a computer-program product including a tangible computer-readable

storage medium 612 in or accessible to computer 602. Instructions stored on computer-
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readable storage medium 612 may direct system 600 to perform the methods and processes
described herein. Computer 602 may include one or more processors 614 that communicate
with a number of peripheral devices via a bus subsystem 616. These peripheral devices
may include user output device(s) 606, user input device(s) 608, communications interface
610, and a storage subsystem, such as random access memory (RAM) 618 and non-volatile
storage drive 620 (e.g., disk drive, optical drive, solid state drive), which are forms of

tangible computer-readable memory.

Computer-readable medium 612 may be loaded into random access memory 618,
stored in non-volatile storage drive 620, or otherwise accessible to one or more components
of computer 602. Each processor 614 may comprise a microprocessor, such as a
microprocessor from Intel® or Advanced Micro Devices, Inc.®, or the like. To support
computer-readable medium 612, the computer 602 runs an operating system that handles
the communications between computer-readable medium 612 and the above-noted
components, as well as the communications between the above-noted components in
support of the computer-readable medium 612. Exemplary operating systems include
Windows® or the like from Microsoft Corporation, Solaris® from Sun Microsystems,
LINUX, UNIX, and the like. In many embodiments and as described herein, the computer-
program product may be an apparatus (e.g., a hard drive including case, read/write head,
etc., a computer disc including case, a memory card including connector, case, etc.) that
includes a computer-readable medium (e.g., a disk, a memory chip, etc.). In other
embodiments, a computer-program product may comprise the instruction sets, or code

modules, themselves, and be embodied on a computer-readable medium.

User input devices 608 include all possible types of devices and mechanisms to
input information to computer system 602. These may include a keyboard, a keypad, a
mouse, a scanner, a digital drawing pad, a touch screen incorporated into the display, audio
input devices such as voice recognition systems, microphones, and other types of input
devices. In various embodiments, user input devices 608 are typically embodied as a
computer mouse, a trackball, a track pad, a joystick, wireless remote, a drawing tablet, a
voice command system. User input devices 608 typically allow a user to select objects,
icons, text and the like that appear on the monitor 604 via a command such as a click of a
button or the like. User output devices 606 include all possible types of devices and
mechanisms to output information from computer 602. These may include a display (e.g.,

monitor 604), printers, non-visual displays such as audio output devices, etc.
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Communications interface 610 provides an interface to other communication
networks and devices and may serve as an interface to receive data from and transmit data
to other systems, WANs and/or the Internet, via a wired or wireless communication network
622. Embodiments of communications interface 610 typically include an Ethernet card, a
modem (telephone, satellite, cable, ISDN), a (asynchronous) digital subscriber line (DSL)
unit, a FireWire® interface, a USB® interface, a wireless network adapter, and the like. For
example, communications interface 610 may be coupled to a computer network, to a
FireWire® bus, or the like. In other embodiments, communications interface 610 may be
physically integrated on the motherboard of computer 602, and/or may be a software

program, or the like.

RAM 618 and non-volatile storage drive 620 are examples of tangible computer-
readable media configured to store data such as computer-program product embodiments of
the present invention, including executable computer code, human-readable code, or the
like. Other types of tangible computer-readable media include floppy disks, removable hard
disks, optical storage media such as CD-ROMs, DVDs, bar codes, semiconductor memories
such as flash memories, read-only-memories (ROMs), battery-backed volatile memories,
networked storage devices, and the like. RAM 618 and non-volatile storage drive 620 may
be configured to store the basic programming and data constructs that provide the

functionality of various embodiments of the present invention, as described above.

Software instruction sets that provide the functionality of the present invention
may be stored in computer-readable medium 612, RAM 618, and/or non-volatile storage
drive 620. These instruction sets or code may be executed by the processor(s) 614.
Computer-readable medium 612, RAM 618, and/or non-volatile storage drive 620 may also
provide a repository to store data and data structures used in accordance with the present
invention. RAM 618 and non-volatile storage drive 620 may include a number of memories
including a main random access memory (RAM) to store of instructions and data during
program execution and a read-only memory (ROM) in which fixed instructions are stored.
RAM 618 and non-volatile storage drive 620 may include a file storage subsystem
providing persistent (non-volatile) storage of program and/or data files. RAM 618 and non-
volatile storage drive 620 may also include removable storage systems, such as removable

flash memory.
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Bus subsystem 616 provides a mechanism to allow the various components and
subsystems of computer 602 communicate with each other as intended. Although bus
subsystem 616 is shown schematically as a single bus, alternative embodiments of the bus

subsystem may utilize multiple busses or communication paths within the computer 602.

For a firmware and/or software implementation, the methodologies may be
implemented with modules (e.g., procedures, functions, and so on) that perform the
functions described herein. Any machine-readable medium tangibly embodying instructions
may be used in implementing the methodologies described herein. For example, software
codes may be stored in a memory. Memory may be implemented within the processor or
external to the processor. As used herein the term “memory” refers to any type of long term,
short term, volatile, nonvolatile, or other storage medium and is not to be limited to any
particular type of memory or number of memories, or type of media upon which memory is

stored.

Moreover, as disclosed herein, the term "storage medium" may represent one or
more memories for storing data, including read only memory (ROM), random access
memory (RAM), magnetic RAM, core memory, magnetic disk storage mediums, optical
storage mediums, flash memory devices and/or other machine readable mediums for storing
information. The term "machine-readable medium" includes, but is not limited to portable
or fixed storage devices, optical storage devices, wireless channels, and/or various other

storage mediums capable of storing that contain or carry instruction(s) and/or data.

FIG. 7 illustrates a process 700 for implementing and managing a schedule
optimization program according to an embodiment. To facilitate understanding, the process
700 is described with reference to FIGS. 1, 2, and 8, although it should be understood that
embodiments of the process 700 are not limited to the exemplary systems and apparatus

described with reference to FIGS. 1, 2, and &.

With brief reference to FIG. 1, the schedule of setpoint temperatures for one or
more of residences 150A — 150N may be optimized at any given time. In some cases, the
schedule of setpoint temperatures for all residences managed by energy management system
130 may be optimized. In other cases, the schedule of setpoint temperatures for subsets of
residences managed by energy management system 130 may be optimized. The subsets
may be defined in a variety of ways. For example, they may be based on the utility

providing energy resources (i.e., a subset of all residences 150A — 150N that is supplied
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energy by the same utility company), a geographical location of the residences,
characteristics of the environment in which the residences are located, characteristics of the
residences (e.g., thermal retention), affluency of the occupants of the residences (e.g.,
absolute wealth, annual income, etc.), etc. In some embodiments, a subset of residences
150A — 150N may be determined based on the expected reductions of energy were that
subset to partially or fully engage in a schedule optimization program. For example, a
desired reduction in energy consumption resulting from implementation of a schedule
optimization may be determined (e.g., by utility provider computing system 120, energy
management system 130, or other entity of system 100). The expected amount of energy
reduction were a particular subset of residences 150A — 150N to partially or fully engage in
a schedule optimization program may then be determined and compared to the desired
amount. Based on whether the expected energy reduction meets, exceeds, or is short of the
desired energy reduction, the size of the subset may be increased or decreased. In such a
fashion, desired energy reductions may be achieved while advantageously reducing the
number of residences 150A — 150N that are disturbed by presentation of a schedule
optimization process. It should be recognized that while throughout the following
description embodiments are described as 'reductions' in energy consumption, in other
embodiments 'shifts' in energy consumption and/or reductions in cost of energy may
similarly be applied, where energy consumption is shifted from one time period to another

time period.

Returning to FIG. 7, in operation 702 the requirements to qualify for schedule
optimization are determined. Such requirements may be embodied as a set of qualification
factors, where each factor is used to determine whether an energy consumer (i.c., a
residence) qualifies to participate in a particular schedule optimization program. For
example, whether a device (e.g., a thermostat) is still in a particular learning mode, such as
an aggressive learning mode, may be a qualification factor. For another example, whether
the expected energy savings exceed some value may be a qualification factor. The number
and type of qualification factors that are used in any particular implementation may vary
depending on the particular embodiment. Further, it should be recognized that some or all
of the qualification factors may be defined by one or more parameters that can be set by one
or more entities of system 100. For example, the value used when determining whether the
expected energy savings exceed some value may be set by one of the aforementioned

entities and may differ based on the particular implementation. Further yet, each
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qualification factor may be weighted to influence a decision in favor or against
qualification, and/or one or more of the qualification factors may be independently
determinative of a decision in favor or against qualification. For example, if the device
does not have access to a weather forecast, then even if other qualification factors are

satisfied, the device may not qualify for schedule optimization.

Once the requirements to qualify for schedule optimization are determined, in
operation 704 devices that qualify for schedule optimization are identified. For example,
one or more thermostats of residences 150A — 150N that qualify for schedule optimization
may be identified. Each of the identified devices are devices that satisfy the aforementioned

requirements.

Turning briefly to FIG. &, FIG. 8 illustrates a process 704 for identifying devices
that qualify for schedule optimization according to an embodiment. According to this
process, a number of qualification factors are analyzed to determine whether an energy
consumer is qualified to participate in a schedule optimization process according to an
embodiment. As mentioned, some of the factors may be determinative on their own, while
other factors may be weighed to present an overall qualification level. The qualification
level may range anywhere from not qualified (e.g., 0) to very qualified (e.g., 100). Whether
a particular energy consumer is identified for participation in a schedule optimization
program may thus depend on whether their qualification level meets a desired qualification
level. The qualification level, in addition or alternatively to the parameters that define some

or all of the qualification factors, may be determined in operation 702.

In operation 704A it is determined whether the device (e.g., thermostat 202)
controlling the environmental management system (e.g., HVAC 203) at the structure (e.g.,
structure 250) is in a particular learning mode, e.g., an ‘aggressive’ learning mode. For
example, an intelligent, multi-sensing, network-connected thermostat 202 may implement
one or more learning algorithms whereby the thermostat 202 learns the tendencies and
preferences of the occupants of the structure associated with the thermostat 202. The
thermostat 202 may learn preferred temperatures, humidity’s, etc. for different times of the
day, for different occupants, etc. The thermostat 202 may implement multiple modes of
learning, wherein an initial learning mode aggressively responds to user selections. That is,
the learning mode provides significant weight to temperature settings and changes

instigated by the occupants. The initial learning mode may last for a certain duration, for
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example a week, two weeks, three weeks, etc., or until a certain amount of temperature

settings and adjustments have been recorded.

At the end of the initial learning mode, the substantive preferences and tendencies
of the occupants should be recognized. The thermostat 202 may thus enter a second
learning mode such as a refining mode of learning. The refining mode may be much less
aggressive compared to the initial learning mode, in that changes made by occupants are
given much less weight in comparison to changes made during the initial learning mode.
Various specific learning algorithms are further described in commonly assigned U.S. Ser.
No. 13/632,041 (Ref. No. NES0162-US), filed September 30, 2012, the contents of which

are incorporated by reference herein in their entirety for all purposes.

It should be recognized that embodiments are not necessarily limited to the
thermostat 202 learning tendencies and preferences of the occupants of the structure, but
rather the learning algorithms may be incorporated in any one or more of the electronic
devices described with reference to the smart home environment 200 and/or the energy
management system 130. In any event, when such devices are still in an aggressive
learning mode they may not be suitable for participation in a schedule optimization process,
and thus this may weigh against qualification. In contrast, when such devices are out of the

aggressive learning mode, this may weigh in favor of qualification.

In operation 704B it is determined whether one or more devices associated with
the structure of the energy consumer has access to weather forecast information. For
example, it may be determined whether thermostat 202 is operable to receive a weather
forecast for the weather in the vicinity of the structure. In other embodiments, the devices
associated with the structure need not have access to weather forecast information, but
rather such information may be acquired by other entities such as energy management
system 130. If it is determined that one or more devices or entities has access to weather
forecast information, then his may weigh in favor of qualification; otherwise, this may

weigh against qualification.

In operation 704C it is determined whether an environmental management system
(e.g., an HVAC system, cooling system, heating system, etc.) is installed, operable, and
controllable at the structure. For example, thermostat 202 may detect installation of a
particular type of environmental management system via connections to wire connectors of

the thermostat. One particular technique for detecting installation of a particular type of
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environmental management system is disclosed in commonly assigned U.S. Ser. No.
13/038,191 (Ref. No. NES0009-US), filed March 1, 2011, which is incorporated by
reference in its entirety for all purposes. Further, thermostat 202 may similarly be used to
determine whether the attached environmental management system is operable and
controllable by, e.g., the thermostat 202. For example, thermostat 202 may attempt to
control an attached cooling system to cool the structure. If temperature sensors of the
thermostat 202 subsequently measure a reduction in inside temperature that is not likely a
result of factors such as declining outside temperature, the thermostat 202 may deduce that
the attached cooling system is operable and controllable. Other techniques for determining
whether an attached environmental management system is operable and controllable are
disclosed in U.S. Ser. No. 13/038,191, supra. Ifitis determined that an environmental
management system is installed, operable, and controllable, then this may weigh in favor of
qualification. In contrast, if it is determined that an environmental management system is

not installed, operable, or controllable, then this way weigh against qualification.

In operation 704D it is determined whether there is a history of sufficient HVAC
usage. For example, thermostat 202 may determine whether the HVAC 203 has been in
operation and controlled by thermostat 202 for at least a certain period of time, and that data
concerning the control and associated environmental characteristics for that period of time
has been recorded. Such data may include, for example, data used to generate a usage
model (as subsequently described with reference to operation 704F), such as indoor
temperature, outdoor temperature, and information indicative of the amount of energy
consumed by the HVAC 203. Whether the history is sufficient may be determined based on
whether the history is sufficient to generate a usage model that accurately predicts energy
consumption within a certain percentage, such as 2%, 5%, 10%, a range therebetween, or a
percentage less than 2% or greater than 10%. In some embodiments a week's worth of data
may be sufficient, a month's worth of data may be sufficient, an amount of data less than a
week, more than a month, or for a duration between a week and a month, may be sufficient.
In some cases, the time period for data accumulation may be tied to the time at which the
requirements to qualify for schedule optimization are determined, and/or the time at which
the schedule optimization is expected to run. For example, it may be determined whether

data has been accumulated for a week immediately prior to qualification.

In operation 704E it is determined whether the device controlling the

environmental management system (e.g., an HVAC) at the structure has wireless
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communication capabilities. For example, it may be determined whether thermostat 202 is
capable of communicating wirelessly with remote server 264 and/or energy management
system 130. If so, this may weigh in favor of qualification; otherwise, this may weigh

against qualification.

In operation 704F it is determined whether the amount of energy reduction likely
to occur as a result of the identified energy consumer participating in the schedule
optimization process exceeds a threshold value. The amount of energy reduction likely to
occur may be determined using a number of factors such as the energy consumer’s original
schedule of setpoint temperatures, an expected modified schedule of setpoint temperatures,
an estimate as to the amount of energy consumed to achieve actual indoor temperatures for
given outdoor temperatures, a weather forecast, and/or a variety of additional or alternative

factors.

In one particular embodiment, a usage estimator may estimate the amount of
energy consumed by an HVAC system to achieve a particular indoor temperature or to be
controlled in accordance with a particular setpoint temperature for a given outdoor
temperature. For example, the energy consumed by the HVAC over time may be recorded
together with the indoor (either actual or setpoint temperature) and outdoor temperatures
associated with the structure. A line or curve may be fit to the resulting data so as to create
a usage model for subsequently estimating energy consumption given a particular schedule
of temperature setpoints and a weather forecast. In some embodiments, a linear model may
be implemented whereby the HVAC runtime is equal to a first constant multiplied by the
target indoor temperature, plus a second constant multiplied by the outdoor temperature,
plus a third constant, where for any given day HVAC runtime is the total time that the
HVAC system is commanded to be in an actuated state (e.g., heat on, air conditioning
system on, etc.), the target indoor temperature is the time normalized room temperature
setpoint, and the outdoor temperature is the average outside temperature for that day. In
some embodiments, the usage model may be periodically or continuously generated and
updated so as to have a current and accurate model. The model may be generated by the
device itself, e.g., by thermostat 202, or by other devices of the smart home environment
(e.g., hazard detection unit 204, entryway interface device 206, wall light switch 208, wall
plug interface 210, appliance 212, access device 266, or other electronic device associated
with the identified energy consumer), or by other elements of the system 100 (e.g., energy

management system 130, utility provider computing system 120, etc.) where the
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information used to generate such a model (e.g., weather forecast, energy usage, indoor
temperature) may be acquired or otherwise communicated to the device(s) that generate the

model.

Once the usage model has been generated, an energy consumer's original schedule
of setpoint temperatures together with a weather forecast that forecasts the weather for a
duration similar to the schedule of setpoint temperatures may be applied to the usage model
to determine the expected amount of energy consumption that would result were the
original schedule of setpoint temperatures implemented. The optimized schedule of
setpoint temperatures together with the same weather forecast may then be applied to the
same usage model to determine the expected amount of energy consumption that would
result were the optimized schedule of setpoint temperature implemented. For example, in
the linear model embodiment described above, temperature setpoints defined by the
optimized schedule may be used as the target indoor temperature. These two amounts of
energy consumption may then be compared to determine whether, and how much, energy
savings would likely result if the optimized schedule of setpoint temperatures were
implemented, so as to provide an indication as to the expected energy savings. This
indication of expected energy savings may be expressed as a percentage of energy
reduction, absolute amount of energy reduction, financial value of energy reduction, or in
some other form, and may be compared to a value indicative of desired energy savings. If
the expected energy savings are equal to or exceed the desired energy savings, then this may
weigh in favor of qualification. In contrast, if the expected energy savings are less than the

desired energy savings, then this may weigh against qualification.

In operation 704G it is determined whether the original schedule of setpoint
temperatures includes a minimum number of setpoints. For example, for a given duration,
such as a week, setpoints may be defined on a daily basis, hourly basis, a minutely basis, or
some interval therebetween (e.g., at Ipm, at 7pm, and at 8pm). They may be defined over
regular or irregular intervals. The number of setpoints defined for a given period, such as a
week, may be determined and compared to a minimum number. If the number of defined
setpoints meets or exceeds the minimum number, then this may weigh in favor of
qualification. In contrast, if the number of defined setpoints is less than the minimum

number, then this may weigh against qualification.
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In operation 704H it is determined whether the device controlling the
environmental management system (e.g., an HVAC) at the structure is paired with a user
account. By being paired with a user account, the device is uniquely associated with a user
account managed by the energy management system 130. In many cases, the device is
paired with an account created by the energy consumer associated with the structure. The
account may be managed by the energy management system 130 and provide the energy
consumer access to control and monitoring of the device (e.g., thermostat 202) using one or
more remote electronic device (e.g., access device 266). Various techniques for pairing a
device to a user account are further described in commonly assigned U.S. Ser. No.
13/275,311 (Ref. No. NES0129-US), filed October 17, 2011, the contents of which are
incorporated by reference herein in their entirety for all purposes. If the device controlling
the environmental management system at the structure is paired with a user account, this
may weigh in favor of qualification. In contrast, if the device controlling the environmental
management system at the structure is not paired with a user account, this may weigh

against qualification.

In operation 7041 it is determined whether the energy consumer is likely to
participate in the schedule optimization process. The likelihood of the energy consumer
participating in the schedule optimization process may be determined based on a number of
factors, such as the prior participation levels by the energy consumer in past schedule
optimization processes, the HVAC schedule of the energy consumer, the likelihood of the
structure being occupied during the DR event, the geographical location of the energy
consumer, the affluence of the energy consumer, etc. If the energy consumer is likely to
participate in the DR event, then this may weigh in favor qualification. Otherwise, this may

weigh against qualification.

In operation 704] it is determined whether the structure associated with the energy
consumer is likely to be unoccupied for at least a certain percentage of time throughout a
given period (e.g., a day). In determining whether the structure is likely to be unoccupied,
an occupancy probability profile may be generated or otherwise acquired. The occupancy
probability profile indicates a probability that the structure will be occupied at various
times. The occupancy probability profile may be generated using one or more occupancy
sensors incorporated in one or more electronic devices associated with the structure, such as
in a thermostat 202, hazard detection unit 204, entryway interface device 206, wall light

switch 208, wall plug interface 210, appliance 212, access device 266, or other electronic
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device associated with the identified energy consumer. A historical record of the occupancy
detected by one or more of these devices may be maintained and used to develop the
occupancy probability profile. In one particular embodiment, a technique for developing an
occupancy probability profile as described in commonly assigned U.S. Ser. No. 13/632,070
(Ref. No. NES0234-US), which is incorporated by reference in its entirety for all purposes,
may be used. When the occupancy probability profile indicates that the structure is likely to
be unoccupied for at least a certain percentage of some period (e.g., 30% of a day), such a
likelihood weighs in favor of qualification. In contrast, when the occupancy probability
profile indicates that the structure is likely to be occupied for a certain percentage of some

period, such a likelihood weighs against qualification.

It should be appreciated that the specific operations illustrated in FIG. 8 provide a
particular process for analyzing a number of factors to determine whether an energy
consumer is qualified for participation in a particular schedule optimization process. The
various operations described with reference to FIG. 8 may be implemented at and
performed by one or more of a variety of electronic devices or components described
herein. For example, they may be implemented at and performed by one or more electronic
devices in the smart home environment 200, the energy management system 130, etc.
Other sequences of operations may also be performed according to alternative
embodiments. For example, alternative embodiments of the present invention may perform
the operations outlined above in a different order. Moreover, the individual operations
illustrated in FIG. 8 may include multiple sub-operations that may be performed in various
sequences as appropriate to the individual operations. Furthermore, additional operations
may be added or existing operations removed depending on the particular applications. One
of ordinary skill in the art would recognize and appreciate many variations, modifications,

and alternatives.

Returning now to FIG. 7, once the devices that qualify for schedule optimization
have been identified, the aggregate expected energy reductions for these devices may be
determined in operation 706. The expected energy reductions may be determined based on
full or even partial participation of the energy consumers in the schedule optimization
process. If full participation is presumed, then the expected energy savings as described
with reference to operation 704F may be determined and aggregated for all of the identified
devices. If partial participation is presumed, then the such expected energy savings may be

reduced by some factor. For example, in one embodiment, the probability of the identified
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devices fully participating in the schedule optimization process may be determined based
on, ¢.g., historical participation levels, and used to determine the reduced expected energy

savings.

In operation 708 it is determined whether the expected energy reductions are equal
to the desired reductions. If they are, then processing may continue to operation 710 where
the schedule of setpoint temperatures of the identified devices is optimized. Otherwise,
processing may continue to operation 712 where the qualification requirements are
modified. Such modification may include, for example, decreasing the requirements for
qualification (e.g., reducing the number of requirements, reducing the parameters defining
or more requirements, etc.) in the event the expected reductions are less than the desired
reductions. Such modification may also or alternatively include, for example, increasing
the requirements for qualification in the event the expected reductions are greater than the
desired reductions. As a result of altering the requirements for qualification, the number of
devices identified for schedule optimization may change, and thus so will the expected

reductions in energy.

It should be appreciated that the specific operations illustrated in FIG. 7 provide a
particular process for implementing and managing a schedule optimization program
according to an embodiment. The various operations described with reference to FIG. 7
may be implemented at and performed by one or more of a variety of electronic devices or
components described herein. For example, they may be implemented at and performed by
one or more electronic devices in the smart home environment 200, the energy management
system 130, etc. Other sequences of operations may also be performed according to
alternative embodiments. For example, alternative embodiments of the present invention
may perform the operations outlined above in a different order. Moreover, the individual
operations illustrated in FIG. 7 may include multiple sub-operations that may be performed
in various sequences as appropriate to the individual operations. Furthermore, additional
operations may be added or existing operations removed depending on the particular
applications. For example, in some embodiments if it is determined that the expected
energy reductions meet or exceed the desired energy reductions, processing may continue to
operation 710 where the schedules of identified devices are optimized. One of ordinary
skill in the art would recognize and appreciate many variations, modifications, and

alternatives.
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Various embodiments described herein advantageously provide an unsurpassed
level of HVAC control by the energy consumer in the context of schedule optimization in
that the desires of the energy consumer may be solicited before, during, and/or after any
type of setpoint optimization process is undertaken. Such desires may be tangibly
recognized and followed by way of, for example, soliciting the input of the energy
consumer prior to performing any setpoint optimization process to determine whether the
energy consumer is even interested in engaging such a process. For another example, input
from the energy consumer may be solicited during or after the setpoint optimization process
to determine whether the energy consumer would like to keep any optimized schedule,
continue with an optimization process, or otherwise revert back to their original schedule of
setpoint temperatures. In such a fashion, the energy consumer is empowered with a variety
of levels of HVAC system control before, during, and after a schedule optimization process,
thereby reducing inhibitions of the energy consumer to participate in such optimization
processes which may provide not only individual energy savings but significant reductions

in aggregate energy consumption by a society of energy consumers.

FIG. 9 illustrates a process 800 for generating, presenting, and implementing a
schedule optimization process according to an embodiment. To facilitate understanding, the
process 800 is described with reference to FIGS. 1, 2, 8, and 12A, although it should be
understood that embodiments of the process 800 are not limited to the exemplary systems

and apparatus described with reference to FIGS. 1, 2, 8, and 12A.

In operation 802 an original schedule of setpoint temperatures is generated. The
schedule may be generated in one or more of a variety of fashions. For example, the
schedule may be set by a user of thermostat 202, and may be input for storage in thermostat
202 via a user interface of thermostat 202, access device 266, and/or another computing
device of smart home environment 200. The schedule may be generated by an entity of
smart home environment 200, such as the thermostat 202 itself, by learning the tendencies
and preferences of the occupants of the structure associated with the thermostat 202. The
original schedule may be generated by an entity of system 100 other than smart-home
environment 200, such as by remote server 264, energy management system 130, or another
entity of system 100, and either pre-programmed in the thermostat 202 prior to installation
of the thermostat 202 or communicated to the thermostat 202 post-installation. In some

embodiments, the original schedule of setpoint temperatures may be generated based on a
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combination of one or more of the above. For example, the original schedule may initially

be defined by the energy consumer, and subsequently tailored via learning.

For explanation purposes, turning briefly to FIG. 12A, FIG. 12A illustrates a
schedule 900 of original setpoint temperatures according to an embodiment. The schedule
of setpoint temperatures includes a number of individually scheduled setpoint temperatures
902 that indicate a particular desired indoor temperature (e.g., 73°F) at a particular time of
day (e.g., 1400hrs). There may be any number of individual setpoint temperatures 902 for a
given period (e.g., one day) that, for the given period, define an indoor temperature control
trajectory 904. The setpoint temperatures may be defined at regular intervals (e.g., every 15
minutes, 30 minutes, 60 minutes, etc.) or at irregular intervals (e.g., at 1400hrs, at 1600hrs,
at 1700hrs, and at 1800hrs). In one particular embodiment, a schedule of setpoint
temperatures may be defined for each day of the week, where the same schedule of setpoint
temperatures for any one given day is then persistently repeated for that day. For example,
a schedule may be defined for Monday, and then that schedule may be used to control the
HVAC system for every Monday. Embodiments are not so limited, however, as schedules
may be defined for other time intervals (e.g., one schedule for Monday to Friday, one

schedule for Saturday and Sunday), and may or may not repeat.

Returning now to FIG. 9, once an original schedule of setpoint temperatures has
been generated, processing may continue to operation 804. In operation 804, a usage model
is generated. The usage model may be generated as previously described with reference to
operation 704F and, in some embodiments, may be generated for purposes of determining

whether the energy consumer qualifies for a schedule optimization process.

In operation 806, it is determined whether an optimization notification is received.
For example, in some embodiments, an optimization notification may be communicated
from the remote server 264 to thermostat 202. Such a notification may include parameters
of the optimization process, such as how long the optimization process lasts, how many
degrees temperature change should be applied to the original schedule of setpoint
temperatures for each day or week in the optimization, how the original schedule of setpoint
temperatures may be split into sub-intervals, how setpoint temperatures should be changed
for each sub-interval, etc. In some cases, such parameters may be pre-stored in the
thermostat 202 or previously communicated to the thermostat 202, and the notification may

instruct the thermostat 202 to initiate a schedule optimization process or qualification
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process preceding such schedule optimization. If an optimization notification is not
received, then processing may continue to operation 808 where the HVAC system is
controlled in accordance with the original schedule of setpoint temperatures. Otherwise,

processing may continue to operation 810.

In operation 810 it is determined whether the qualification requirements are
satisfied. For example, as described with reference to FIG. 8, thermostat 202 may
determine whether one or more of a variety of qualification factors are satisfied. If the
qualification factors are not satisfied, then processing may return to operation 808 where the
HVAC system is controlled in accordance with the original schedule of setpoint

temperatures. Otherwise, processing may continue to operation 812.

In operation 812, an option to perform schedule optimization is presented to an
energy consumer. For example, thermostat 202 (or other element(s) of smart home
environment 200, such as access device 266) may display or otherwise communicate to
occupants associated with the smart home environment 200 an option to perform schedule
optimization. In some embodiments, in addition to communicating such an option,
additional information describing the schedule optimization process, how long the process
is expected to take, the expected energy savings resulting from the process, or other
information that may be valuable to the energy consumer in assisting the energy consumer
to decide whether to perform schedule optimization may similarly be communicated to the

energy consumer.

In operation 814 it is determined whether the user accepts the option to perform
schedule optimization. If not, then processing may return to operation 808 where the
HVAC system is controlled in accordance with the original schedule of setpoint
temperatures. Otherwise, processing may continue to operation 816. A user may indicate
acceptance of the option to perform schedule optimization in any one or more of a variety of
fashions. For example, the user may manipulate an input/output element of the thermostat
202 (or other element of smart home environment 200, such as access device 266). In some
embodiments, the energy consumer may delay making such a decision by selecting a 'not
now' or 'remind me later' option, in which case the option to perform schedule optimization
is at least temporarily suspended or otherwise relegated to a different menu option on the

thermostat 202 or other electronic device associated with the energy consumer.
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In operation 816 the original schedule of setpoint temperatures is optimized. The
schedule may be optimized to reduce the amount of energy consumed the HVAC system in
comparison to the amount of energy consumed were the original schedule of setpoint
temperatures maintained or otherwise implemented. This may be done, for example, by
reducing the setpoint temperatures of the original schedule if the HVAC system is in a
heating mode, or by increasing the setpoint temperatures of the original schedule if the

HVAC system is in a cooling mode, or by performing some combination thereof.

In some embodiments, the schedule may be optimized for purposes other than or
in addition to reduction of energy consumption. For example, the original schedule may be
optimized to: (1) migrate towards an optimal dollar cost savings into which time-of-use
pricing is considered; (2) migrate to gradually reduce the impact (i.e., immediate setpoint
adjustments) resulting from the 1-hour time shift of Daylight Savings Time; (3) migrate to a
schedule that provides increased health benefits to the occupants of the structure (e.g., a
schedule that encourages occupants to go to bed earlier, wake up earlier, etc.); (4) migrate
toward a "Monday Night Football" schedule (e.g., over the three weeks prior to football
season, the bedtime temperature setpoint may slowly migrate from the normal time of
10PM on Monday nights to 1AM on Monday nights; then, after football season is over, it
gradually migrates back to 10PM on Monday nights over a three-week period).

In other words, optimization of the original schedule may include a 'vertical' shift
(i.e., increased or decreased temperature settings) for one or more setpoints in the schedule
and/or a 'horizontal' shift (i.e., increased or decreased time settings) for one or more
setpoints in the schedule. In many embodiments, the optimization of the original schedule
is a slow migration from the original schedule to the optimized schedule. The migration is
slow in that the setpoint temperatures of the schedule or adjusted or otherwise offset by
small, unnoticeable amounts, over the course of an optimization period. Each adjustment
(or offset) is unnoticeable in that it has a temperature or time magnitude that is typically
undetectable by the human body. For example, each adjustment may be a fraction of a
degree (e.g., 1/100°F, 1/50°F, 1/20°F, 1/10°F, 1/7°F, 1/4°F, 1/2°F, in a range between any
of these fractions, or of a fractional value less than 1/100°F or greater than 1/2°F) and/or a
fraction of an hour (e.g., 1 minute, 5 minutes, 10 minutes, 15 minutes, 30 minutes, 45
minutes, in a range between any of these fractions, or of a fractional value less than 1
minute or greater than 45 minutes). While each individual adjustment may be unnoticeable

to the human body, and may not achieve any optimal result (e.g., noticeable reduction in
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energy savings) itself, the aggregate adjustments over the course of the optimization period
may indeed achieve optimal results (e.g., noticeable reductions in energy savings) without
creating any noticeable levels of discomfort for the occupants (or, in some cases,

conditioning the occupants to be acceptable to the new, optimal schedule).

In some embodiments, optimization of the original schedule of setpoint
temperatures may be responsive to user feedback. For example, during the optimization
period, while the original schedule is being slowly and incrementally adjusted, the energy
consumer may respond to the changes being made to the original schedule. The feedback
from the energy consumer may either be positive or negative. It may be positive in that the
feedback is indicative of acceptance or encouragement of the migration from the original
schedule to the optimal schedule. For example, if a schedule is being adjusted to reduce the
temperature setpoints, the feedback may indicate an increased reduction of the temperature
setpoints as compared to the adjustments being made by the optimization process.
Alternatively, it may be negative in that the feedback is indicative of rejection or
discouragement of the migration from the original schedule to the optimal schedule. For
example, if a schedule is being adjusted to reduce the temperature setpoints, the feedback
may indicate a decreased reduction of the temperature setpoints as compared to the

adjustments being made by the optimization process.

Optimization of the original schedule may respond to user feedback depending on
whether the feedback is positive or negative. If the feedback is positive, optimization may
ignore the feedback or, in some embodiments, increase the rate of change (e.g., the size of
cach adjustment) and/or increase the difference between the original scheduled setpoint
temperature and the optimal setpoint temperature. In contrast, if feedback is negative,
optimization may ignore the feedback, cancel optimization altogether, or in some
embodiments, decrease the rate of change and/or decrease the difference between the

original scheduled setpoint temperature and the optimal setpoint temperature.

Once the original schedule of setpoint temperatures is optimized, processing may
continue to operation 818 where the user is asked whether they wish to keep the new,
optimized schedule of setpoint temperatures. In some embodiments, this option may be
presented to the user once the optimization process is complete (i.¢., the original schedule
has migrated to the optimal schedule either taking into consideration user feedback or not

taking consideration user feedback). In other embodiments, this option may also or
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alternatively be presented to the user in the event the user has indicated a desire to stop the
optimization (e.g., the user has indicated some negative feedback). In one particular
embodiment, the option to keep the new, optimal schedule may be presented or otherwise
communicated to the user via thermostat 202, access device 266, or other electronic device
of smart home environment 200. If the user indicates that they do not wish to keep the new
schedule, e.g., via an input/output interface of thermostat 202, processing may return to
operation 808 where the HVAC is controlled according to the original schedule of setpoint
temperatures. Otherwise, processing may continue to operation 820 where the HVAC is

controlled according to the new, optimal schedule of setpoint temperatures.

It should be appreciated that the specific operations illustrated in FIG. 9 provide a
particular process for generating, presenting, and implementing a schedule optimization
process according to an embodiment. The various operations described with reference to
FIG. 9 may be implemented at and performed by one or more of a variety of electronic
devices or components described herein. For example, they may be implemented at and
performed by one or more electronic devices in the smart home environment 200, the
energy management system 130, etc. Other sequences of operations may also be performed
according to alternative embodiments. For example, alternative embodiments of the present
invention may perform the operations outlined above in a different order. Moreover, the
individual operations illustrated in FIG. 9 may include multiple sub-operations that may be
performed in various sequences as appropriate to the individual operations. Furthermore,
additional operations may be added or existing operations removed depending on the
particular applications. For example, in some embodiments qualification may be performed
prior to an optimization notification being communicated to a thermostat. For example, the
thermostat may initially determine whether it satisfies the qualification requirements and
then receive and respond to an optimization request. Additionally or alternatively, the
remote server may determine whether a particular thermostat satisfies the qualification
requirements. If it does, then it may communicate the optimization notification for
presentation to the energy consumer. Otherwise, it may not even communicate the

optimization notification to the thermostat.

Turning now to FIG. 10, FIG. 10 illustrates a process for optimizing an original
schedule of setpoint temperatures (e.g., as described with reference to operation 816)
according to a first embodiment. To facilitate understanding, the process 816 is described

with reference to FIGS. 1, 2, and 9, although it should be understood that embodiments of
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the process 800 are not limited to the exemplary systems and apparatus described with

reference to FIGS. 1, 2, and 9.

In operation 816A the original schedule of setpoint temperatures is identified. For
example, a processor of thermostat 202 may read a schedule of setpoint temperatures stored
in a storage element of thermostat 202. In operation 816B, the original schedule of setpoint
temperatures is incrementally adjusted. The temperature control trajectory defined by the
original schedule of setpoint temperatures may be incrementally modified to reach some
new, optimal schedule of setpoint temperatures, where the new schedule may be optimal in
terms of energy reductions, cost reductions, etc. In modifying the temperature control
trajectory, setpoint temperatures that exist in the original schedule of setpoint temperatures
may be modified (e.g., shifted in temperature or time). In some cases, new setpoint
temperatures may be defined for the temperature control trajectory and subsequently
adjusted. For example, in some cases the original schedule of setpoint temperatures may
include large gaps in time where no setpoint temperatures are explicitly defined. In such
cases, those gaps may be filled by adding new setpoint temperatures within those gaps,
where the new setpoint temperatures may be defined based on, for example, an interpolation

of adjacent and previously defined setpoint temperatures.

In operation 816C the HVAC is controlled according to the incrementally adjusted
setpoint schedule. For example, at the beginning of a first periodic time interval (e.g., a first
day) during an optimization period (e.g., a week), the original schedule may be adjusted.
The HVAC system is then controlled in accordance with that adjusted schedule for the first
periodic time interval. At the beginning of a second periodic time interval (e.g., a second
day), the schedule that was applied to the previous periodic time interval (e.g., the first day)
may be adjusted (or, equivalently, the original schedule may be adjusted but to a greater
extent that takes into consideration both the adjustments made during the first day and the
adjustments being made for the second day). The HVAC system is then controlled in
accordance with the newly adjusted schedule for the second periodic time interval. The
incremental adjustments may be applied for each of a succession of any suitable time
periods (e.g., one day, two days, three days, half of a day, a period less than half of a day, a
period greater than three days, or a period between half a day and three days), where each
individual time period for a single adjustments is short in comparison to the overall
optimization time period (e.g., individual time period may be one day, overall optimization

time period may be one week or a period greater than one week).
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In operation 816D, it is determined whether a user change to a current or
scheduled setpoint is received. As previously described, changes to an existing setpoint
temperature that reflect a desire for the temperature in the structure to be immediately
changed to that setpoint temperature are referred to as changes to an "immediate setpoint
temperature” or a "current setpoint temperature”. A user may indicate a desire to change the
current setpoint temperature in any one or more of a variety of fashions. For example, the
user may rotate a ring of thermostat 202, or simulate a similar operation with access device
266. Also as previously described, this is in contrast to changes made to setpoint
temperatures that may be provided in an hourly, daily, weekly, monthly, or other schedule
in which setpoint temperatures may reflect a desire for future temperatures in the structure,
where such setpoint temperatures are referred to as "scheduled setpoint temperatures” or a
"schedule of setpoint temperatures”. A user may indicate a desire to change one or more
setpoint temperatures defined by the schedule of setpoint temperatures in a variety of
fashions as well. For example, via the ring of thermostat 202, a user may access a
scheduling menu to view and/or alter the schedule of setpoint temperatures. Users may

simulate similar operations with access device 266.

If a user change to a current or scheduled setpoint is received, then processing may
continue to operation 8§16E, where the HVAC control and/or schedule of setpoint
temperatures is modified. In some embodiments, changes made to a current setpoint
temperature may be immediately followed or otherwise adhered to the by thermostat. For
example, in response to receiving a user change to a current setpoint temperature, the
thermostat 202 may control the HVAC system in an attempt to cause the indoor temperature
of the structure to reach the current setpoint temperature defined by the user change (in
contrast to the setpoint defined by the optimization process). Such changes made to the
current setpoint temperature may also be taken into consideration when making subsequent
adjustments to the scheduled setpoints in accordance with operation 816B. These changes
may be based on whether the user change is indicative of a positive or negative feedback.
For example, if the user change is indicative of a positive feedback, the rate of change (i.c.,
size of one or more subsequent adjustments) may be increased and/or the difference
between the original scheduled setpoint temperatures and the optimal setpoint temperatures
may be increased. If, on the other hand, the user change is indicative of a negative

feedback, the rate of change (i.e., size of one or more subsequent adjustments) may be
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decreased and/or the difference between the original scheduled setpoint temperatures and

the optimal setpoint temperatures may be decreased.

In at least one embodiment, changes made to the scheduled setpoints may be
responded to differently than changes made to the current setpoint temperature. For
example, in one embodiment, where a user makes a change to a scheduled setpoint (e.g.,
increasing the temperature from 70°F to 72°F), subsequent adjustments in operation 816B
will not be made to the previously scheduled setpoint temperature (e.g., 70°F) but rather
adjustments will be made to the newly scheduled setpoint temperature (e.g., 72°F).
Accordingly, the user changes to the scheduled setpoint may be incorporated into the
incrementally adjusted version of the original schedule of setpoint temperatures. Further, in
some embodiments, the subsequent adjustments that are made to the newly scheduled
setpoint temperature may be modified based on whether the user feedback is positive or
negative, similar to those modifications previously described. In at least one embodiment,
the size of the modification may be greater for schedule changes than for similar current

setpoint temperature changes.

During each particular periodic time interval, if it is determined that no user
changes are received and once the end of the periodic time interval is reached, processing
may continue to operation 816F. In operation 816F it is determined whether optimization is
complete. For example, thermostat 202 may determine whether the end of the optimization
time period has been reached. If not, processing may return to operation 816B where the
setpoint schedule is incrementally adjusted. Otherwise, the schedule optimization may be

deemed complete.

It should be appreciated that the specific operations illustrated in FIG. 10 provide a
particular process for optimizing an original schedule of setpoint temperatures according to
an embodiment. The various operations described with reference to FIG. 10 may be
implemented at and performed by one or more of a variety of electronic devices or
components described herein. For example, they may be implemented at and performed by
one or more electronic devices in the smart home environment 200, the energy management
system 130, etc. Other sequences of operations may also be performed according to
alternative embodiments. For example, alternative embodiments of the present invention
may perform the operations outlined above in a different order. Moreover, the individual

operations illustrated in FIG. 10 may include multiple sub-operations that may be
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performed in various sequences as appropriate to the individual operations. Furthermore,
additional operations may be added or existing operations removed depending on the

particular applications.

Turning now to FIGS. 11A and 11B, FIGS. 11A and 11B illustrate a process for
optimizing an original schedule of setpoint temperatures (e.g., as described with reference
to operation 816) according to a second embodiment. To facilitate understanding, the
process 816 is described with reference to FIGS. 1, 2,9, 12A to 12H, 13A, and 13B,
although it should be understood that embodiments of the process 816 are not limited to the
exemplary embodiments described with reference to FIGS. 1, 2,9, 12A to 12H, 13A, and
13B. Further, it should be understood that similar operations described with reference to
FIG. 10 may similarly be applied to the operations described with reference to FIGS. 11A

and 11B, where duplicate description is omitted to reduce reader burden.

In operation 816A A, an original schedule of setpoint temperatures is identified.
This operation is similar to operation 816A. Such an original schedule may be, for
example, similar to that described with reference to FIG. 12A. As mentioned, FIG. 12A
illustrates a schedule of original setpoint temperatures according to an embodiment. The
schedule in this example is defined over a period of 24 hours, and defines an indoor
temperature control trajectory 904 that ranges between 71°F and 73°F. In this particular
schedule, various events are defined, including a return time (1800 hrs), a sleep time (2300
hrs), a wake time (0600 hrs), and a leave time (0830 hrs). The return time may be
indicative of a time when the structure transitions from an unoccupied state to an occupied
state. The sleep time may be indicative of a time when the occupants go to bed or fall
asleep. The wake time may be indicative of a time when the occupants get out of bed or
wake up. The leave time may be indicative of a time when the structure transitions from an

occupied state to an unoccupied state.

The various events may be defined in or more of a variety of fashions. For
example, a user may input these event times into the thermostat 202 (via thermostat 202,
access device 266, or other electronic device of smart home environment 200). For another
example, these event times may be pre-set in the thermostat 202 or communicated to the
thermostat 202 from an entity other than the user, such as energy management system 130.
For yet another example, these event times may be determined by the thermostat 202 (or

other element of smart home environment 200). For example, thermostat 202 may generate
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an occupancy probability profile that indicates a probability that the structure will be
occupied at various times. The leave time may be identified as the time at which there is an
80% likelihood that the structure will be unoccupied. The return time may be identified as
the time at which there is an 80% likelihood that the structure will be occupied. The
specific percentages need not be 80%, but rather could be any value greater than 50%, nor
do they need to be identical to one another but rather they may be different from one
another. The sleep and awake events may similarly be determined by thermostat 202 via,
e.g., occupancy sensors, learned setpoint changes, etc. Accordingly, the events may be
static or they may dynamically change over time as the occupants habits and tendencies
evolve over time, and the events, or sub-intervals of the schedule of setpoint temperatures,

may thus be based at least partially on the occupancy probability profile.

As aresult, schedule optimization may be at least partially based on real time
occupancy and/or occupancy probability. For example, energy reductions may be made
more aggressively when the structure is unoccupied or expected to be unoccupied, and less
aggressively when the structure is occupied or expected to be occupied. In some cases, an
activity level of the occupant may also be determined (i.c., determined whether the
occupant(s) is likely awake or sleeping), where energy reductions may be made more
aggressively during a low activity level (e.g., occupant is sleeping) compared to a high
activity level (e.g., occupant is awake). The activity level may be determined from one or
more of a variety of types of information, including the type and/or frequency of user
interactions with the thermostat, light conditions in the structure, in-structure network
activity levels, time of day, etc. Occupancy and activity levels may not only impact a rate
of change and/or magnitude of change in energy consumption, but may also impact the time
at which energy consumption changes are made throughout the schedule optimization
period. For example, high occupancy and/or activity levels may result in changes in energy
consumption early in the schedule optimization period or even throughout the schedule
optimization period, whereas low occupancy and/or activity levels may result in changes in

energy consumption late in the schedule optimization period.

Returning to FIG. 11A, in operation 816BB the number of stages and parameters
of cach stage is determined. That is, in some embodiments, optimization of an original
schedule to an optimal schedule may occur in one or more stages. Each stage may last for
only a portion of the overall optimization period. For example, an optimization period may

last for three weeks. The optimization period may be segregated into a number of
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independent stages. For example, the three week optimization period may be split into three
independent stages each having a one-week duration. During each stage, a subset of the
temperature setpoints within the original schedule of temperature setpoints may be adjusted.
The subsets may be unique from one another, or overlapping. Once a stage is complete and
the subset of temperature setpoints corresponding to that stage have been adjusted, a
subsequent stage may begin. The subset of temperature setpoints corresponding to the
subsequent stage may then be adjusted over the duration of the second stage. In some cases,
the subset of temperature setpoints corresponding to previous stage(s) may be

simultaneously adjusted.

For example, FIGS. 12A through 12H illustrate adjustments made to an original
schedule of setpoint temperatures in accordance with a scheduled setpoint optimization
process that includes a three-stage modification to a schedule that is segregated into three
sub-intervals, according to an embodiment. FIGS. 12A through 12D illustrate incremental
adjustments made to the original schedule during the first stage. The adjustments are made
to a first subset of temperature setpoints that correspond to a first sub-interval of the time
period over which the original schedule of temperature setpoints is defined, where the first
sub-interval extends between 2330 hrs and 0530 hrs. The temperature setpoints for this first
sub-interval are offset (in this case, increased) by 1/7°F each day for a week. For example,
FIG. 12B illustrates an adjusted schedule 910 that includes an adjusted indoor temperature
control trajectory 912 for the first day of the week. FIG. 12C illustrates an adjusted
schedule 920 that includes an adjusted indoor temperature control trajectory 922 for the
second day of the week. FIG. 12D illustrates an adjusted schedule 930 that includes an
adjusted indoor temperature control trajectory 932 for the last day of the week. As a result,
at the end of the first week, or stage, the temperature setpoints defined between 2330 hrs

and 0530 hrs are increased by 1°F.

FIGS. 12E and 12F illustrate incremental adjustments made to the original
schedule during the second stage. The adjustments described with respect to the
temperature setpoints for the first sub-interval are continued. That is, over the course of the
second stage, or the second week, the temperature setpoints for the first sub-interval are
again increased by 1/7°F each day for the second week. Further, adjustments are also made
to a second subset of temperature setpoints that correspond to a second sub-interval
extending between 0830 hrs and 1730 hrs, where that second subset of temperature

setpoints is also increased by 1/7°F each day for the second week. For example, FIG. 12E
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illustrates an adjusted schedule 940 that includes an adjusted indoor temperature control
trajectory 942 for the first day of the week. FIG. 12F illustrates an adjusted schedule 950
that includes an adjusted indoor temperature control trajectory 952 for the seventh day of
the week. As a result of the adjustments made during the second stage, at the end of the
second stage, or week, the temperature setpoints defined for the first sub-interval (i.e.,
between 2330 hrs and 0530 hrs) are increased by 2°F from their original setpoint
temperature of 73°F to an adjusted setpoint temperature of 75°F, and the temperature
setpoints defined for the second sub-interval (i.e., between 0830 hrs and 1730 hrs) are

increased by 1°F from their original setpoint temperature of 73°F to 74°F.

FIGS. 12G and 12H illustrate incremental adjustments made to the original
schedule during the third stage. The adjustments described with respect to the temperature
setpoints for the first and second sub-intervals are continued. That is, over the course of the
third stage, or the third week, the temperature setpoints for the first and second sub-intervals
are again increased by 1/7°F each day for the third week. Further, adjustments are also
made to a third subset of temperature setpoints that correspond to a third sub-interval
extending between 1730 hrs and 2330 hrs and between 0530 hrs and 0830 hrs, where that
third subset of temperature setpoints is also increased by 1/7°F each day for the third week.
For example, FIG. 12G illustrates an adjusted schedule 960 that includes an adjusted indoor
temperature control trajectory 962 for the first day of the week. FIG. 12H illustrates an
adjusted schedule 970 that includes an adjusted indoor temperature control trajectory 972
for the seventh day of the week. As a result of the adjustments made during the third stage,
at the end of the third stage, or week, the temperature setpoints defined for the first sub-
interval (i.e., between 2330 hrs and 0530 hrs) are increased by 3°F from their original
setpoint temperature of 73°F to an adjusted setpoint temperature of 76°F, the temperature
setpoints defined for the second sub-interval (i.e., between 0830 hrs and 1730 hrs) are
increased by 2°F from their original setpoint temperature of 73°F to 75°F, and the
temperature setpoints defined for the third sub-interval (i.e., between 1730 hrs and 2330 hrs
and between 0530 hrs and 0830 hrs) are increased by 1°F from their original setpoint
temperatures of 71°F and 72°F, respectively, to 72°F and 73°F, respectively.

It should be recognized that the adjustments and setpoint schedules described with
reference to FIGS. 12A through 12H are illustrated for explanation purposes only, and the
scope of the subject description is not so limited. For example, while adjustments are

shown as increases in temperature, adjustments may also or alternatively include decreases
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in temperature, increases in the time of setpoint temperatures, or decreases in the time of
setpoint temperatures. For another example, while the schedule is described as being
segregated into three sub-intervals, the schedule may be segregated into more or fewer sub-
intervals. For another example, while the optimization process is described as having the
same number of stages and schedule sub-intervals, these may be different. For another
example, while the optimization process is described as increasing the temperature setpoints
at the same rate for cach stage, they may be adjusted at different rates across stages or even
within a stage. For another example, while the optimization process is described as
increasing the temperature setpoints at the same rate for each sub-interval, they may be
adjusted at different rates for different sub-intervals. For another example, while the
optimization process is described as maintaining the same sub-intervals for each stage, the
size, location, and/or number of sub-intervals may vary from stage to stage. For another
example, while the optimization process is described as reducing energy consumption more
aggressively when occupants are asleep as compared to when occupants are awake, in other
embodiments energy consumption may be reduced more aggressively when occupants are

awake compared to when occupants are asleep.

It should also be recognized that in some embodiments, the sub-intervals may be
defined with reference to the aforementioned user events. For example, the first sub-
interval may be defined with reference to the sleep event and subsequent wake event,
otherwise defining an interval during which the occupants are likely asleep. The second
sub-interval may be defined with reference to the leave event and the return event,
otherwise defining an interval during which the structure is likely to be unoccupied. The
third sub-interval may be defined with reference to the return event and sleep event, and
with reference to the wake event and leave event, otherwise defining an interval during

which the structure is likely to be occupied and the occupants awake.

It should further be recognized that in some embodiments, the rate of adjustment
and/or magnitude of the total adjustment (i.e., difference between the original schedule and
optimal schedule) may be determined based on one or more of the aforementioned user
events. For example, the rate of adjustment and/or magnitude of the total adjustment may
be greater for periods during which the structure is likely to be unoccupied compared to
periods during which the structure is likely to be unoccupied. For another example, the rate

of adjustment and/or magnitude of the total adjustment may be greater for periods during
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which the occupants of the structure are likely to be asleep compared to periods during

which the occupants of the structure are likely to be awake.

Returning now to FIG. 11A, as previously mentioned, in operation 816BB the
number of stages and the parameters of each is determined. For example, as described with
reference to FIGS. 12A through 12H, the number of stages may be three. Parameters may
define characteristics of each stage, such as the duration of a stage (e.g., one week), the
number of stages (e.g., three), the size (e.g., 2 hrs) and/or location (e.g., starting at 1750 hrs)
of the sub-intervals for each stage, the rate of adjustment of the temperature setpoints for the
stage (¢.g., 1/7°F) and/or sub-intervals defined for the stage, and/or other characteristics.
Once the number of stages and parameters of each stage are determined, processing may

continue to operation 816CC where the schedule optimization for the first stage begins.

In operation 816DD, the 1-week setpoint schedule (or other period as defined by
the aforementioned parameters) is modified according to the parameters. For example, in
some embodiments as previously described, an original schedule of setpoint temperatures
may define setpoint temperatures for a particular period, such as a week. That period of
schedule setpoints may be adjusted according to the aforementioned parameters. For
example, with reference to FIG. 12A, schedule 900 may be a schedule of setpoint
temperatures for a particular day, such as Monday. The full schedule of setpoint
temperatures may include an identical or similar schedule of setpoint temperatures for other
days of the week, such as Tuesday to Friday. The full schedule may further include an
identical, similar, or more often, fairly different, schedule of setpoint temperatures for
Saturday and Sunday. In this particular embodiment, the schedule of setpoint temperatures
for the entire week are adjusted according to the stage parameters. For example, with
reference to FIG. 12B, the original schedule 900 may be adjusted to generate the adjusted
schedule 910. The adjusted schedule 910 includes an adjusted indoor temperature control
trajectory 912 defined for the first sub-interval, where the adjusted indoor temperature
control trajectory 912 over this sub-interval is increased by 1/7°F as compared to the
original indoor temperature control trajectory 904 over the same sub-interval. In addition to
adjusting the schedule for a particular day, such as Monday, the adjustments may similarly
be made to the schedule for other days, such as Tuesday to Friday, Saturday, and Sunday.
In some cases the first sub-interval will be the same for each day. In other cases, such as
when the user events change between days (e.g., the wake event changes from 6am on

Monday to Friday to 8am on Saturday and Sunday), the first sub-interval will be different
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for at least one of the days defined in the schedule. Even though the same sub-interval (e.g.,
the first sub-interval representing a likely period during which the occupants are asleep)
may be defined over different time periods throughout the one-week schedule, in some

embodiments identical adjustments (e.g., 1/7°F) may be made to that sub-interval.

Once the one-week setpoint schedule is modified, processing may continue to
operation 816EE where an HVAC control period begins. An HVAC control period may be
defined for a period of time less than a stage and less than the overall optimization period.
For example, an HVAC control period may be one day (it could, similarly, be less than or
more than one day). Accordingly, the HVAC may be controlled according to the adjusted
schedule (e.g., adjusted schedule 910) for that one day. During the HVAC control period,
user interactions (e.g., via thermostat 202, access device 266, or other computing devices of
smart home environment 200) may be monitored. Additionally or alternatively, interactions
by entities other than the user, ¢.g., by energy management system 130, remote server 264,
or other entity of system 100, may similarly be monitored. Such monitoring may include
monitoring for user changes to scheduled setpoint temperatures, monitoring for user
changes to current setpoint temperatures, monitoring for user indications to stop the

schedule optimization, monitoring for changes to the stage parameters, etc.

In operation 816FF, it is determined whether a user has modified a current setpoint
temperature. For example, thermostat 202 may determine whether a user has modified a
current setpoint temperature at thermostat 202, at access device 266, or via one or more
other computing devices of smart home environment 200. If it is determined that a user has
modified a current setpoint temperature, then processing may continue to operation 816GG
where the current setpoint temperature is adjusted and immediately followed or otherwise
adhered to by the thermostat. It should be recognized that the HVAC system may not be
controlled indefinitely in accordance with the current setpoint temperature as adjusted by
the user. Rather, the user-adjusted setpoint temperature may be followed for a certain
period of time. For example, the user-adjusted setpoint temperature may be followed until a
subsequent setpoint defined in the schedule of setpoint temperatures is reached, at which
point the HVAC system may revert to being controlled in accordance with that subsequent

setpoint.

In operation 816HH, information regarding the modification, such as the time at

which the modification was made, the magnitude of the modification, and the like, may be

57



10

15

20

25

30

WO 2014/172149 PCT/US2014/033394

stored. Such information may be stored, ¢.g., in a storage element of thermostat 202. On
the other hand, if it is determined in operation 816FF that a user has not modified a current

setpoint temperature, then processing may continue to operation 816I1.

In operation 81611, it is determined whether a user has modified one or more of the
setpoint temperatures defined in the schedule of setpoint temperatures. For example,
thermostat 202 may determine whether a user has modified one or more of the setpoint
temperatures defined in the schedule of setpoint temperatures via thermostat 202, access
device 266, or via one or more other computing devices of smart home environment 200. If
it is determined that a user has modified one or more of the setpoint temperatures defined in
the schedule of setpoint temperatures, then processing may continue to operation 816JJ
where information regarding the modification, such as the time of the setpoint(s) that was
changed, the magnitude of the modification, and the like, may then be stored. Such
information may be stored, ¢.g., in a storage element of thermostat 202. On the other hand,
if it is determined in operation 81611 that a user has not modified one or more of the setpoint
temperatures defined in the schedule of setpoint temperatures, then processing may continue

to operation 8 16KK.

In operation 816KK it is determined whether a fatal interrupt occurs. A fatal
interrupt may be any interruption in the schedule optimization that causes the optimization
to complete. This may result from, e.g., the user indicating a desire to stop schedule
optimization. For example, the user may select an option to stop schedule optimization via
a input/output interface of thermostat 202, access device 266, and/or another computing
device of smart home environment 200. If a fatal interrupt occurs, then schedule

optimization may end. Otherwise, processing may continue to operation 816LL.

In operation 816LL, it is determined whether the control period is finished. For
example, where the control period is one day, thermostat 202 may determine that the control
period is finished approximately 24 hours after the HVAC control period began. If the
control period is not finished, then processing may return to operation 8 16FF where
monitoring is continued. Otherwise, processing may continue to operation 816MM where it

is determined that the HVAC control period is finished.

Once it is determined that the HVAC control period is finished, processing may
continue to operation 816NN. In operation 816NN, it is determined with the current stage

is finished. For example, where the first stage is one week long, thermostat 202 may
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determine that the current stage is not finished until seven control periods have been
performed. With brief reference to FIGS. 12B through 12D, FIG. 12B illustrates an
adjusted schedule 910 including an adjusted indoor temperature control trajectory 912 for
the first HVAC control period of the first stage, FIG. 12C illustrates an adjusted schedule
920 including an adjusted indoor temperature control trajectory 922 for the second HVAC
control period of the first stage, and FIG. 12D illustrates an adjusted schedule 930 including
an adjusted indoor temperature control trajectory 932 for the seventh control period of the

first stage.

If it is determined that the current stage is not finished, then processing may return
to operation 816DD where the one-week setpoint schedule is again modified according to
the stage parameters. For example, with reference to FIGS. 12B and 12C, after the adjusted
setpoint schedule 910 is implemented for an HVAC control period (e.g., one day), the
setpoint schedule may be adjusted again as shown in the adjusted schedule 920. The newly
adjusted setpoint schedule 920 may then be implemented for an HVAC control period. This
process may repeat until the newly adjusted setpoint schedule 930 is implemented for an

HVAC control period.

Prior to returning to modify the one-week setpoint schedule, it may be determined
whether there was a user modification during the last control period. That is, if it is
determined in operation 816NN that the current stage is not finished, then processing may
continue to operation 81600 where it is determined whether there was a user modification
during the HVAC control period that just ended. The user modification may include, for
example, a modification to a current setpoint and/or to a scheduled setpoint. If it is
determined that there was no user modification, then processing may return to operation
816DD where the one-week setpoint schedule is adjusted according to the stage parameters.
However, if it is determined that there was a user modification, then processing may

continue to operation §16PP.

In operation 816PP the one-week setpoint schedule is modified according to both
the stage parameters and the user modification(s). For example, where the user
modification indicates positive feedback, the rate of change (i.¢., size of one or more
subsequent adjustments) may be increased (¢.g., from 1/7°F to 1/5°F) and/or the difference
between the original scheduled setpoint temperatures and the optimal setpoint temperatures

may be increased (e.g., from 1°F to 2°F). If, on the other hand, the user change is indicative
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of a negative feedback, the rate of change (i.e., size of one or more subsequent adjustments)
may be decreased (e.g., from 1/7°F to 1/14°F) and/or the difference between the original
scheduled setpoint temperatures and the optimal setpoint temperatures may be decreased

(e.g., from 1°F to 0.5°F).

Turning briefly to FIGS. 13A and 13B, FIG. 13A illustrates the magnitude of
incremental schedule adjustments (i.c., the magnitude of temperature offsets) over time
1000 for a three-stage schedule optimization without any user modifications, according to
an embodiment. For the first stage, for example the stage described with reference to FIGS.
12A through 12D, on each day of the one-week stage the scheduled temperature setpoints
for a first sub-interval are adjusted (¢.g., increased) by 1/7°F each day. During the second
stage which immediately follows the first stage, the scheduled temperature setpoints for the
first sub-interval are again adjusted by 1/7°F each day of the second stage, and the
scheduled temperature setpoints for the second sub-interval are adjusted by 1/7°F each day
of the second stage. Then during the third stage which immediately follows the second
stage, the scheduled temperature setpoints for each of the first sub-interval and the second
sub-interval are again adjusted by 1/7°F each day of the third stage, and the scheduled
temperature setpoints for the third sub-interval are adjusted by 1/7°F each day of the third

stage.

FIG. 13B illustrates the magnitude of incremental schedule adjustments over time
1050 for a three-stage schedule optimization with various user modifications, according to
an embodiment. The various user modifications include user modifications indicative of
both negative and positive feedback, including variations to the schedule adjustments based

on the magnitude of that feedback.

In one particular example, a user modification during the fifth day of stage one is
indicative of negative feedback. For example, the user may reduce the temperature of a
current setpoint temperature and/or reduce the temperature of a scheduled setpoint
temperature. In some cases, a reduction to the current setpoint temperature may be
performed during the first sub-interval, while in other cases a reduction may be performed
during sub-intervals other than the first sub-interval. Similarly, in some cases, a reduction
to the temperature of a scheduled setpoint temperature may be a reduction to the
temperature of a scheduled setpoint temperature defined within the first sub-interval, while

in other cases a reduction to the temperature of a scheduled setpoint temperature may be a
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reduction to the temperature of a scheduled setpoint temperature defined in a sub-interval

other than the first sub-interval. In any case, as a result of the negative feedback during the
fifth day of stage one, the setpoint adjustment for one or more subsequent days, such as the
sixth and seventh day of stage one, and the first day of stage two, is reduced. For example,

the setpoint adjustment for the sixth day of stage one 1052 is set to 1/28°F rather than 1/7°F.

In some embodiments the magnitude of the change to the adjustment may be fixed
regardless of the number or magnitude of user modifications. For example, the scheduled
setpoint may be adjusted by 1/28°F rather than 1/7°F as a result of any user modification
indicative of negative feedback. In other embodiments the magnitude of the change to the
adjustment may be determined based on the number, magnitude, and/or type of user
modifications during the previous HVAC control period. For example, as the number of
user modifications during the previous HVAC control period increase, the magnitude of the
change to the adjustment may increase. For another example, as the magnitude of the user
modifications during the previous HVAC control period increase, the magnitude of the
change to the adjustment may increase. For yet another example, the magnitude of the
change may be greater for user changes to scheduled setpoint temperatures as compared to

user changes to current setpoint temperatures.

In some embodiments the magnitude of the change to the adjustment may
depreciate over time. For example, in response to a user modification indicative of negative
feedback during the fifth day of stage one, the setpoint adjustment for the sixth day of stage
one 1052 may be set to 1/28°F rather than 1/7°F. Instead of keeping the setpoint adjustment
set at 1/28°F for subsequent days, the difference between the original adjustment of 1/7°F
and the new adjustment of 1/28°F may be reduced over time. For example, the setpoint
adjustment may be set to 1/21°F for the seventh day of stage one 1054, and the setpoint
adjustment may be set to 1/14°F for the first day of stage two 1056, before the setpoint

adjustments returns to 1/7°F for the second day of stage two 1058.

In some embodiments, changes to setpoint adjustments may be applied not only to
one sub-interval of setpoint temperatures but could be applied to multiple sub-intervals of
setpoint temperatures. For example, during the fifth day of stage two, a user modification
indicative of negative feedback may be received. The user modification may be received
during, e.g., the first sub-interval of the schedule of setpoint temperatures. In addition to

reducing the magnitude of the setpoint adjustment for the sixth day of stage two 1060 for

61



10

15

20

25

30

WO 2014/172149 PCT/US2014/033394

the first sub-interval of the schedule, the magnitude of the setpoint adjustment for the sixth
day of stage two 1062 for the second sub-interval of the schedule may also be reduced (by

the same or a different amount; e.g., it may be reduced less).

In some embodiments, changes to setpoint adjustments may be so significant as to
cause the setpoint optimization process to stop adjusting the setpoint temperatures within
one or more sub-intervals. For example, during the second day of stage three, a user
modification indicative of negative feedback may be received. The user modification may
be received during, e.g., the third sub-interval of the scheduled of setpoint temperatures.
The number, magnitude, or type of user modification may be so significant (e.g., 3 or more
modifications to a current setpoint temperature, a modification having a magnitude greater
than 5°F, etc.) that the temperature setpoints for that sub-interval are not modified for the
remainder of the stage and/or optimization period. For example, where the user
modification received during the second day of stage three has such characteristics, the
setpoint adjustment for the third day of stage three 1064 for the third sub-interval of the
schedule may be reduced to zero, as may the subsequent setpoint adjustments for that sub-

interval.

As previously mentioned, user modifications may not only be indicative of
negative feedback but may also be indicative of positive feedback. For example, such a
user modification may be received for the fourth day of stage three for the first sub-interval
of the schedule. In response, the setpoint adjustment for the fifth day of stage three 1066
may be set to 1/4°F rather than 1/7°F. Subsequent setpoint adjustments may be similarly
defined as shown in FIG. 13B, or may be reduced as previously described with respect to

some examples of negative feedback.

Returning now to FIGS. 11A and 11B, as described, if user modifications were
made during the last control period, in operation 816PP the one-week setpoint schedule may
be adjusted according to the stage parameters and user modification(s). Once the setpoint
schedule is adjusted, processing may return to operation 816EE where the new HVAC
control period is begun and the HVAC is controlled in accordance with the adjusted one-

week setpoint schedule.

As mentioned, a user modification may be a modification to a setpoint temperature
defined in a schedule of setpoint temperatures. For example, with reference to FIG. 12C,

during the second day of the first stage the user may manually change a scheduled setpoint
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temperature at 2400 hrs from 73°F (or, more accurately, 73 and 2/7°F if such accuracy is
communicated to the user) to 71°F. In such a case, during subsequent days of the first stage
(and second and third stage), instead of continuing to be adjusted from 73 and 2/7°F,
adjustments may be made from the newly set schedule setpoint temperature of 71°F. As a
result, a user may advantageously continue to control their schedule of temperature
setpoints, while schedule optimization may similarly continue to migrate the user's schedule

to one that is more optimal.

Returning now to operation 816NN, if it is determined that a stage is finished, then
processing continues to operation 816QQ, where it is determined that the stage is finished.
In operation 816RR it is then determined whether there are any more stages. If there are,
then processing returns to operation 816CC, where the new stage is begun. Otherwise, if

there are no more stages, then the schedule optimization process is complete.

It should be appreciated that the specific operations illustrated in FIGS. 11A and
11B provide a particular process for optimizing an original schedule of setpoint
temperatures according to an embodiment. The various operations described with reference
to FIGS. 11A and 11B may be implemented at and performed by one or more of a variety of
electronic devices or components described herein. For example, they may be implemented
at and performed by one or more electronic devices in the smart home environment 200, the
energy management system 130, etc. Other sequences of operations may also be performed
according to alternative embodiments. For example, alternative embodiments of the present
invention may perform the operations outlined above in a different order. Moreover, the
individual operations illustrated in FIGS. 11A and 11B may include multiple sub-operations
that may be performed in various sequences as appropriate to the individual operations.
Furthermore, additional operations may be added or existing operations removed depending

on the particular applications.

FIGS. 14A through 14L illustrate thermostats having a graphical user interface
(GUI) for implementing a schedule optimization process according to various embodiments.
For example, the thermostat described herein may correspond to thermostat 202, although it
should be recognized that the GUIs described with respect to the thermostat may be
similarly implemented on other computing devices of smart home environment 200, such as

access device 266.
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FIG. 14A illustrates a thermostat 1100 having a GUI 1110 that displays an option
for a schedule optimization to the user. This option may be displayed in accordance with,
for example, operation 812. The GUI 1110 includes a benefit summary 1112 of the
schedule optimization process that describes the expected energy reductions if the user
accepts and completes the schedule optimization process. Such expected energy reductions
may be determined, for example, as described with reference to operation 704F. GUI 1110
may also display an option 1114 which requests whether the user would like to continue or
otherwise proceed with the schedule optimization process, or delay the optimization process

for a later time.

If the user indicates a desire to continue or otherwise proceed with the schedule
optimization process, GUI 1120 as illustrated in FIG. 14B may be displayed to the user.
GUI 1120 includes a textual description 1122 of the schedule optimization process that
includes information indicating how long the schedule optimization process may take. GUI
1120 also includes an option 1124 as to whether the user would like to begin the schedule

optimization process immediately, or delay the optimization process for a later time.

If the user indicates a desire to begin the schedule optimization process
immediately, GUI 1130 as illustrated in FIG. 14C may be displayed to the user. GUI 1130
includes a textual description 1132 describing until what day the schedule optimization
process will run (if not canceled), as well as a textual description 1134 describing where
further information regarding the schedule optimization process can be found. In such a

case, processing may continue, for example, as described with reference to operation 816.

If, on the other hand, the user indicated a desire to delay the optimization process
for a later time, GUI 1140 as illustrated in FIG. 14D may be displayed to the user. GUI
1140 includes a textual description 1142 describing until what day the schedule
optimization process will be available (if so limited), as well as a textual description 1144
describing where further information regarding the schedule optimization process can be
found. In such a case, processing may continue, for example, as described with reference to

operation 808.

In some embodiments, a variety of operational menu's may be accessed via the
input/output interface of the thermostat. One of such menus may include an 'Energy' menu
where a variety of information, including information regarding a schedule optimization

process, may be found. Turning to FIG. 14E, thermostat 1100 includes a GUI 1150
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displaying an 'Energy' menu. In this particular example, the user has previously chosen to
delay the optimization process for a later time, and thus GUI 1150 includes a benefit
summary of the schedule optimization process similar to benefit summary 1112. In the
event the user selects or otherwise actuates the benefit summary, GUI 1120 as illustrated in

FIG. 14B may be presented to the user.

Turning to FIG. 14F, thermostat 1100 includes a GUI 1160 displaying an 'Energy’
menu. In this particular example, the user has previously accepted the schedule
optimization process, and thus GUI 1160 includes a textual description describing until
what day the schedule optimization process will run (if not canceled). In the event the user
selects or otherwise actuates the textual display, GUI 1170 as illustrated in FIG. 14G may

be presented to the user.

GUI 1170 includes a progress summary 1172 indicating how long the schedule
optimization process has been running for, the expected total duration of the schedule
optimization process, and the current energy savings that result from implementation of the
currently adjusted schedule as compared to the original schedule. Such energy savings may
be determined similar to those described with reference to operation 704F, where in this
case the original schedule and currently adjusted schedule are used rather than the original
schedule and the optimal schedule (i.e., the optimal schedule resulting from completion of
the optimization process). GUI 1170 also includes an option 1174 as to whether the user
would like to continue the schedule optimization process or stop the schedule optimization

Proccess.

In some embodiments, the user may stop the schedule optimization process. This
may be done, for example, by an explicit request to stop the schedule optimization process
(e.g., as described with reference to FIG. 14G). This may also or alternatively be done as a
result of, for example, significant user modifications to a current or scheduled setpoint
temperature during the optimization process. This may also be done, for example, as a
result of the user changing the HVAC operating state into a state that is opposite that for
which the schedule is being optimized. For example, where an HVAC is operating in a
cooling mode, and the schedule for the cooling mode is being optimized (i.c., temperature
setpoints are being increased to reduce the on-time of an air conditioning element), if the
user causes the HVAC to operate in a heating mode such a change may stop the schedule

optimization process. The user may be presented with a warning, such as warning 1182 of
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GUI 1180 illustrated in FIG. 14H, that warns the user that switching the state of the HVAC
will result in stopping the schedule optimization process. The user may similarly be
presented with an option 1184 to either not stop the schedule optimization process (i.c., not
implement the initially selected switch in HVAC states) or to stop the schedule optimization

process (i.¢., implement the initially selected switch in HVAC states).

In any case, in response to the user indicating, either explicitly or implicitly, a
desire to stop the schedule optimization process, GUI 1190 as illustrated in FIG. 141 may be
displayed to the user. GUI 1190 includes an indication 1192 that the schedule optimization
process has stopped, a summary 1194 indicating the energy savings that result from
implementation of the currently adjusted schedule (i.c., the schedule as adjusted and
implemented at the time of stopping the optimization) as compared to the original schedule,
and an option 1196 for the user to either keep the adjusted schedule or revert to their
original schedule. Such an option may be similar to that described with reference to

operation 818.

In cases where the schedule optimization process has completed with schedule
adjustments kept, GUI 1200 as illustrated in FIG. 14J may be displayed to the user. GUI
1200 includes an indication 1202 that the schedule optimization process has completed, and
a summary 1204 indicating the date of completion and the energy savings that result from

implementation of the adjusted schedule.

FIGS. 14K-14L illustrate preferable user interfaces associated with thermostat
operation during the time that the automated schedule adjustment processes described
herein are taking place. Similar user interfaces are provided for remote thermostat control
using a browser-based interface, smartphone interface, and so forth. It has been found
especially useful and beneficial to automatically display an iconic symbol to the user during
these times in association with the user interface, wherein the iconic symbol is designed to
simultaneously achieve multiple objectives including reassuring and/or notifying the user
that there is an automated process taking place, and that this automated process is directed
to achieving an environmentally beneficial objective. It has been found that one particularly
useful iconic indicator comprises a symbol of a gear along with a symbol of a leaf
embedded therein, the gear being found to connote in the mind of the user that there is an
automated process of some sort taking place, and the leaf being found to connote in the

mind of the user that this process has a beneficial impact on the environment. In addition to
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having one advantage that the leaf-in-gear symbol does not need translation into foreign
languages, there is furthermore the advantage that the leaf-in-gear symbol is not alarming or
threatening to the user, and has a positive connotation such that the user is mildly and subtly
encouraged not to take any action that would remove the leaf-in-gear symbol from the user
display. At the same time, because there is an associated with automation by virtue of the
gear’s connotation, the leaf-in-gear symbol is less likely to spur the user into any

unnecessary manual interactions with the device.

It should be appreciated that the specific I/0 interfaces illustrated in FIGS. 14A
through 14L describe particular I/O interfaces according to certain embodiments. The I/O
interfaces described with reference to FIGS. FIGS. 14A through 14L may be implemented
at one or more of a variety of electronic devices associated with an energy consumer. For
example, they may be implemented at and performed by one or more of the a thermostat
202, hazard detection unit 204, entryway interface device 206, wall light switch 208, wall
plug interface 210, appliance 212, access device 266, or other electronic device associated
with the identified energy consumer. The various messages and input elements may not
necessarily be displayed at different times, but rather some messages could be presented
simultaneously on the same display. Similarly, although some messages and information
are explained as being presented simultaneously, they be instead be displayed at different
times. Some messages could be communicated using other communication mechanisms,
and responses could similarly be received using other communication mechanisms. For
example, audible, touch, or other input/output mechanisms could be used. Further, it should
be recognized that additional or alternative information could be presented before, during,
and/or after implementation of a schedule optimization process, and all of the information
illustrated in and described with reference to FIGS. 14A through 14L need not be presented.
One of ordinary skill in the art would recognize and appreciate many variations,

modifications, and alternatives.

Specific details are given in the above description to provide a thorough
understanding of the embodiments. However, it is understood that the embodiments may be
practiced without these specific details. For example, circuits may be shown in block
diagrams in order not to obscure the embodiments in unnecessary detail. In other instances,
well-known circuits, processes, algorithms, structures, and techniques may be shown
without unnecessary detail in order to avoid obscuring the embodiments. Further,

embodiments may include some or all of the systems, methods, apparatus, etc. described in
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one or more of the following commonly assigned applications, each of which is
incorporated by reference herein: U.S. Ser. No. 13/842,213 (Ref. No. NES0253-US) filed
March 15, 2013; U.S. Ser. No. 13/632,118 (Ref. No. NES0119-US) filed September 30,
2012; U.S. Ser. No. 13/632,093 (Ref. No. NES0122-US) filed September 30, 2012; U.S.
Ser. No. 13/632,028 (Ref. No. NES0124-US) filed September 30, 2012; U.S. Ser. No.
13/632,041 (Ref. No. NES0162-US) filed September 30, 2012; U.S. Ser. No. 13/632,070
(Ref. No. NES0234-US) filed September 30, 2012; U.S. Prov. Ser. No. 61/704,437 (Ref.
No. NES0254-US) filed September 21, 2012; PCT Application No. PCT/US12/20026 (Ref.
No. NES0185-PCT) filed January 3, 2012; PCT Application No. PCT/US12/00007 (Ref.
No. NES0190-PCT), filed January 3, 2012; and U.S. Ser. No. 13/269,501 (Ref. No.
NES0120-US) filed October 7, 2011.

Implementation of the techniques, blocks, steps and means described above may
be done in various ways. For example, these techniques, blocks, steps and means may be
implemented in hardware, software, or a combination thereof. For a hardware
implementation, the processing units may be implemented within one or more application
specific integrated circuits (ASICs), digital signal processors (DSPs), digital signal
processing devices (DSPDs), programmable logic devices (PLDs), field programmable gate
arrays (FPGAs), processors, controllers, micro-controllers, microprocessors, other
electronic units designed to perform the functions described above, and/or a combination

thereof.

Also, it is noted that the embodiments may be described as a process which is
depicted as a flowchart, a flow diagram, a data flow diagram, a structure diagram, or a block
diagram. Although a flowchart may describe the operations as a sequential process, many
of the operations can be performed in parallel or concurrently. In addition, the order of the
operations may be re-arranged. A process is terminated when its operations are completed,
but could have additional steps not included in the figure. A process may correspond to a
method, a function, a procedure, a subroutine, a subprogram, etc. When a process
corresponds to a function, its termination corresponds to a return of the function to the

calling function or the main function.

Furthermore, embodiments may be implemented by hardware, software, scripting
languages, firmware, middleware, microcode, hardware description languages, and/or any

combination thercof. When implemented in software, firmware, middleware, scripting
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language, and/or microcode, the program code or code segments to perform the necessary
tasks may be stored in a machine readable medium such as a storage medium. A code
segment or machine-executable instruction may represent a procedure, a function, a
subprogram, a program, a routine, a subroutine, a module, a software package, a script, a
class, or any combination of instructions, data structures, and/or program statements. A
code segment may be coupled to another code segment or a hardware circuit by passing
and/or receiving information, data, arguments, parameters, and/or memory contents.
Information, arguments, parameters, data, etc. may be passed, forwarded, or transmitted via
any suitable means including memory sharing, message passing, token passing, network

transmission, etc.

While the principles of the disclosure have been described above in connection
with specific apparatuses and methods, it is to be clearly understood that this description is

made only by way of example and not as limitation on the scope of the present teachings.
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WHAT IS CLAIMED I8S:

1. A method of optimizing energy consumption of a heating,
ventilation, and air conditioning (HVAC) system, comprising:

identifying an original schedule of temperature setpoints, the original
schedule of temperature setpoints defining a number of temperature setpoints over a time
period;

beginning with the original schedule, for each of a succession of periodic
time intervals that are each relatively short in comparison to an overall optimization time
period, generating an incrementally adjusted version of the original schedule, the
incremental change being directed to causing less energy usage during one of the periodic
time intervals as compared to a previous one of the periodic time intervals; and

for each of the succession of periodic time intervals, controlling the HVAC
system according to the incrementally adjusted version of the original schedule generated
for the periodic time interval.

2. The method of claim 1, further comprising:

identifying a subset of temperature setpoints within the original schedule of
temperature setpoints, the subset of temperature setpoints corresponding to a sub-interval of
the time period over which the original schedule of temperature setpoints is defined,
wherein generating an incrementally adjusted version of the original schedule includes
adjusting the subset of temperature setpoints differently than temperature setpoints other
than those in the subset.

3. The method of claim 2, further comprising:

generating an occupancy probability profile that indicates a probability that a
structure associated with the HVAC system will be occupied at various time; and

determining time boundaries of the sub-interval based on the occupancy
probability profile.

4. The method of claim 1, further comprising:

receiving, during one of the periodic time intervals, a user selection of a
current temperature setpoint that is different than a corresponding temperature setpoint of
the incrementally adjusted version of the original schedule generated for the periodic time

interval; and
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controlling the HVAC system, for at least a certain time period within the
one of the period time intervals, according to the user selected current temperature setpoint
rather than the corresponding temperature setpoint of the incrementally adjusted version of
the original schedule.

5. The method of claim 4, wherein the HVAC system is controlled
according to the user selection of the current temperature setpoint from the time of receiving
the user selection to a time when a subsequent temperature setpoint of the incrementally
adjusted version of the setpoint schedule generated for the one of the periodic time intervals
1s reached.

6. The method of claim 1, further comprising:

receiving, for one of the periodic time intervals, a user modification to a
temperature setpoint of the incrementally adjusted version of the original schedule
generated for the one of the periodic time intervals;

incorporating the user modification into incrementally adjusted versions of
the original schedule generated for subsequent periodic time intervals; and

for the subsequent periodic time intervals, controlling the HVAC system
based on the incrementally adjusted versions of the original scheduled that incorporate the
user modification.

7. The method of claim 6 wherein for each periodic time interval
following the one of the periodic time intervals, the incrementally adjusted version of the
original schedule is generated by incrementally adjusting the temperature setpoint as
defined by the user modification rather than the temperature setpoint as defined by the

original schedule of temperature setpoint.

8. An intelligent network-connected thermostat for controlling an
operation of an HVAC system in a smart home environment, the thermostat comprising:

HVAC control circuitry operable to actuate one or more elements of the
HVAC system;

one or more sensors for measuring characteristics of the smart home
environment; and

a processor coupled to the HVAC control circuitry and the one or more
sensors and operable to cause the thermostat to perform operations including:

identifying an original schedule of temperature setpoints;
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beginning with the original schedule, for each of a succession of
periodic time intervals that are each relatively short in comparison to an overall
optimization time period, generating an incrementally adjusted version of the
original schedule, the incremental change being directed to causing less energy
usage during one of the periodic time intervals as compared to a previous one of the
periodic time intervals; and

for each of the succession of periodic time intervals, controlling the
HVAC system according to the incrementally adjusted version of the original
schedule generated for the periodic time interval.

9. The thermostat of claim 8, wherein generating an incrementally
adjusted version of the original schedule includes, for each periodic time interval,
offseting a temperature of at least one temperature setpoint of the original schedule
in a direction that reduces energy consumption by the HVAC system.

10.  The thermostat of claim 9, wherein the processor is further operable
to cause the thermostat to perform operations including:

receiving, during one of the succession of periodic time intervals, a user
modification to a current temperature setpoint or to a temperature setpoint of the
incrementally adjusted version of the original schedule.

11.  The thermostat of claim 10, wherein in response to receiving a user
modification to a current temperature setpoint, the offset for subsequent periodic time
intervals is at least temporarily reduced.

12.  The thermostat of claim 11, wherein in response to receiving a user
modification to a temperature setpoint of the incrementally adjusted version of the original
schedule, the offset for subsequent periodic time intervals is at least temporarily reduced by
an amount greater than the reduction resulting from a user modification to a current
temperature setpoint.

13.  The thermostat of claim 10, wherein in response to receiving a user
modification to a current temperature setpoint or to a temperature setpoint of the
incrementally adjusted version of the original schedule, the offset for subsequent periodic

time intervals is reduced by an amount that decreases over time.
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14. A tangible non-transitory computer-readable storage medium
including instructions that, when executed by a computer processor, cause the computer
processor to perform operations including;:

identifying an original schedule of temperature setpoints, the original
schedule of temperature setpoints defining a number of temperature setpoints over a time
period;

beginning with the original schedule, for each of a succession of periodic
time intervals that are each relatively short in comparison to an overall optimization time
period, generating an incrementally adjusted version of the original schedule, the
incremental change being directed to causing less energy usage during one of the periodic
time intervals as compared to a previous one of the periodic time intervals; and

for each of the succession of periodic time intervals, controlling the HVAC
system according to the incrementally adjusted version of the original schedule generated
for the periodic time interval.

15.  The storage medium of claim 14 further including instructions that,
when executed by the computer processor, cause the computer processor to perform
additional operations including:

identifying a first subset of temperature setpoints within the original schedule
of temperature setpoints, the first subset of temperature setpoints corresponding to a first
sub-interval of the time period over which the original schedule of temperature setpoints is
defined, the first sub-interval corresponding to a time period during which a structure
associated with the HVAC system is likely to be occupied; and

identifying a second subset of temperature setpoints within the original
schedule of temperature setpoints, the second subset of temperature setpoints corresponding
to a second sub-interval of the time period over which the original schedule of temperature
setpoints is defined, the second sub-interval corresponding to a time period during which a
structure associated with the HVAC system is unlikely to be occupied;

wherein generating an incrementally adjusted version of the original
schedule includes adjusting the first subset of temperature setpoints differently than the
second subset of temperature setpoints, the second subset being adjusted to reduce energy
usage by a greater amount than an amount resulting from adjustments made to the first

subset.
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16.  The storage medium of claim 14 further including instructions that,
when executed by the computer processor, cause the computer processor to perform
additional operations including:

identifying a first subset of temperature setpoints within the original schedule
of temperature setpoints, the first subset of temperature setpoints corresponding to a first
sub-interval of the time period over which the original schedule of temperature setpoints is
defined;

wherein for a first set of the succession of periodic time intervals, generating
an incrementally adjusted version of the original schedule includes modifying temperature
setpoints of the first subset of temperature setpoints.

17.  The storage medium of claim 16 further including instructions that,
when executed by the computer processor, cause the computer processor to perform
additional operations including:

identifying a second subset of temperature setpoints within the original
schedule of temperature setpoints, the second subset of temperature setpoints corresponding
to a second sub-interval of the time period over which the original schedule of temperature
setpoints is defined;

wherein for a second set of the succession of periodic time intervals
following the first set of periodic time intervals, generating an incrementally adjusted
version of the original schedule includes modifying temperature setpoints of the second
subset of temperature setpoints while simultaneously modifying temperature setpoints of the
first subset of temperature setpoints.

18.  The storage medium of claim 17 further including instructions that,
when executed by the computer processor, cause the computer processor to perform
additional operations including:

identifying a third subset of temperature setpoints within the original
schedule of temperature setpoints, the third subset of temperature setpoints corresponding to
a third sub-interval of the time period over which the original schedule of temperature
setpoints is defined;

wherein for a third set of the succession of periodic time intervals following
the second set of periodic time intervals, generating an incrementally adjusted version of the
original schedule includes modifying temperature setpoints of the third subset of

temperature setpoints while simultaneously modifying temperature setpoints of the first
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subset of temperature setpoints and temperature setpoints of the second subset of
temperature setpoints.

19.  The storage medium of claim 18 wherein the temperature setpoints of
the first subset, second subset, and third subset that are modified are all modified at the
same rate of change.

20.  The storage medium of claim 18 wherein the temperature setpoints of
at least one of the first subset, second subset, and third subset that are modified are modified

at a different rate of change in response to a user input.

75



PCT/US2014/033394

WO 2014/172149

1725

® MHOMIIN

HFLISAS
ANINIOYNYIN
ADMING

Q%m\m

HHLIGAS
DNILAANOD
HITINOHS
ALIHIN

n




PCT/US2014/033394

WO 2014/172149

2125

244

HIAHTS & =3l 992 g1z
ETle L Er /

NOILLYOIM]
ﬁ rid

N

HILVIH TO00A

e

HHOMLIN

L™ N IONV DAY

£

ADVDIT
OGN

00g 1\

54



WO 2014/172149

300

PCT/US2014/033394

/

25

DEVICE

P LTS
- ®® & % g
0 ® g

o=
s®” -~ = ®w
»* REPLACEABLE “ay
I MODULE L
® X Y
314 o 304;\ 302 *a
USER SENBOR
S INTERFACE
312
H it et :
; T
A : DOCKING :
§ 370 : | STATION i
8 - oo ; : 306
E | COMMUNICATIONS : POWER ”if
: COMPONENT s 11 connecTion :
] : s
P []
] | SA——
3 boxmoxmarnanoanoanoxooxs °
3
Qﬁ
) 316 308
&
%‘%a Ls; LIGENCE 318 s
INTELLIGENCE
K COMPONENTS ! go"
TAMPER .
DETECTION ,*
CIRCUITRY

FIG. 3A



WO 2014/172149 PCT/US2014/033394
4725
300
A
;- N
314
AL
’ \
M&d%
/ 334
322 ?

324 —L

338

340




WO 2014/172149

300

T I

PROCESSOR

FIG. 3C

PCT/US2014/033394

b (/53

- AUX
AA:;; AAAAAAAAAA R C



WO 2014/172149 PCT/US2014/033394

6/25
DERIVED ] 408
DATA |
CHARITIES  l~gon
PROCESSING
ENGINE(S)-
.- STATISTICS
— INFERENCES k408
w INDEXING GOVERNMENTS  Le~q24
DATA PROCESSING
SERVER 407
ACADEMIC
INSTITUTIONS 426
™ O8] BUSINESSES 428
—
402 ; -
UTILITIES 430
SERVICES k|
404
REMOTE SERVER
N 5 V4
INTERNET
250
,,ff e oo Nong
£ {(}’:\"} DEVICES
DEVICES }
FhuB b




WO 2014/172149

EXTRINSIC INFORMATION
{e.g., FROM INTERNET)

PCT/US2014/033394

EX:
-- WEATHER FORECAST
- PRICES

516 - NEIGHBORHOODHOME INFORMATION
PROCESSING
PARADIGMS
( a 3
— OPTIMIZATION
MANAGED - SECURITY
SERVICES - DEMANDY/
N RESPONSE
510s
ADVERTISING/
COMMUNICATION
PROCESSING
4086 < ENGINE 5100
SOCIAL
J Y
\5 10¢
CHALLENGES/
RULES/
COMPLIANCE/
REWARDS \\\
- 510d
A
& Y x ry
504
508
D& 88 D8: 88 D& 88 \\ 0S: 88 -
_____ 2 ennnd & 8 &
DC: 8¢ DC: 8C DC: 8¢ 0308: SC \\\
502 " 506
Y }
'
DS = DATA SOURCE pE V’?ffs
)C = CONSUME =
DG = DATA CONSUMER - LIGHTS, HVAC, WATER CONTROLLERS/SENSORS
$8 = SERVICE SOURCE o Ay s
SC = SERVICE CONSUMER - SMOKE/CO/MAZARD SENSORS/ALARMS

FIG. 5



PCT/US2014/033394

WO 2014/172149

8/25

&8

gog m%f m:\mf
SIUAZC (S}30in50 IDVSHTINI <
INdiNG L3N NOLLYHINORINOD
[ o T e o o 1
I f
i A f
I M M 4 H ]
i f
i HARAG |
ey g § € AMOWNTN , 3L
H9vH0LS g (SIHOSSIDOH
| FUIVIOA S5II0Y m
i NON WOONYY |
f

ANIGIN F13Y0VIH-HFLNdN00

BRY

E# L3S NOLLOMHLEN]

E# L3S NOHLDMALEN]

P LS NOLLONHLISNT

L3NQ0CHd NvHD0Md-HILNENO0

HOLINOY

\(\

09

009

MEOMLIN NOLLVYOINFANOD

29



WO 2014/172149 PCT/US2014/033394

8725

5/_ 700

Determine requirernents to qualify for f 702
schadule oplimization

B
¥

identily devices that qualify for schedule f 704
optimization

!

Delermine aggregate expected energy .JA 706
reductions for qualified devices

708

~ Expected reductions =
T Jesired reductions? o

g???

Modify qualdification requirements

¥

71 G\j"‘ Oplimize schedule of ideniified devices




WO 2014/172149

Factor in favor of qualification

7044

L~ Devige still in ™
o aggressive learning? e

7048

7 Device e
" have access fo
. weather ,
. Jorecast?

< HVAC instalied? >

AL 704D

~ History of sufficient ™
"o HVAC usage? o~

< Device have wireless >
TN, BCCRSS?

107

25

PCT/US2014/033394

Factor against gualification

Factor in favor of qualification

. savings > X ? o~

& Device paired with ™

o~ Energy consumer™s
~GJkely to participate? »°

~ Structure likely to be™ >
", Unoccupied? o

Expected energy )

~ Schedule include ™
_ minimum #of 7
“aSepoints T T

N 704H

account? "

Factor against qualification

N 7041

N 7044




PCT/US2014/033394

WO 2014/172149

11725

ainpayos juicdies
mau 0 Buipiosoe
YA 05U 028

S Lenpens
S MU daoy ios() 4

N B

SIpBYas jiodies
jeuibBLo 03 Buipioooe

808

gL8

G Siusuiainbal
w LoeDgient

7 uoneziugdo™

A ™ Jdeoae jash) e

Inpeyas wiodies
[BUBLIO oZiuUdG

>

1880 0} )
UORBZILING JUeSBId | A ‘

<

gi8 mm\m\w_

pis 01L&

OVAH 164465

A UORBIIOU™,
. UCHBZIUIIG
“ DAY &

508

pog S|

BpowW
ULy dojersQ

i

oos S zog J |

JNPBYSS JIodies
[BuibUo spioUsn




WO 2014/172149

12

i

H

PCT/US2014/033394

25

identify original sefpoint schedule

:

incrementally adjust original sefpoint

schedule

Y

Control HVAC according fo
incrementally adjusted selpoint

schedule

gS 168
Modify HVAC control and/or
selpoint schedule

, change to current or ™
~Soheduled selpoint? »~

8180

“ Receive usar s




WO 2014/172149 PCT/US2014/033394

816

mmmmmmmmmmmmmmmmmmmmmm e

identify original e S16AA

setpoint schedule

¥

Determine # of stages
and parameters of {_Jf 81668

each stage

¢!
g Begin stage )\f\ 816CC
¥

KModify 1-week

setpoint schedule \_j’\ 81600

according o stage
parameters

Begin HVAC conirol
g seriod }ﬁsfsﬂf

E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
i Store MOGIFCalion  |emmmmmmm— 2
| ;
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
l

816FF

1

Adjust current selpoint 4

7 User g
" modification 07

o~ current )
e getpoint?

L_“1

816GG

N 8180
User ™

~ modification 1o
. Scheduled
SN Setpoint 2"

Store modification g

>

816J4J




WO 2014/172149 PCT/US2014/033394

14725

816LL

A HVAC control™
. perfod finished? e ?

Modify 1-week
sefpoint schedule

according fo stage J\ 816FP Y
parame:??rs {}ﬂd user 16840 End HVA{J conirol
modification{s) period

<7 Current stage ™
o, finished? »

~ modification(s) ™,
~eguring last controle”
N PEHOA?




WO 2014/172149 PCT/US2014/033394
15725
gQO{}
76°F [~ : : :
g o o o
75°F |- 2 &3
& B- ES RS
74°F b~ : : \
902 902 004
73°F {
72°F |-
71°F |-
12 44 16 18 20 22 24 2 4 6 g8 10 12
Time (2400 hrs)
FIG. 12A
5910
76°F - ; ;
£ o o "
75F b E ) £ >
a B 2 2
74°F b : :
912
73°F e
72°F b
71°F b ,
12 14 16 18 20 22 24 2 4 & 8 10 12

Time (2400 hrs)

FIG. 12B



WO 2014/172149 PCT/US2014/033394

16725
S 920

76°F [~ : :

o o @ dJ
75°F f- 2 3 3 5
?4°F penn 922
73°F IS
T2°F b
T1°F b s

12 14 16 18 20 22 24 2 4 & 8 10 12
Time (2400 hrs)
FiG. 120
§§30
76°F f- : § :
[ & 2 w8 g
F4OF o o e e o e
| T |
73°F
T2F fooe
T1%F b :
12 14 18 18 20 22 24 2 4 3] 8 10 12

Time (2400 hrs)
FIG. 12D



WO 2014/172149 PCT/US2014/033394
17125
ggzm
76°F [~ : 5 :
75°F : g 2 ¢
g & 94z = g
74°F |- ; 2 e e I :
942 C { . JQ‘#Q
73°F = L : L
72°F -
71°F :
12 14 16 18 20 2 24 2 4 & 8 10 12
Time (2400 hrs)
FIG. 12k
S3250
76°F [~ : :
: 952 :
o { )
952 = . T . =952
74»;:_..,,..“....,5...“,....,; . [ §=-£-~----~
T » 3 » a j‘
73°F ;
72°F -
71°F :
12 14 16 18 20 22 24 2 4 & 8 10 12

Time (2400 hrs}

FIG. 12F



WO 2014/172149

1817125

PCT/US2014/033394

s&0
S

76°F ; 062 : :
75°F |- E %r““Jw““ﬁé 2
8962 4 w. | § ¥
2N S = - | | T
i - - P -
73°F . .
962
72°F p “'“‘L _—
a62 :
71°F T T T R T :
12 14 16 18 20 22 24 2 4 8 8 10 12
Time {2400 hrs)
FIG. 126G
SQ?’O
7R°F fem : S : R
: . : :
ng?? SE Q E 972,5‘“;& (D g72
(453 5l R S | & o T —
pur) we =, —~o
E L ¥ ]
74°F b { e . i .
- - P o -972°0
73°F : ' S
. g72 : T
72°F b= S Jm?-- e j
71°F b : :
12 14 16 18 20 22 24 2 4 & 8 10 12

Time (2400 hrs)

FIG. 12H



PCT/US2014/033394

WO 2014/172149

19725

g¢l '9ld

(sAep) $90i .,
4
oL < L, £ f ornsmer oo
0000074 2004 m ¢ m%\awﬁfnnﬁk
~ $G01

m
m
m
L, L. 4. 4,2, 4, 2 L.VE L, £
QQQAAAQM$QQA&AA$LN§
m

.U v L L L, L Lo¥L 4, 4L, L, 2L L, 4, £ iy ‘
Zhhahnn  aTh s 5 s

9904 S EE0TS S C..z%0%s 2 r:;z

0904 9901 9601

0s01L 1\

Vel 'old

{sdep)
BUIL

R R

| |

| |
mmmmmmmmmmmmmmmm

|

|

|

< @N;mmwﬁmw&pmmw_ >

AAAAAAA N ARG Y

Lydodo b, 4,0, £,V 4, 4, 4, 4, 0 4, L T eneane
A4 44 AN 4440 ST

L. 4,4, 4, L. L. £
R R A

(601 l\




WO 2014/172149 PCT/US2014/033394

20725

[11{)@

1112

&7 1110

AUTG-TUNE
Save up to
5% more energy.

1114 |

/11{)6

1122

™ AUTO-TUNE
will make small \
temgerature changes
{4 during the next 3 weeks £

1144




WO 2014/172149 PCT/US2014/033394

21725

[1190

1132

AUTG-TUNE
will run until Aug 21. : 3

1130

1134

LT You can find Auin-Tune £
3 under Enargy. £

[110(}

1142
1140

=

/" AUTO-TUNE Y
§  Available until Aug. 3§}

1144 ! 1% You can find Avto-Tune i
i L under Energy. £




WO 2014/172149 PCT/US2014/033394

22125

[11(}0

“TENERGY

V| AUTO-TUNE |
i 4 Saveupio 5% §
Y, More energy. §

1150

[‘HG{)

“ENERGY ™ 1160
[ AUTO-TUNE"

! 1 Running until §
. Aug 21,/




WO 2014/172149 PCT/US2014/033394

23725

[11{)@

1172

170

AUTO-TUNE
i running for 3 days of 21 1}
saving 2% energy.

1174

[11{)6

1182

1180

AUTO-TUNE
is running and
switching 10 HEAT
will stop it.

1184




WO 2014/172149 PCT/US2014/033394

24725

/11@()

TR 1180

" AUTO-TUNE N\
STOPPED

Energy savings 2%

[1100

1202/ .
AAA >

N AUTO-TUNE
COMPLETE

1200
1204 ‘




PCT/US2014/033394

WO 2014/172149

FIG. 14K

@\ \

&/
s

FIG. 14L



INTERNATIONAL SEARCH REPORT International application No.
PCT/US2014/033394

A. CLASSIFICATION OF SUBJECT MATTER
F24F 11/00(2006.01)i, F24F 11/053(2006.01)i

According to International Patent Classification (IPC) or to both national classification and [PC
B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
F24F 11/00; F24F 11/02; GO5D 23/19; GO6F 1/32; GO5D 23/00; F24F 11/053

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
eKOMPASS(KIPO internal) & Keywords: optimization, HVAC, schedule, thermostat, storage, and setpoint

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

X US 2010-0308119 Al (STEINBERG et al.) 09 December 2010 1,4-8,14

See abstract; paragraphs [0025],[0030],[0039]-[0045];
claims 1,9, and figure 4.

A 2-3,9-13,15-20

A US 2012-0185101 Al (LEEN et al.) 19 July 2012 1-20
See abstract; paragraphs [0027]-[0044]; and figures 1-2.

A US 2013-0085616 A1 (WENZEL, MICHAEL J.) 04 April 2013 1-20
See paragraphs [0119]-[0122]; and figure 5.

A US 2011-0290893 Al (STEINBERG, JOHN DOUGLAS) 01 December 2011 1-20
See abstract; paragraphs [0064]-[0085]; and figures 1-5.

A KR 10-0619733 B1 (LG ELECTRONICS INC.) 08 September 2006 1-20
See page 4, lines 3-32; and figures 4a—4b.

|:| Further documents are listed in the continuation of Box C. See patent family annex.
* Special categories of cited documents: "T" later document published after the international filing date or priority
"A" document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention
"E" carlier application or patent but published on or after the international "X" document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive
"L"  document which may throw doubts on priority claim(s) or which is step when the document is taken alone
cited to establish the publication date of another citation or other "Y" document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is
"O" document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents,such combination
means being obvious to a person skilled in the art
"P"  document published prior to the international filing date but later "&" document member of the same patent family
than the priority date claimed
Date of the actual completion of the international search Date of mailing of the international search report
05 August 2014 (05.08.2014) 06 August 2014 (06.08.2014)
Name and mailing address of the [ISA/KR Authorized officer

International Application Division

+ Korean Intellectual Property Office

g

189 Cheongsa-to, Seo-gu, Dagjeon Metropolitan City, 302-701, HAN, Joong Sub
Republic of Korea

Facsimile No. +82-42-472-7140 Telephone No. +82-42-481-5606
Form PCT/ISA/210 (second sheet) (July 2009




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/US2014/033394

Patent document Publication Patent family Publication

cited in search report date member(s) date

US 2010-0308119 Al 09/12/2010 US 8596550 B2 03/12/2013

US 2012-0185101 Al 19/07/2012 US 2014-039692 Al 06/02/2014
US 8560127 B2 15/10/2013

US 2013-0085616 Al 04/04/2013 None

US 2011-0290893 Al 01/12/2011 CA 2800491 Al 01/12/2011
EP 2577179 A2 10/04/2013
US 2014-039690 Al 06/02/2014
US 8556188 B2 15/10/2013
WO 2011-149600 A2 01/12/2011
WO 2011-149600 A3 02/02/2012

KR 10-0619733 Bl 08/09/2006 CN 1734384 A 15/02/2006
CN 1734384 B 29/09/2010
CN 1734384 CO 15/02/2006
EP 1626230 A2 15/02/2006
EP 1626230 A3 24/01/2007
EP 1626230 Bl 10/08/2011
US 2006-0032252 Al 16/02/2006

Form PCT/ISA/210 (patent family annex) (July 2009)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - description
	Page 40 - description
	Page 41 - description
	Page 42 - description
	Page 43 - description
	Page 44 - description
	Page 45 - description
	Page 46 - description
	Page 47 - description
	Page 48 - description
	Page 49 - description
	Page 50 - description
	Page 51 - description
	Page 52 - description
	Page 53 - description
	Page 54 - description
	Page 55 - description
	Page 56 - description
	Page 57 - description
	Page 58 - description
	Page 59 - description
	Page 60 - description
	Page 61 - description
	Page 62 - description
	Page 63 - description
	Page 64 - description
	Page 65 - description
	Page 66 - description
	Page 67 - description
	Page 68 - description
	Page 69 - description
	Page 70 - description
	Page 71 - claims
	Page 72 - claims
	Page 73 - claims
	Page 74 - claims
	Page 75 - claims
	Page 76 - claims
	Page 77 - drawings
	Page 78 - drawings
	Page 79 - drawings
	Page 80 - drawings
	Page 81 - drawings
	Page 82 - drawings
	Page 83 - drawings
	Page 84 - drawings
	Page 85 - drawings
	Page 86 - drawings
	Page 87 - drawings
	Page 88 - drawings
	Page 89 - drawings
	Page 90 - drawings
	Page 91 - drawings
	Page 92 - drawings
	Page 93 - drawings
	Page 94 - drawings
	Page 95 - drawings
	Page 96 - drawings
	Page 97 - drawings
	Page 98 - drawings
	Page 99 - drawings
	Page 100 - drawings
	Page 101 - drawings
	Page 102 - wo-search-report
	Page 103 - wo-search-report

