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METHOD AND APPARATUS FOR GENERATING 3D FREE VI EWPO NT
VI DEO

FI ELD OF THE | NVENTI ON

The present invention relates to nmethod and apparatus for
generating 3D free-viewpoint video.

BACKGROUND OF THE | NVENTI ON

The 3D live broadcasting service with free viewpoints has
been attracting a lot of interest from both industry and
academc fields. Wth this service, a user can watch the
3D video from any user-selected viewpoints, which gives a
user great experience on watching 3D video and provides
lots of possibilities of vi rtual 3D interactive
applications .

One conventi onal solution for achieving the 3D Ilive
broadcasting service with free viewpoints is to install
canmeras on all the popular viewoints and to sinply

switch the video streans according to users' selection on
vi ewpoi nts. Cbviously cost for achieving this solution is
very expensive and alnost not portable at all as it needs
to install lots of caneras if a service provider wants to
provi de enjoyable free viewpoint 3D video to users.

Recent technology advancenent has introduced two other
sol utions for this servi ce, nanel y 3D nodel

reconstruction and 3D view synthesis. The 3D nodel

reconstruction approach generally includes 8 steps of
process for each video frame, that s, 1) capturing
multi-view video frames using caneras installed around
the target, 2) finding the corresponding pixels from each
view using imge matching algorithms, 3) calculating the
di sparity of each pixel and generating the disparity map
for any adjacent views, 4) working out the depth value of
each pixel wusing the disparity and canera calibration
paranmeters, 5) re-generating all the pixels wth their

depth value in 3D space to form a point cloud, 6)
estimating the 3D mesh using the point cloud, 7) nerging
the texture from all the views and attaching to the 3D
mesh to form a whole graphic nodel, and s8) finally
rendering the graphic nodel at wuser termnal wusing the
sel ected viewpoint. This 3D nodel reconstruction approach
can achieve free viewpoint snoothly but the rendering
results look artificial and are not as good as the video
directly captured by caneras.

PCT/CN2011/084132



10

15

20

25

30

35

40

45

WO 2013/086739

The other solution, 3D view synthesis approach, tries to
solve the problem through view interpolation algorithms.
By applying sonme nathematical transfornati ons for the
i nterpol ation of the internediate views from adjacent
camer as, the wvirtual views can be directly generated.
This 3D view synthesis appr oach can achieve  better

perceptive results if t he camer as are uniformy
di stri but ed and careful ly cal i br at ed, but realistic
mat henat i cal transfornations are wusually difficult and

require some conputation power at user terninal.

A nmethod for synthesizing 2D free viewoint imge is
shown in the technical paper: Kunihiro Hayashi and Hi deo
Saito, "Synthesizing free-viewpoint imges from nultiple
view videos in soccer st adi unt', Pr oceedi ngs of the
I nt ernati onal Conference on Conputer G aphics, | magi ng

and Visualization (CdV 06), |EEE, 2006.
SUMMARY OF THE | NVENTI ON

These and other drawbacks and disadvantages of the above
ment i oned related art are addressed by the present
i nvention .

According to an aspect of the present invention, there is
provi ded a nethod for generating 3D vi ewpoi nt vi deo
content, the method conprising the steps of receiving

vi deos shot by caneras distributed to capture an object;

formng a 3D graphic nodel of at least part of the scene
of the object based on the videos; receiving infornation

related to viewpoint and 3D region of interest (RA) in
the object; and conbining the 3D graphic nodel and the
videos related to the 3D RO to form a hybrid 3D video
cont ent

According to another aspect of the present i nvention,
there is provided a method for presenting a hybrid 3D
video <content including a 3D graphic nodel and videos

related to a 3D region of interest (RO), the nethod
conprising the steps of receiving the hybrid 3D video
content; retrieving the 3D graphic nodel and the videos
related to the 3D RO in the hybrid 3D video content;
rendering each video franme of the 3D graphic nodel;
synthesizing virtual 3D views in a video frame related to
the 3D RA; nerging the synthesized virtual 3D views in
the video frame on the 3D graphic nodel in the
corresponding video frame to form the final view for the
frame; and presenting the final view on a display.

PCT/CN2011/084132
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BRI EF DESCRI PTI ON OF DRAW NGS

These and other aspects, features and advantages of the
present invention wll becone apparent from the follow ng
description in connection wth the acconmpanying draw ngs
i n which:

Fig. 1 illustrates an exenplary block diagram of a system
for broadcasting 3D live free viewpoint video according
to an enbodiment of the present invention;

Fig. 2 illustrates an exenplary block diagram of the
head- end accordi ng to an enbodi nent of the present

i nvention;

Fig. 3 illustrates an exenplary block diagram of the user
t er m nal accordi ng to an enbodi nent of the present

i nvention;

Figs. 4 and 5 illustrate an exanple of the inplenmentation

of the system according to an enbodinment of the present
i nvention;

Fig. 6 is a flow chart showing a process for generating
3D live free viewpoint video content;

Fig. 7 is a flow chart showing the process for creating
the 3D graphic nodel; and

Fig. 8 is a flow chart showing the process for presenting
the hybrid 3D video content

DETAI L DESCRI PTION OF PREFERRED ENMBODI MENTS

In the followng descri pti on, vari ous aspects of an
enbodi nent of the present invention wll be described.
For the purpose of explanation, specific configurations
and details are set forth in order to provide a thorough
under st andi ng. However, it wll also be apparent to one
skilled in the art that the present invention may be

practiced wthout the specific details present herein.

Fig. 1 illustrates an exenplary block diagram of a system
100 for broadcasti ng 3D live free viewoint vi deo
according to an enbodinment of the present invention. The
system 100 may conprise a head-end 200 and at |east one
user termnal 300 connected to the head-end 200 via a
wired or wireless network such as Wde Area Network (WAN) .
Vi deo caneras 110a, 110D, 110c  (referred to as "110"
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her ei nafter) are connected to the head-end 200 via a
wired or wreless network such as Local Area Network
(LAN) . The nunber of the video caneras nmy depend on an
object to capture.

Fig. 2 illustrates an exenplary block diagram of the
head-end 200 according to an enbodi nent of the present
invention. As shown in Fig. 2, the head-end 200 conprises

a CPU (Central Processi ng Unit) 210, an /0
(I nput /Qutput ) nmodule 220 and storage 230. A nenory 240
such as RAM (Random Access Menory) is connected to the

CPU 210 as shown in Fig. 2.

The /0O nodule 220 is configured to receive video image
data from cameras 110 connected to the 1/0 nodule 220.

Also the |/0O nodule 220 is configured to receive
information such as user' s selection on viewpoint and 3D
region of interest (RA), screen resol ution of the
display in the user ternminal 300, processing power of the
user terninal 300 and other paraneters of the user

t er m nal 300 and to transnmt video content generated by
the head-end 200 to the user terninal 300.

The storage 230 is configured to store software programns
and data for the CPU 210 of the head-end 200 to perform
the process which wll be described below

Fig. 3 illustrates an exenplary block diagram of the user
t er m nal 300 according to an enbodi nent of the present
invention. As shown in Fig. 3, the user terminal 300 also
conprises a CPU (Central Processing Unit) 310, an 1/0
nmodul e 320, storage 330 and a nenory 340 such as RAM
(Random Access Menory) connected to the CPU 310. The user
termnal 300 further conprises a display 360 and a user
i nput nodul e 350.

The 1/0 nmodule 320 in the user terminal 300 is configured

to receive video content transnmitted by the head-end 200
and to transmt information such as user' s selection on
viewpoint and region of interest (RO), screen resolution

of the display in the user termnal 300, processing power

of the user ternminal 300 and other paraneters of the user
termnal 300 to the head-end 200.

The storage 330 is configured to store software progranms
and data for the CPU 310 of the wuser terninal 300 to
perform the process which wll be described below
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The display 360 is configured so that it can present 3D
video content provided by the head-end 200. The display

360 can be a touch-screen so that it <can provide a
possibility to the user to input on the display 360 the
user' s selection on viewoint and 3D region of interest

(RO) in addition to the user input nodule 350.

The user input nodule 350 may be a user interface such as
keyboard, a pointing device like a nouse and/or a renote
controller to input the user' s selection on viewpoint and
region of interest (RO) . The wuser input nodule 350 can
be an option if the display 360 is a touch-screen and the
user term nal 300 is configured so that such user's
selection can be input on the display 360.

Figs. 4 and 5 illustrate an exanple of the inplenentation
of the system 100 according to an enbodinent of the
present invention. Figs. 4 and 5 illustratively show that

the system 100 is applied to broadcasting 3D live free
viewpoint video for soccer gane. As can be seen in Figs.
4 and 5, caneras 110 are preferably distributed so that
caneras 110 surround a soccer stadium The head-end 200
can be installed in a room in the stadium and the user
terminal 300 can be located at user's hone, for exanple.

Fig. 6 is a flow chart showing a process for generating
3D live free viewoint video content. The nethod wll be

described below with reference to Figs. 1to 6.

At step 602, each of the on-site canmeras 100 shoot the

live videos from different Vi ewpoi nt s and those live
videos are transnmitted to the head-end 200 via a network
such as Local Area Network (LAN . In this step, for
exanpl e, a video of a default view point shot by a

certain camera 110 is transmitted from the head-end 200
to the user termnal 300 and the video is displayed on
the display 360 so that a user can select at |east one of
3D region on interest (RO) on the display 360. The
region of interest can be a soccer player on the display
360 in this exanple.

At step 604, the CPU 210 of the head-end 200 analyzes the
videos using the calibrated canera paraneters to form a
graphic nodel of the whole or at least part of the scene
of the stadium The calibrated camera paraneters are
related to the locations and orientations of the camneras
110. For exanple, the calibration for each canmera can be
realized by capturing a reference <chart such as a nesh-
like chart by each canera and by analyzing the respective

PCT/CN2011/084132
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captured imge of the reference chart. The analysis nmay
include analyzing the size and the distortion of the

reference chart captured in the inmage. The calibrated
camera paraneters can be obtained by performng canera
calibration usi ng t he onsite carer as 110 and are

prelimnarily stored in the storage 230.

At step 606, the head-end 200 receives the user's
selection on viewpoint and 3D region of interest (RA)
The wuser' s selection can be input by the wuser input
nmodule 350 and/or the display 360 of the user termnal
300. The user's selection on viewoint can be achieved by

sel ecting a Vviewpoint usi ng arrow keys on renote
controller, by pointing a viewpoint wusing pointing device
or any other possible nmethods. For exanple, if the user
wants to see a scene of a diving save by goal keeper, the

user can select the viewpoint towards the goal keeper.
Also, the user's selection on 3D region of interest (RA)
can be achieved by circling a pointer ar ound an
interesting object or area on the display 360 using the
user input nodule 350 or directly on the display 360 if
it is a touch-screen.

If a user does not select the viewoint, the CPU 210 of
the head-end 200 then selects a default viewpoint wth a
certain camera 110. Also, if a user does not specify 3D
RO, the CPU 210 of the head-end 200 then analyzes the
video of the selected or default viewpoint to estimte
the possible 3D RO wthin the scene of the video. The
process for estimating possible 3D RO wthin the scene
of the video can be perforned wusing a conventional RO
detection nethods as nentioned in the technical paper:
Xi ndi ng Sun, Jonat han Foot e, Don Ki mber and B. S.
Manj unat h, "Region of Interest Extraction and Virtual
Camera Control Based on Panoramic Video Capturing”, | EEE
Transactions on Miltinedia, 2005.

As described above, the head-end 200 acquires information
related to the user' s selection on the viewpoint and the
3D RO or the default viewoint and the estimated 3D RO.

At step 608, the head-end 200 nay receive additional data
including the screen resolution of the display 360,
processing power of the CPU 310 and any other paraneters
of the wuser terninal 300 to transmit proper content to
the user terminal 300 in accordance wth such additional
data. Such data are prelinmnarily stored in the storage
330 of the user terminal 300.
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At step 610, the CPU 210 of the head-end 200 then encodes
the graphic nodel of the stadium seen from the selected
or default Vi ewpoi nt and the videos related to the
selected or estimated 3D RO which videos are shot by at

| east two caneras 110 located <close to the wuser's
selected or default viewpoint to form a hybrid 3D video
cont ent Wi th pr oper | evel of det ai | (resol ution)
according to the additional data regarding the user

termnal 300. The graphic nodel and the videos related to
the 3D RO is encoded and conbined in the hybrid 3D video
cont ent

For example, if the display 360 has high resolution and
the CPU 310 has high processing power, hybrid 3D video

content with high level of detail can be transmtted to
the wuser term nal 300. In the reverse situation, t he
|l evel of detail of the hybrid 3D video content to be

transmtted to the user termnal 300 can be reduced in
order to save network bandwidth on the network between
the head-end 200 and the user termnal 300 and processing
load on the CPU 310. The |evel of detail of the hybrid 3D
video content to be transmtted to the user termnal 300
can be determned by the CPU 210 of the head-end 200
based on the additional data regarding the user term nal
300.

In general, it is known that a 3D graphic nodel is forned
from points so-called "vertex" which define the shape and
formng "pol ygons" and that the 3D graphic nodel is
general ly render ed in a 2D representation. In this
illustrative exanple, the graphic nodel of the hybrid 3D
video content is a 3D graphic nodel which will be

presented on the display 360 on the user terminal 300 as
a 2D representation as a background, whereas virtual 3D
views, which wll be generated by the videos related to
the selected or estimated 3D RO, wll be presented on
the background 3D graphic nodel in the display 360 as a
3D representation (stereoscopic representation) havi ng
right and left views. |In this exanple, the 3D graphic
nmodel rendered in the 2D representation as the background
is related to the scene of the soccer stadium and the 3D
RO rendered in the 3D representation on the background
is related to the soccer player.

Fig. 7 is a flow chart showing the process for creating
the 3D graphic nodel. The process for creating the 3D
graphic nodel wll be discussed below with reference to
Figs. 2, 5 and 7.



10

15

20

25

30

35

40

45

WO 2013/086739 PCT/CN2011/084132

At first, videos shot by on-site caneras 110 are received
via |1/0O nodule 220 of the head-end 200 and the calibrated
camera paraneters are retrieved from the storage 230
(S702) . Then, video frame pre-processing such as imge
rectification for the videos is performed by the CPU 210
(S704)

Followwng this step, by the CPU 210, nulti-view inmage
mat ching process is performed to find the corresponding
pixels in videos of adjacent views (S706), disparity map
calculation is performed for those videos of adjacent
views (S708) and 3D point cloud and 3D nesh are generated
based on the disparity map created in step 708 (S710)

Then, texture 1is synthesized based on video imges from

all or at least part of the views and the synthesized
texture is attached on the 3D nmesh surface by the CPU 210
(S712). Fi nal ly, hole-filling and artifact-renoving

process is perforned by the CPU 210 (S714) . In this
process, the 3D graphic nodel is generated (S716) . In
this exanple, the 3D graphic nodel is an entire view of

the soccer stadium as shown iin Fig. 5 with reference
synbol "3DGM' .

A conventional 3D graphic nodel reconstruction process is
mentioned in the technical paper: Noah Snavely, Ilan Sinon,
M chael Coesel e, Ri chard Szeli ski and Steven M. Seitz,

"Scene Reconstruction and Visualization From Conmmunity

Photo Coll ections", Proceedings of the IEEE, Vol. 98, No.

8, August 2010, pp. 1370-1390.

Fig. 8 is a flow chart showing the process for presenting
the hybrid 3D video content. The process for reproducing
the hybrid 3D video content wll be discussed below wth
reference to Figs. 3 and 7.

At first, the 1/0O mdule 320 of the wuser terninal 300
receives the hybrid 3D video content from the head-end
200 (S802)

Then, the CPU 310 of the wuser term nal 300 decodes the
background 3D graphic nopdel seen from the selected or
default viewpoint and the videos related to the selected
or estimated 3D RO in the hybrid 3D video content (S804),
as a result of this, the background 3D graphic nodel and
the videos related to the 3D RO are retrieved. Then the
CPU 310 renders each video frame of the background 3D
graphic nodel seen from the selected or default viewpoint

( S806)
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Next , vi deo frame pr e- processi ng such as i mage
rectification is perforned by the CPU 310 for the current

video frane of the videos related to the selected or
estimated 3D RO for synthesizing the virtual 3D views in
the selected or default viewpoint (S808) .

Following to the step 808, nulti-view inage natching
process is perforned by the CPU 310 to find the
correspondi ng pixels in the videos of adjacent Vi ews
(S810). I f necessary, projective transformation process

for major structure in the video scene nay be perforned
by the CPU 310 after the step 810 (S812)

Then, view interpolation process is perforned by the CPU
310 to synthesize the virtual 3D views in the selected or

def aul t Vi ewpoi nt usi ng a conventional pi xel | evel
i nterpol ation t echni ques, for exanple (S814) and hole-
filling and artifact-renoving process to the synthesized
virtual 3D views is performed by the CPU 310 (S816) . In
the step 814, two virtual 3D views are synthesized if the
vi rtual 3D views are generated for stereoscopic 3D
representation and nore than two virtual 3D views are
synthesized if the virtual 3D views are generated for
mul ti-view 3D representation. Vi rtual 3D views are

illustratively shown in Fig. 5 with reference synbols
"W1, W2 and W3".

A conventional view interpolation process is nmentioned in
the technical paper: S. Chen and L. WIIianms, "Vi ew
Interpolation for Image Synthesis", ACM SIGGRAPH 93, pp.

279- 288, 1993.

Finally, by the CPU 310, the virtual 3D views are aligned
and nerged on the background 3D graphic nodel wth the
same perspective paraneters to generate final view for
the frame of the hybrid 3D video content (S818) and this
frame is displayed on the display 360 (S820)

At step 825, if the process for all video franes of the
hybrid 3D video content to be presented is conpleted,
this process wll be terninated. If not, the CPU 310 wll

start to the process of steps 808-820 for next video
frame .

User can change the user' s selection on viewpoint and 3D
region of interest (RO) at the user termnal 300 during
the hybrid 3D video content is presented on the display
360. When the user's selection on viewpoint and 3D region
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of interest (RAO) is changed, the above-described process
will be performed according to the new user's selection.

The above-described exanple is discussed in the context

of that the background 3D graphic nodel is presented on
the display 360 as a 2D representation and the virtual 3D
Vi ews is presented on the display 360 as a 3D
representation. However, the system 100 can be configured

to present both the background 3D graphic nodel and the
vi rtual 3D views on the di spl ay 360 as a 3D
representation if it is possible in view of the

conditions such as the bandwidth of the network and the
processing load on the head-end 200 and the user terninal
300. Also, the system 100 can be configured to present
both the background 3D graphic nodel and a virtual view
on the display 360 as a 2D representation.

These and other features and advantages of the present
principles my be readily ascertained by one of ordinary

skill in the pertinent art based on the teachings herein.
It is to be understood that the teachings of the present
principles may be inplenented in various fornms  of

hardware, software, firmwvare, special purpose processors,
or conbinations thereof.

Most preferably, the teachings of the present principles
are inmplenented as a conbination of hardware and software .
Mor eover, t he sof t war e nmay be i mpl enment ed as an
application program tangibly enbodi ed on a program
storage unit. The application program nmay be uploaded to,
and executed by, a machine conpri sing any suitable
architecture. Preferably, the machine is inplemented on a
computer platform having hardware such as one or nore
central processing wunits ("CPU') , a random access nenory

("RAM"), and i nput/ out put ("1/0) i nterfaces. The
computer platform may also include an operating system
and mcroinstruction code. The various processes and

functions described herein my be either part of the
m croinstruction code or part of the application program
or any conbination thereof, which my be executed by a
CPU. In addition, wvarious other peripheral units may be
connected to the conputer platform such as an additional
data storage unit.

It is to be further understood that, because sone of the
constituent system conponents and nethods depicted in the
acconpanyi ng dr awi ngs are preferably i mpl enment ed in
sof t war e, the actual connecti ons bet ween the system
components or the process function blocks nmay differ

PCT/CN2011/084132
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dependi ng upon the manner in which the present principles

are programred. Gven the teachings  herein, one of
ordinary skill in the pertinent art wll be able to
contenpl ate t hese and simlar i npl enent ati ons or

configurations of the present principles.

Al though the illustrative enbodi nents have been described
herein with reference to the acconpanying draw ngs, it is
to be understood that the present principles is not
l[imted to those precise enbodinments, and that various
changes and nodifications may be effected therein by one
of ordinary skill in the pertinent art w thout departing
from the scope or spirit of the present principles. Al
such changes and nodifications are intended to be
included within the scope of the present principles as
set forth in the appended cl ains.
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CLAI M5

1. A nmethod for generating 3D viewpoint video content,
the nethod conprising the steps of:

receiving (S602) videos shot by canmeras distributed
to capture an object;

formng (S604) a 3D graphic nodel of at least part
of the scene of the object based on the videos;

acquiring (S606) information related to viewooint
and 3D region of interest (RA) in the object; and

combining (S610) the 3D graphic nodel and the videos
related to the 3D RO to form a hybrid 3D video content.

2. The nethod according to claim 1, wherein the nethod
further conprising a step of receiving (S608) additional
data to determine the level of details of the hybrid 3D
video content to be fornmed.

3. A nethod for presenting a hybrid 3D video content
including a 3D graphic nodel and videos related to a 3D
region of interest (RO), the nethod conprising the steps
of :

receiving (S802) the hybrid 3D video content;

retrieving (S804) the 3D graphic nodel and the
videos related to the 3D RO in the hybrid 3D video
content ;

rendering (S806) each video franme of the 3D graphic
nodel ;

synt hesizing (S808-S814) virtual 3D views in a video
frane related to the 3D RO;

nmerging (S818) the synthesized virtual 3D views in
the video frame on the 3D graphic nodel in the
corresponding video frane to form the final view for the
frame; and

presenting (S820) the final view on a display (360) .

4. The nmethod according to claim 3, wherein the 3D
graphic nodel is presented on the display (360) in 2D
representation and the virtual 3D views are presented on
the display (360) in 3D representation.

5. The method according to claim 3, wherein the steps
of rendering (S806), synt hesi zi ng (S808- S814) and
presenting (S820) are repeated.

6. The nethod according to claim 3, wherein the nerging
step (S818) includes aligning the virtual 3D views wth
the 3D graphic nodel with the same perspective paraneters

PCT/CN2011/084132
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7. An apparatus (200) for generating 3D viewpoint video
content, the apparatus conprising:

a processor (210) configured to:

receive vi deos shot by caneras di stributed to
capture an object;

form a 3D graphic nodel of at least part of the
scene of the object based on the videos;

acquire information related to viewpoint and 3D
region of interest (RO) in the object; and

combine the 3D graphic nodel and the videos related
to the 3D RO to form a hybrid 3D video content.

8 . The apparatus according to claim 7, wherein the
processor (210) is further configured to receive
additional data to determine the level of details of the
hybrid 3D video content to be forned.

9. An apparatus (300) for presenting a hybrid 3D video
content including a 3D graphic nodel and videos related
to a 3D region of interest (RO), the apparatus (300)
conpri si ng

a display (360); and

a processor (310) configured to:

receive the hybrid 3D video content;

retrieve the 3D graphic nodel and the videos related
to the 3D RO in the hybrid 3D video content;

render each video frame of the 3D graphic nodel;

synthesize virtual 3D views in a video frame related
to the 3D RO;

nerge the synthesized virtual 3D views in the video
frame on the 3D graphic nodel in the corresponding video
frame to form the final view for the frane; and

present the final view on the display (360)

10. The apparatus according to claim 9, wherein the 3D
graphic nodel is presented on the display (360) in 2D
representation and the virtual 3D views are presented on
the display (360) in 3D representation.

11. The apparatus according to claim 9, wherein the
processor (310) is further configured to align the
virtual 3D views with the 3D graphic nodel with the sane
perspective paraneters.
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