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(57) ABSTRACT 

Systems and methods for adapting images for Substantially 
optimal presentation by heterogeneous client display sizes 
are described. In one aspect, an image is modeled with 
respect to multiple visual attentions to generate respective 
attention objects for each of the visual attentions. For each 
of one or more image adaptation schemes, an objective 
measure of information fidelity (IF) is determined for a 
region R of the image. The objective measures are deter 
mined as a function of a resource constraint of the display 
device and as a function of a weighted sum of IF of each 
attention object in the region R. A Substantially optimal 
adaptation scheme is then selected as a function of the 
calculated objective measures. The image is then adapted via 
the selected Substantially optimal adaptation scheme to 
generate an adapted image as a function of at least the target 
area of the client display. 
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SYSTEMS AND METHODS FOR ENHANCED 
IMAGE ADAPTATION 

RELATED APPLICATIONS 

0001. This patent application is related to: 
0002 U.S. patent application Ser. No. 10/286,053, titled 
“Systems and Methods for Generating a Comprehensive 
User Attention Model', filed on Nov. 1, 2002, commonly 
assigned herewith, and hereby incorporated by reference; 
and, 

0003 U.S. patent application Ser. No. 10/285,933, titled 
“Systems and Methods for Generating a Motion Attention 
Model', filed on Nov. 1, 2002, commonly assigned here 
with, and hereby incorporated by reference. 

TECHNICAL FIELD 

0004 The invention pertains to image processing. 

BACKGROUND 

0005 Advances in hardware and software have resulted 
in numerous new types of mobile Internet client devices 
Such as hand-held computers, personal digital assistants 
(PDAs), telephones, etc. As a trade-off for compact design 
and mobility, such client devices (hereinafter often referred 
to as 'small-form-factor” devices) are generally manufac 
tured to operate in resource constrained environments. A 
resource constrained environment is a hardware platform 
that provides Substantially limited processing, memory, and/ 
or display capabilities as compared, for example, to a 
desktop computing system. As a result, the types of devices 
across which Internet content may be accessed and dis 
played typically have diverse computing and content pre 
sentation capabilities as compared to one another. 
0006 Internet content authors and providers generally 
agree that serving a client base having disparate computing 
and content presentation capabilities over networks having 
different data throughput characteristics presents a Substan 
tial challenge. Conventional image adaptation techniques 
attempt to meet this challenge by reducing the size of 
high-resolution Internet content via resolution and content 
reduction as well as data compression techniques. Unfortu 
nately, even though employing Such conventional image 
adaptation techniques may speed-up content delivery to the 
client over a low-bandwidth connection, excessively 
reduced and compressed content often provide Internet 
client device users with a viewing experience that is not 
consistent with human perception. Such a viewing experi 
ence is also often contrary to the high-quality impression 
that content authors/providers prefer for the viewer to expe 
rience, and contrary to the universal access to high quality 
images viewers generally desire. 
0007 To make matters worse, algorithms used in con 
ventional image adaptation schemes often involve large 
number of adaptation rules or over-intensive computations 
(e.g., semantic analysis) that are impracticable for systems 
that provide on-the-fly adaptive content delivery for mobile 
small-form-factor devices. 

0008. The following arrangements and procedures 
address these and other problems of conventional techniques 
to adapt content for delivery and presentation by Internet 
client devices. 
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SUMMARY 

0009 Systems and methods for adapting images for 
Substantially optimal presentation by heterogeneous client 
display sizes are described. In one aspect, an image is 
modeled with respect to multiple visual attentions to gen 
erate respective attention objects for each of the visual 
attentions. For each of one or more image adaptation 
schemes, an objective measure of information fidelity (IF) is 
determined for a region R of the image. The objective 
measures are determined as a function of a resource con 
straint of the display device and as a function of a weighted 
sum of IF of each attention object in the region R. A 
Substantially optimal adaptation scheme is then selected as 
a function of the calculated objective measures. The image 
is then adapted via the selected Substantially optimal adap 
tation scheme to generate an adapted image as a function of 
at least the target area of the client display. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0010. The following detailed description is described 
with reference to the accompanying figures. In the figures, 
the left-most digit of a component reference number iden 
tifies the particular figure in which the component first 
appears. 

0011 FIG. 1 is a block diagram of an exemplary com 
puting environment within which systems and methods for 
enhanced image adaptation may be implemented. 
0012 FIG. 2 shows further exemplary aspects of appli 
cation programs and program data of FIG. 1 used for 
enhanced image adaptation. 
0013 FIG. 3 shows exemplary results of a conventional 
image adaptation as displayed by a client device. 
0014 FIG. 4 shows an exemplary adapted image that was 
generated by attention-based modeling of an image adapting 
device of the invention. 

0015 FIG. 5 shows an exemplary adapted image that was 
generated by attention-based modeling of an original image. 
0016 FIG. 6 shows that image attention objects are 
segmented into regions and respectively adapted to presen 
tation characteristics of a client display target area. 
0017 FIG. 7 shows a binary tree to illustrate a branch and 
bound process to identify an optimal image adaptation 
Solution. 

0018 FIG. 8 shows an exemplary procedure for 
enhanced image adaptation in view of client resource con 
straints. 

DETAILED DESCRIPTION 

Overview 

0019. The following described arrangements and proce 
dures provide a framework to adapt a static image in view 
of a resource constrained client Such as a small-form-factor 
client for display. To this end, the framework analyzes the 
image in view of multiple computational visual attention 
models. As a basic concept, “attention' is a neurobiological 
concentration of mental powers upon an object; a close or 
careful observing or listening, which is the ability or power 
to concentrate mentally. The multiple visual attention mod 



US 2007/0286484 A1 

els used in this framework are computational to dynamically 
reduce attention into a series of localized algorithms. Results 
from visual attention modeling of the image are integrated to 
identify one or more portions, or “attention objects” (AOs) 
of the image that are most likely to be of interest to a viewer. 
A substantially optimal adaptation scheme is then selected 
for adapting the identified AOS. The scheme is selected as a 
function of objective measures indicating that the scheme 
will result in highest image fidelity of the AOs after adap 
tation in view of client resource constraints such as target 
screen size. The identified image portions are then adapted 
via the selected adaptation scheme for considerably optimal 
viewing at the client. 
An Exemplary Operating Environment 

0020 Turning to the drawings, wherein like reference 
numerals refer to like elements, the invention is illustrated as 
being implemented in a suitable computing environment. 
Although not required, the invention is described in the 
general context of computer-executable instructions, such as 
program modules, being executed by a personal computer. 
Program modules generally include routines, programs, 
objects, components, data structures, etc., that perform par 
ticular tasks or implement particular abstract data types. 

0021 FIG. 1 illustrates an example of a suitable comput 
ing environment 120 on which the subsequently described 
systems, apparatuses and methods for enhanced image adap 
tation may be implemented. Exemplary computing environ 
ment 120 is only one example of a suitable computing 
environment and is not intended to Suggest any limitation as 
to the scope of use or functionality of systems and methods 
the described herein. Neither should computing environment 
120 be interpreted as having any dependency or requirement 
relating to any one or combination of components illustrated 
in computing environment 120. 

0022. The methods and systems described herein are 
operational with numerous other general purpose or special 
purpose computing system environments or configurations. 
Examples of well known computing systems, environments, 
and/or configurations that may be suitable include, but are 
not limited to, including hand-held devices, multi-processor 
systems, microprocessor based or programmable consumer 
electronics, network PCs, minicomputers, mainframe com 
puters, portable communication devices, and the like. The 
invention may also be practiced in distributed computing 
environments where tasks are performed by remote process 
ing devices that are linked through a communications net 
work. In a distributed computing environment, program 
modules may be located in both local and remote memory 
storage devices. 

0023. As shown in FIG. 1, computing environment 120 
includes a general-purpose computing device in the form of 
a computer 130. The components of computer 130 may 
include one or more processors or processing units 132, a 
system memory 134, and a bus 136 that couples various 
system components including system memory 134 to pro 
cessor 132. 

0024 Bus 136 represents one or more of any of several 
types of bus structures, including a memory bus or memory 
controller, a peripheral bus, an accelerated graphics port, and 
a processor or local bus using any of a variety of bus 
architectures. By way of example, and not limitation, Such 
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architectures include Industry Standard Architecture (ISA) 
bus, Micro Channel Architecture (MCA) bus, Enhanced ISA 
(EISA) bus, Video Electronics Standards Association 
(VESA) local bus, and Peripheral Component Interconnects 
(PCI) bus also known as Mezzanine bus. 
0025 Computer 130 typically includes a variety of com 
puter readable media. Such media may be any available 
media that is accessible by computer 130, and it includes 
both volatile and non-volatile media, removable and non 
removable media. In FIG. 1, system memory 134 includes 
computer readable media in the form of volatile memory, 
Such as random access memory (RAM) 140, and/or non 
volatile memory, such as read only memory (ROM) 138. A 
basic input/output system (BIOS) 142, containing the basic 
routines that help to transfer information between elements 
within computer 130. Such as during start-up, is stored in 
ROM 138. RAM 140 typically contains data and/or program 
modules that are immediately accessible to and/or presently 
being operated on by processor 132. 

0026 Computer 130 may further include other remov 
able/non-removable, Volatile/non-volatile computer storage 
media. For example, FIG. 1 illustrates a hard disk drive 144 
for reading from and writing to a non-removable, non 
Volatile magnetic media (not shown and typically called a 
“hard drive'), a magnetic disk drive 146 for reading from 
and writing to a removable, non-volatile magnetic disk 148 
(e.g., a “floppy disk’), and an optical disk drive 150 for 
reading from or writing to a removable, non-volatile optical 
disk 152 such as a CD-ROM/R/RW, DVD-ROM/R/RW/+ 
R/RAM or other optical media. Hard disk drive 144, mag 
netic disk drive 146 and optical disk drive 150 are each 
connected to bus 136 by one or more interfaces 154. 
0027. The drives and associated computer-readable 
media provide nonvolatile storage of computer readable 
instructions, data structures, program modules, and other 
data for computer 130. Although the exemplary environment 
described herein employs a hard disk, a removable magnetic 
disk 148 and a removable optical disk 152, it should be 
appreciated by those skilled in the art that other types of 
computer readable media which can store data that is 
accessible by a computer. Such as magnetic cassettes, flash 
memory cards, digital video disks, random access memories 
(RAMs), read only memories (ROM), and the like, may also 
be used in the exemplary operating environment. 

0028. A number of program modules may be stored on 
the hard disk, magnetic disk 148, optical disk 152, ROM 
138, or RAM 140, including, e.g., an operating system 158, 
one or more application programs 160, other program mod 
ules 162, and program data 164. 
0029. A user may provide commands and information 
into computer 130 through input devices such as keyboard 
166 and pointing device 168 (such as a “mouse'). Other 
input devices (not shown) may include a microphone, joy 
Stick, game pad, satellite dish, serial port, Scanner, camera, 
etc. These and other input devices are connected to the 
processing unit 132 through a user input interface 170 that 
is coupled to bus 136, but may be connected by other 
interface and bus structures, such as a parallel port, game 
port, or a universal serial bus (USB). 
0030. A monitor 172 or other type of display device is 
also connected to bus 136 via an interface, such as a video 



US 2007/0286484 A1 

adapter 174. In addition to monitor 172, personal computers 
typically include other peripheral output devices (not 
shown), such as speakers and printers, which may be con 
nected through output peripheral interface 175. 
0031 Computer 130 may operate in a networked envi 
ronment using logical connections to one or more remote 
computers, such as a remote computer 182. Remote com 
puter 182 may include some or all of the elements and 
features described herein relative to computer 130. Logical 
connections shown in FIG. 1 are a local area network (LAN) 
177 and a general wide area network (WAN) 179. Such 
networking environments are commonplace in offices, enter 
prise-wide computer networks, intranets, and the Internet. 
0032. When used in a LAN networking environment, 
computer 130 is connected to LAN 177 via network inter 
face or adapter 186. When used in a WAN networking 
environment, the computer typically includes a modem 178 
or other means for establishing communications over WAN 
179. Modem 178, which may be internal or external, may be 
connected to system bus 136 via the user input interface 170 
or other appropriate mechanism. 
0033. Depicted in FIG. 1, is a specific implementation of 
a WAN via the Internet. Here, computer 130 employs 
modem 178 to establish communications with at least one 
remote computer 182 via the Internet 180. 
0034. In a networked environment, program modules 
depicted relative to computer 130, or portions thereof, may 
be stored in a remote memory storage device. Thus, e.g., as 
depicted in FIG. 1, remote application programs 189 may 
reside on a memory device of remote computer 182. It will 
be appreciated that the network connections shown and 
described are exemplary and other means of establishing a 
communications link between the computers may be used. 
0035 FIG. 2 shows further exemplary aspects of appli 
cation programs and program data of FIG. 1 for enhanced 
image adaptation. In particular, system memory 134 is 
shown to include application programs 160 and program 
data 164. Application programs include, for example, con 
tent adaptation module 202 and other modules 204 such as 
an operating system to provide a run-time environment, and 
so on. The content adaptation module analyzes content 206 
(e.g., a Web page designed in a markup language Such as the 
Hypertext Markup Language (HTML)) in view of multiple 
visual attention models (e.g., saliency, face, text, etc.) to 
generate attention data 208 for each image 210-1 through 
210-K of the content. The attention data includes, for 
example, a set of attention objects (AOs) 212-1 through 
212-N for each attention modeling scheme utilized for each 
image. For instance, saliency attention modeling results in a 
first set of AOS for each image. Face attention modeling 
results in a second set of AOS for each image, and so on. 
0036) As a result of the visual attention modeling of the 
images 210-1 through 210-K, most perceptible information 
of an image will be located inside the AOS 212-1 through 
212-N. Because of this, each AO is an information carrier 
that has been computationally determined to deliver at least 
one intention of the content author. For instance, an AO may 
represent a semantic object, such as a human face, a flower, 
a mobile car, text, and/or the like, that will catch part of the 
viewer's attention, as a whole. In light of this, the combi 
nation of information in the AOS generated from an image 
will catch most attentions of a viewer. 
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0037 Each AO 212 (each one of the AOs 212-1 though 
212-N) is associated with three (3) respective attributes: a 
Region-Of-Interest (ROI) 214, an Attention Value (AV) 216 
and a Minimal Perceptible Size (MPS) 218. The ROI is a 
spatial region or segment within an image that is occupied 
by the particular AO. An ROI can be of any shape and ROIs 
of different AOs may overlap. In one implementation, a ROI 
is represented by a set of pixels in the original image. In 
another implementation, regular shaped ROIs are denoted 
by their geometrical parameters, rather than with pixel sets. 
For example, a rectangular ROI can be defined as Left, Top, 
Right, Bottom} coordinates, or Left, Top, Width, Height 
coordinates, while a circular ROI can be defined as Cen 
ter X, Center y, Radius, and so on. 
0038. Different AOs 212-1 through 212-N represent dif 
ferent portions and amounts of an image's 210-1 through 
210-K information. In light of this, the content adaptation 
module 202 assigns each AO in the image a respective 
quantified attention value (AV). Thus, an AO’s AV indicates 
the relative weight of the AO’s contribution to the informa 
tion contained in the image as compared to the weights of 
other AOs. 

0039 The total amount of information that is available 
from an AO 212 is a function of the area it occupies on an 
image 210-1 through 210-K. Thus, overly reducing the 
resolution of the AO may not include the content or message 
that the image's author originally intended for a viewer to 
discern. In light of this, a Minimal Perceptible Size (MPS) 
218 is assigned to each AO to indicate a minimal allowable 
spatial area for the AO. The content adaptation module 202 
uses the MPS is used as a reduction quality threshold to 
determine whether an AO should be further sub-sampled or 
cropped during image adaptation operations. 

0040 For example, suppose an image 210 contains N 
number of AOs 212, AO,}, i=1, 2 . . . , N, where AO, 
denotes the i' AO within the image. The MPS 218 of AO, 
indicates the minimal perceptible size of AO, which can be 
presented by the area of a scaled-down region. For instance, 
consider that a particular AO represents a human face whose 
original resolution is 75x90 pixels. The author or publisher 
may define its MPS to be 25x30 pixels which is the smallest 
resolution to show the face region without severely degrad 
ing its perceptibility. The MPS assignment may be accom 
plished manually by user interaction, or calculated automati 
cally in view of a set of rules. In this manner, the content 
adaptation module provides end-users with an adapted 
image that is not contrary to the impression that the content 
author/provider intended the end-user to experience. 
0041. In view of the foregoing, the content adaptation 
module 202 generates AOs for each an image 210-1 through 
210-K as follows: 

{AO={(ROI, AV, MPS)}, 1 sisN (1). 
AO, represents the "AO within the image; ROI, represents 
the Region-Of-Interest 212 of AO, AV, represents the Atten 
tion Value 214 of AO, MPS, represents the Minimal Per 
ceptible Size 216 of AO, and N represents the total number 
of AOS in the image. 
0042. For each image 210-1 through 210-K, the content 
adaptation module 202 integrates and analyzes the attention 
data 208 generated from the visual attention modeling 
operations. Such analysis identifies a region R of the image 
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that includes one or more AOs 212-1 through 212-N with 
Substantially high attention values (AVs) as compared to 
other AOs of the image. (E.g., see region R 604 of FIG. 6). 
Thus, the identified region R is objectively determined to be 
most likely to attract human attention as compared to other 
portions of the image. The content adaptation module then 
identifies a Substantially optimal image adaptation scheme 
(e.g., reduction, compression, and/or the like) to adapt the 
region R, and the image as a whole, in view of client 
resource constraints and Such that the highest image fidelity 
(IF) over the region R is maintained. The analyzed images 
are then adapted (i.e., adapted image(s) 220) based on 
information from these AOs and in view of a target client 
display (e.g., screen 176 or 190 of FIG. 1) characteristics. 
Further details of these exemplary operations are now 
described. 

Display Constraint-Based Presentation of High Attention 
Value Objects 
0043. The content adaptation module 202 manipulates 
AOs 212 for each image 210 to adapt the image 220 such 
that it represents as much information as possible under 
target client device resource constraints such as display 
screen size, display resolution, and/or the like. However, as 
described above, each AO is reduced in size as a function not 
only of display screen size, but also as a function of the AO’s 
quality reduction threshold attribute, the MPS 218. Thus, 
although the MPS substantially guarantees a certain level of 
image quality, it is possible that enforcement of the MPS 
may result in an adapted image 220 that is too large to view 
at any one time on a display Screen (e.g., see displays 172 
and 190 of FIG. 1). In other words, such an adapted image 
may need to be scrolled horizontally and/or vertically for all 
portions of the adapted image to be presented on the client 
display. 
0044) In light of this, and to ensure a substantially valu 
able viewing experience, the content adaptation module 202 
directs the client device to initially present a portions of the 
image that includes one or more AOs 212 that include 
respective AVs 214 to indicate that they are more likely to 
attract the users attention than other portions of the image. 
To illustrate such image adaptation in view of client resource 
constraints, please refer to the examples of FIGS. 3-5, which 
in combination show exemplary differences between con 
ventional image adaptation results (FIG. 3) and exemplary 
image adaptation results according to the arrangements and 
procedures of this invention (FIGS. 4 and 5). 
004.5 FIG. 3 shows exemplary results 300 of conven 
tional image adaptation as displayed by a client device 300. 
Note that the informative text 302 in the upper left quadrant 
of the adapted image is barely recognizable. This is due to 
the excessive resolution reduction that was performed to fit 
the image to a screen dimension of 240x320 pixels, which 
is the size of a typical pocket PC screen. In contrast to FIG. 
3, FIG. 4 shows an exemplary adapted image 400 that was 
generated by the attention-based modeling of client device 
400. Note that even though the screen sizes of client device 
300 and client device 400 are the same, text portion 402 of 
the image is much clearer as compared to the text 302 of 
FIG. 3. This is due to substantial optimization of the original 
image as a function of attention-modeling results, and selec 
tion of those portions of the image for presentation that have 
higher attention values in view of the target client resource 
constraints. 
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0046 FIG. 5 shows an exemplary adapted image that was 
generated by the attention-based modeling of an original 
image. In particular, client device 500 represents client 
device 400 of FIG. 4 in a rotated, or landscape position. Such 
rotation causes the landscape viewing function of the client 
display screen to activate via a client device display driver. 
Responsive to such rotation, the coordinates of the display 
screen change and the content adaptation module 202 of 
FIG. 2 generates an adapted image 220 (FIG. 2) to present 
clear views of both the text 502 and the face 504. Accord 
ingly, the content adaptation module adapts images to 
present the most important aspect(s) of the adapted image in 
view of client device resource constraints (e.g., size, posi 
tional nature/screen rotation, etc.), 

Visual Attention Modeling 
0047 Turning to FIG. 2, further details of the operations 
used by the content adaptation module 202 to perform visual 
attention modeling of the image(s) 210-1 through 210-K are 
now described. In particular, the content adaptation module 
analyzes each image in view of multiple visual attention 
models to generate attention model data 208. In this imple 
mentation, the attention models include, for example, 
saliency, face, and text attention models. However, in 
another implementation, the content adaptation module is 
modified to integrate information generated from analysis of 
the image(s) via different attention model algorithms such as 
those described in: 

0.048 U.S. patent application Ser. No. 10/286,053, 
titled “Systems and Methods for Generating a Com 
prehensive User Attention Model, filed on Nov. 1, 
2002, commonly assigned herewith, and incorporated 
by reference; and 

0049 U.S. patent application Ser. No. 10/285,933, 
titled “Systems and Methods for Generating a Motion 
Attention Model, filed on Nov. 1, 2002, commonly 
assigned herewith, and incorporated by reference. 

Saliency Attention Modeling 
0050. The content adaptation module 202 generates three 
(3) channel saliency maps for each of the images 210-1 
through 121-1. These saliency maps respectively identify 
color contrasts, intensity contrasts, and orientation contrasts. 
These saliency maps are represented as respective portions 
of attention data 208. Techniques to generate Such maps are 
described in “A Model of Saliency-Based Visual Attention 
for Rapid Scene Analysis” by Itti et al., IEEE Transactions 
on Pattern Analysis and Machine Intelligence, 1998, hereby 
incorporated by reference. 
0051. The content adaptation module 202 then generates 
a final gray Saliency map, which is also represented by 
attention data 208, by applying portions of the iterative 
method proposed in “A Comparison of Feature Combination 
Strategies for Saliency-Based Visual Attention Systems, Itti 
et al. Procedures of SPIE Human Vision and Electronic 
Imaging IV (HVEI'99), San Jose, Calif., Vol. 3644, pp. 
473-82, January 1999, and hereby incorporated by refer 
ence. Saliency attention is determined via the final saliency 
map as a function of the number of saliency regions, and 
their brightness, area, and position in the gray Saliency map. 
0052 To reduce image adaptation time, the content adap 
tation module 202 detects regions that are most attractive to 
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human attention by binarizing the final saliency map. Such 
binarization is based on the following: 

A Vatiency = X. B. Wheney (2) 
(i.ie R) 

wherein B, denotes the brightness of pixel point (i,j) in the 
saliency region R. Wienie” is the position weight of that 
pixel. Since people often pay more attention to the region 
near the image center, a normalized Gaussian template 
centered at the image is used to assign the position weight. 
0053. The size, the position and the brightness attributes 
of attended regions in the binarized or gray Saliency map 
(attention data 208) decide the degree of human attention 
attracted. The binarization threshold is estimated in an 
adaptive manner. Since saliency maps are represented with 
arbitrary shapes with little semantic meaning. Thus, a set of 
MPS ratios 218 are predefined for each AO 212 that repre 
sented as a saliency map. The MPS thresholds can be 
manually assigned via user interaction or calculated auto 
matically. For example, in one implementation, the MPS of 
a first region with complex textures is larger than the MPS 
of a second region with less complex texturing. 

Face Attention Modeling 

0054. A person’s face is generally considered to be one of 
the most salient characteristics of the person. Similarly, a 
dominant animal’s face in a video could also attract viewers 
attention. In light of this, it follows that the appearance of 
dominant faces in images 210 will attract a viewers atten 
tion. Thus, a face attention model is applied to each of the 
images by the content adaptation module 202. Portions of 
attention data 208 are generated as a result, and include, for 
example, the number of faces, their respective poses, sizes, 
and positions. 
0.055 A real-time face detection technique is described in 
“Statistical Learning of Multi-View Face Detection', by Li 
et al., Proc. of EVVC 2002; which is hereby incorporated by 
reference. In this implementation, seven (7) total face poses 
(with out-plane rotation) can be detected, from the frontal to 
the profile. The size and position of a face usually reflect the 
importance of the face. Hence, 

A Vice-VAreatexWres (3), 

wherein Area denotes the size of a detected face region 
and w is the weight of its position. In one implemen 
tation, the MPS 218 attribute of an AO 212-1 through 212-N 
face attention model is a predefined absolute pixel area size. 
For instance, a face with an area of 25x30 pixels in size will 
be visible on many different types of devices. 

Text Attention Modeling 

0056 Similar to human faces, text regions also attract 
viewer attention in many situations. Thus, they are also 
useful in deriving image attention models. There have been 
so many works on text detection and recognition and local 
ization accuracy can reach around 90% for text larger than 
ten (10) points. By adopting a text detection, the content 
adaptation module 202 finds most of the informative text 
regions inside images 210-1 through 210-K. Similar to the 
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face attention model, the region size is also used to compute 
the attention value 214 of a text region. In addition, the 
aspect ratio of region in included in the calculation in 
consideration that important text headers or titles are often 
in an isolated single line with large heights whose aspect 
ratios are quite different from text paragraph blocks. In light 
of this, the attention value for a text region is expressed as 
follows: 

AWest AreatexxWAspectRatio (4). 

Area denotes the size of a detected text region, and 
Wory is the weight of its aspect ratio generated by some 
heuristic rules. The MPS 218 of a text region (AO 212) can 
be predefined according to a determined font size, which can 
be calculated by text segmentation from the region size of 
text. For example, the MPS of normal text can be assigned 
from a specific 10 points font size in height. 

Attention Model Adjustment-Post Processing 
0057. Before integrating the multiple visual attention 
measurements, the content adaptation module 202 adjusts 
each AO's 212 respective attention value (AV) 216. In one 
implementation, for purposes of simplicity, this is accom 
plished via a rule-based approach. For example, respective 
AOAV values in each attention model are normalized to (0. 
1), and the final attention value is computed as follows: 

wherein W is the weight of model k and AV is the 
normalized attention value of AO, detected in the model k, 
e.g. saliency model, face model, text model, or any other 
available model. 

0058 When adapting images contained in a composite 
content 206 such as a Web page, image 210 contexts are 
quite influential to user attention. To accommodate this 
variation in modeling image attentions, the content adapta 
tion module 202 implements Function-based Object Model 
(FOM) to understand a content author's intention for each 
object in a Web page. Such FOM is described in Chen J. L., 
Zhou B. Y., Shi J., Zhang H. J. and Wu Q. F. (2001), 
Function-based Object Model Towards Website Adaptation, 
Proc. of the 10th Int. WWW Conf. pp. 587-596, hereby 
incorporated by reference. For example, images in a Web 
page may have different functions, such as information, 
navigation, decoration or advertisement, etc. By using FOM 
analysis, the context of an image can be detected to assist 
image attention modeling. 

Attention-Based Image Adaptation 
0059 Operations to find an optimal image adaptation of 
content 206 that has been modeled with respect to visual 
attention, wherein the optimal image adaptation is a function 
of resource constraints of a target client device, are now 
described using integer programming and a branch-and 
bound algorithm. 

Information Fidelity 
0060 Information fidelity is the perceptual look and 
feel of a modified or adapted version of content (or image), 
a subjective comparison with the original content 206 (or 
image 210). The value of information fidelity is between 0 
(lowest, all information lost) and 1 (highest, all information 
kept just as original). Information fidelity gives a quantita 
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tive evaluation of content adaptation that the optimal solu 
tion is to maximize the information fidelity of adapted 
content under different client context constraints. The infor 
mation fidelity of an individual AO 212 after adaptation is 
decided by various parameters such as spatial region size, 
color depth, ratio of compression quality, etc. 
0061 For an image region R consisting of several AOs 
212, the resulting information fidelity is the weighted sum of 
the information fidelity of all AOs in R. Since user's 
attention on objects always conforms to their importance in 
delivering information, attention values of different AOs are 
employed as the informative weights of contributions to the 
whole perceptual quality. Thus, the information fidelity of an 
adapted result can be described as 

IFR = X AV, IFao, (6) 
ROICR 

Adapting Images on Small Displays 
0062) Given the image attention model, now let us con 
sider how to adapt an image 210 to fit into a Small screen 
which is often the major limitation of mobile devices. For 
purposes of discussion, Such a mobile device or other client 
device is represented by computing device 130 of FIG. 1 or 
remote computing device 182, which is also located in FIG. 
1. The small screen is represented in this example via display 
176 or 190 of FIG. 1. It can be appreciated that when the 
computing device is a handheld, mobile, or other Small 
footprint device that the display size may be much smaller 
(e.g., several centimeters in diameter) than a computer 
monitor screen. We address the problem of making the best 
use of a target area T to represent images while maintaining 
their original spatial ratios. Various image adaptation 
schemes can be applied to obtain different results. For each 
adapted result, there is a corresponding unique Solution 
which can be presented by a region R in the original image. 
In other words, an adapted result is generated from the 
outcome of Scaling down its corresponding region R. As 
screen size is our main focus, we assume the color depth and 
compression quality does not change in our adaptation 
scheme. 

0063 FIG. 6 shows that image attention objects (AOs) 
are segmented into regions and respectively adapted to 
presentation characteristics of a client display target area. 
For purposes of discussion, the image 600 is one of the 
images 210-1 through 210-K of FIG. 2, and the AOS 602 
represent respective ones of the AOs 212-1 through 212-N 
of FIG. 2. In this example, image regions include region 604 
and region 606. Region 604 encapsulates AOS 602-1 and 
602-2 and has a height R and width R. Region 606 
encapsulates AOs 602-2 and 602-K and has a height R and 
width R. For purposes of discussion, regions 604 and 606 
are shown as respective rectangles. However, in other imple 
mentations a region is not a rectangle but some other 
geometry. 

0064. In this example, region 604 has been adapted to 
region 608 by the content adaptation module 202 of FIG. 2, 
and region 606 has been adapted to region 610. In both cases 
of this example, note that the adapted region is dimension 
ally Smaller in size than its corresponding parent region. 
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However, as a function of the particular characteristics of the 
image and the target area of the client device, it is possible 
for an adapted region to be larger than the regions from 
which it was adapted. In other words, each region of an 
image is adapted as a function of the specific target area of 
the client device that is going to be used to present the 
content and the desired image fidelity, which is expressed as 
follows: 

0065 According to Equation (6), an objective measure 
for the information fidelity of an adapted image is formu 
lated as follows: 

IFR = X AV, IFao, (7) 
ROi;CR 

X. A V, u(ri size (ROI) - MPS) 
ROCR 

where u(x) is defined as 

(), otherwise 

Functionsize(X) calculates the area of a ROI, and r denotes 
the ratio of image scaling down, which is computed as 

ir Widthy Height (8) 
R n1 Widthri Height 

Width, Height, Width, and Height represent the widths 
and heights of target area T and solution region R, respec 
tively. As shown in FIG. 6, when adapting an image to 
different target areas, the resulting solution regions may be 
different. 

0066. This quantitative value is used to evaluate all 
possible adaptation schemes to select the optimal one, that 
is, the scheme achieving the largest IF value. Taking the 
advantage of our image attention model, we transform the 
problem of making adaptation decision into the problem of 
searching a region within the original image that contains 
the optimal AO set (i.e. carries the most information fidel 
ity), which is defined as follows: 

(9) 

r X. AV, u(r, size (ROI) -ur} 

The Image Adaptation Algorithm 

0067 For an image 210 (FIG. 2) with width mand height 
n, the complexity for finding the optimal solution of (9) is 
O(min) because of the arbitrary location and size of a 
region. Since mand n may be quite large, the computational 
cost could be expensive. However, since the information 
fidelity of adapted region is solely decided by its attention 
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objects 212, we can greatly reduce the computation time by 
searching the optimal AO set before generating the final 
Solution. 

Determining a Valid Attention Object Set 

0068 We introduce I as a set of AOS, IC (AOAO. . . 
. AON}. Thus, the first step of optimization is to find the AO 
set that carries the largest information fidelity after adapta 
tion. Let us consider R, the tight bounding rectangle con 
taining all the AOs in I. We can first adapt R, to the target 
area T, and then generate the final result by extending R to 
satisfy the requirements. 

0069 All of the AOs within a given region R may not be 
perceptible when Scaling down R to fit a target area T. Thus, 
to reduce the solution space, an attention object set is valid 
f 

MPS, 
size (ROI) 

10 sri, WAO; e I, (10) 

wherein r(r, is equivalent to ris, in Equation (8) for simplic 
ity) is the ratio of Scaling down when adapting the tight 
bounding rectangle R to T, which can be computed as 
follows: 

- ri rC AE) (11) | "Width, Height, 
Width 

max Right. - Left. o'E' gni aft, 
Height 

max Boitomi - Top 
Aoi, Aotel f 

Herein, Width and Height denote the width and height of 
R, while Left, Right, Top, and Bottom, are the four 
bounding attributes of the i' attention object. 
0070 r in equation 10 is used to check scaling ratio, 
which should be greater than VMPS/size(ROI) for any AO, 
belonging to a valid I. This ensures that all AO included in 
I is perceptible after scaled down by a ratio r. For any two 
AO sets I, and I, there has rer, if I, CI. Thus, it is 
straightforward to infer the following property of validity 
from equation 10. If I CI and I is invalid, then I is invalid 
(property 1). 

0071. With the definition of valid attention object set, the 
problem of Equation (9) is further simplified as follows: 

(12) 
max(IFI) m X. AV, u(ri size (ROI) - MPS) 

AO; e! 

Wvalid I C {AO, AO2, ... AON } 
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As can be seen, this has become an integer programming 
problem and the optimal solution is found via use of a 
branch and bound algorithm. 

Branch and Bound Process 

0072 FIG.7 shows a binary tree 700 to illustrate a branch 
and bound process to identify an optimal image adaptation 
solution. Each level 0-2 of the binary tree includes different 
sets of AOs 212-1 through 212-N. Each node of the binary 
tree denotes Zero or more specific sets of AOs. Each bifur 
cation of the binary tree represents a decision/opportunity to 
keep or drop AO(s) of the next level. The height of the 
binary tree corresponds to K, the number of AOs inside the 
particular image (i.e., one of the images 210-1 through 
210-K of FIG. 2). Each leaf node in this tree corresponds a 
different possible I. 

0.073 For each node in the binary AO tree 700, there is 
a boundary on the possible IF value it can achieve among all 
of its sub-trees. The lower boundary is just the IF value 
currently achieved when none of the unchecked AOs can be 
added (i.e., the sum of IF values of AOs included in current 
configuration). The upper boundary is the addition of all IF 
values of those unchecked AOs after current level (i.e., the 
sum of IF values of all AOs in the image except those 
dropped before current level). 

0074. Whenever the upper bound of a node is smaller 
than the best IF value currently achieved, the whole sub-tree 
of that node is truncated. At the same time, for each node we 
check the ratio r of its corresponding AO set I to verify its 
validity. If it is invalid, according to property 1, the whole 
sub-tree of that node is also truncated. By checking both the 
bound on possible IF value and the validity of each AO set, 
the computation cost is greatly reduced. 

0075) A number of techniques can be used to reduce 
binary tree 700 traversal time. For instance, arranging the 
AOs are arranged in decreasing order of their AVs at the 
beginning of search will decrease traversal times, since in 
most cases only a few AOs contribute the majority of IF 
value. Additionally, when moving to a new level k, it is 
determined whether AO, is already included in current 
configuration. If so, travel the branch of keeping AO and 
prune the one of dropping AO and all sub-branches. 

Transform to Adapted Solution 

0.076 After finding the optimal AO set I, the content 
adaptation module 202 of FIG. 2 generates different possible 
Solutions according to different requirements by extending 
R while keeping I valid. For instance, if an image 210-1 
through 210-K has some background information which is 
not included in the attention model 208, the adapted result 
may present a region as large as possible by extending 
R.The Scaling ratio of final Solution region is 

r = max (MPS, f size(ROI)) to keep I valid as well as P AO;elop 

to obtain the largest area. Therefore, R is extended to a Op. . 
region determined by rix and T, within the original 
image. 
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0077. In other cases, the adapted images 220 may be 
more satisfactory with higher resolution than larger area. To 
this end, 

R opt 

is extended, while keeping the Scaling ratio at 
ax i. opt instead of Iop. 

However, it is worth noticing that in this situation, the scaled 
version of whole image will perhaps never appear in adapted 
results. 

0078 Sometimes a better view of an image 210, or 
portions thereof, can be achieved when a display screen is 
rotated by ninety (90) degree. In such a case, I's carries 
more information than I. In this case, we compare the 
result with the one for the rotated target area, and then select 
the better one as the final solution. 

0079 The complexity of this algorithm is exponential 
with the number of attention objects 212 within an image 
210. However, the described techniques are efficiently per 
formed because the number of attention objects in an image 
is often less than a few dozen and the corresponding 
attention values 214 are always distributed quite unevenly 
among attention objects. 

An Exemplary Procedure 

0080 FIG. 8 shows an exemplary procedure 800 for 
enhanced image adaptation in View of client resource con 
straints. For purposes of discussion, the operations of this 
procedure are described in reference to the program module 
and data components of FIGS. 1 and 2. At block 802, the 
content adaptation module 202 (FIG. 2) models an image 
210 modeled with respect to multiple visual attentions (e.g., 
saliency, face, text, etc.) to generate respective attention 
objects (AOs) 212 for each of the visual attentions. At block 
804, for each of one or more possible image adaptation 
schemes (e.g., resolution reduction, compression, etc.), the 
content adaptation module determines an objective measure 
of information fidelity (IF) for a region R of the image. The 
objective measures are determined as a function of a 
resource constraint of the display device (e.g., displays 172 
or 190 of FIG. 1) and as a function of a weighted sum of IF 
of each AO in the region R. (Such objective measures and 
weighted Sums are represented as respective portions of 
“other data'222 of FIG. 2). At block 806, the content 
adaptation module selects a Substantially optimal image 
adaptation scheme as a function of the calculated objective 
measures. At block 808, the content adaptation module 
adapts the image via the selected Substantially optimal 
adaptation scheme to generate an adapted image 220 (FIG. 
2) as a function of at least the target area of the client display. 
Conclusion 

0081. The described systems and methods use attention 
modeling and other objective criteria for enhanced image 
adaptation in view of client resource constraints. Although 
the systems and methods have been described in language 
specific to structural features and methodological opera 
tions, the Subject matter as defined in the appended claims 
are not necessarily limited to the specific features or opera 
tions described. Rather, the specific features and operations 
are disclosed as exemplary forms of implementing the 
claimed subject matter. 
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1. A method for enhanced image adaptation for a display 
device having a target area T, the method comprising: 

modeling an image with respect to a plurality of visual 
attentions to generate a respective set of attention 
objects for each attention of the visual attentions: 

for each of one or more image adaptation schemes, 
determining a respective objective measure of infor 
mation fidelity (IF) of a region R of the image as a 
function of a resource constraint of the display device 
and as a function of a weighted sum of IF of each 
attention object (AO) in the region R; 

selecting a substantially optimal adaptation scheme as a 
function of determined objective measures of IF with 
respect to the region R; and 

adapting the image via the Substantially optimal adapta 
tion scheme to generate an adapted image as a function 
of at least the target area T. 

2. A method as recited in claim 0, wherein the multiple 
visual attentions are based on saliency, face, and text atten 
tion models. 

3. A method as recited in claim 0, wherein each objective 
measure is unique as compared to each other objective 
measure(s). 

4. A method as recited in claim 0, wherein resource 
constraint comprises one or more of spatial region size (T), 
color depth, and/or ratio of compression. 

5. A method as recited in claim 0, wherein the image is 
contained in composite content comprising other images, 
and wherein modeling the image further comprises deter 
mining a context of the image as compared to respective 
context(s) of the other images to assist in determining 
attention object attributes of the image. 

6. A method as recited in claim 0, and wherein the method 
further comprises: 

assigning a respective attention value to each attention 
object, the attention value indicating a relative impor 
tance of image information represented by the attention 
object as compared to other ones of the attention 
objects; 

indicating a respective weight for each of the visual 
attentions; and 

for each visual attention, adjusting assigned attention 
values of corresponding attention objects based on 
corresponding visual attention weight. 

7. A method as recited in claim 0, wherein adjusting 
assigned attention values further comprises: 

normalizing the assigned attention values to (0, 1); and 
computing adjusted attention values as follows: 

wherein AV is an adjusted attention value for attention 
object iderived from visual attention modelk, w is the 
weight of the visual attention model k, and AV is a 
normalized attention value of attention object AO, 
detected in the visual attention model k. 

8. (canceled) 
9. A method as recited in claim 0, wherein selecting the 

Substantially optimal adaptation scheme further comprises 
searching a region of the image for an attention object set 
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that represents higher IF after adaptation as compared to 
collective IF values of other attention object sets after 
adaptation. 

10. A method as recited in claim 0, wherein selecting the 
Substantially optimal adaptation scheme further comprises 
calculating the Substantially optimal adaptation scheme via 
integer programming and use of a branch and bound algo 
rithm. 

11. (canceled) 
12. A method as recited in claim 0, wherein adapting the 

image via the Substantially optimal adaptation scheme to 
generate an adapted image further comprises iteratively 
Scaling the region R to a region r comprising a determined 
set of optimal attention objects (I) by extending and/or 
contracting the region while keeping I valid. 

13. (canceled) 
14. A method as recited in claim 0, wherein adapting the 

image further comprises scaling the region R comprising a 
determined set of optimal attention objects (I) such that 
I remains valid and Such that the region R is scaled to a 
highest resolution to fit within target area T. 

15-16. (canceled) 
17. A computer-readable medium comprising computer 

executable instructions for enhanced image adaptation for a 
display device having a target area T, the computer-execut 
able instructions comprising instructions for: 

modeling an image with respect to a plurality of visual 
attentions to generate a respective set of attention 
objects for each attention of the visual attentions; 

for each of one or more image adaptation schemes, 
determining a respective objective measure of infor 
mation fidelity (IF) of a region R of the image as a 
function of a resource constraint of the display device 
and as a function of a weighted sum of IF of each 
attention object (AO) in the region R; 

Selecting a substantially optimal adaptation scheme as a 
function of determined objective measures of IF with 
respect to the region R; and 

adapting the image via the Substantially optimal adapta 
tion scheme to generate an adapted image as a function 
of at least the target area T. 

18. A computer-readable medium as recited in claim 0. 
wherein the multiple visual attentions are based on saliency, 
face, and text attention models. 

19. A computer-readable medium as recited in claim 0. 
wherein each objective measure is unique as compared to 
each other objective measure(s). 
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20. A computer-readable medium as recited in claim 0. 
wherein resource constraint comprises one or more of spatial 
region size (T), color depth, and/or ratio of compression. 

21. A computer-readable medium as recited in claim 0. 
wherein the image is contained in composite content com 
prising other images, and wherein the instructions for mod 
eling the image further comprises determining a context of 
the image as compared to respective context(s) of the other 
images to assist in determining attention object attributes of 
the image. 

22-32. (canceled) 
33. A computing device for enhanced image adaptation 

for a display device having a target area T, the computing 
device comprising: 

a processor; and 

a memory coupled to the processor, the memory com 
prising computer-program executable instructions 
executable by the processor for: 
modeling an image with respect to a plurality of visual 

attentions to generate a respective set of attention 
objects for each attention of the visual attentions; 

for each of one or more image adaptation schemes, 
determining a respective objective measure of infor 
mation fidelity (IF) of a region R of the image as a 
function of a resource constraint of the display 
device and as a function of a weighted sum of IF of 
each attention object (AO, ) in the region R; 

Selecting a substantially optimal adaptation scheme as 
a function of determined objective measures of IF 
with respect to the region R; and 

adapting the image via the Substantially optimal adap 
tation scheme to generate an adapted image as a 
function of at least the target area T. 

34. A computing device as recited in claim 0, wherein the 
multiple visual attentions are based on saliency, face, and 
text attention models. 

35. A computing device as recited in claim 0, wherein 
each objective measure is unique as compared to each other 
objective measure(s). 

36. A computing device as recited in claim 0, wherein 
resource constraint comprises one or more of spatial region 
size (T), color depth, and/or ratio of compression. 

37-49. (canceled) 


