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METHOD AND APPARATUS FOR 
RESTORING SERVICE LABEL 

INFORMATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. patent 
application Ser. No. 10/889,647, filed Jul. 12, 2004, the con 
tent of which is hereby incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention relates to communication net 
works and, more particularly, to a method and apparatus for 
restoring service label information. 
0004 2. Description of the Related Art 
0005 Data communication networks may include various 
computers, servers, nodes, routers, Switches, bridges, hubs, 
proxies, and other network devices coupled together and con 
figured to pass data to one another. These devices will be 
referred to herein as “network elements.” Data is communi 
cated through the data communication network by passing 
protocol data units, such as data frames, packets, cells, or 
segments, between the network elements by utilizing one or 
more communication links. A particular protocol data unit 
may be handled by multiple network elements and cross 
multiple communication links as it travels between its source 
and its destination over the network. 
0006. The various network elements on the communica 
tion network communicate with each other using predefined 
sets of rules, referred to herein as protocols. Different proto 
cols are used to govern different aspects of the communica 
tion, such as how signals should be formed for transmission 
between network elements, various aspects of what the pro 
tocol data units should look like, how packets should be 
handled or routed through the network by the network ele 
ments, and how information associated with routing informa 
tion should be exchanged between the network elements. 
0007. A Virtual Private Network (VPN) may beformed by 
securing communications between two or more networks or 
network elements to form a VPN tunnel, such as by encrypt 
ing or encapsulating transmissions between the networks or 
network elements. Using VPN tunnels enables information to 
be exchanged securely between geographically dispersed 
sites without obtaining dedicated resources through the net 
work. 
0008 To enable devices on one VPN site to communicate 
with devices on another VPN site via the VPN tunnel, it is 
necessary to exchange routing information between the two 
VPN sites. Likewise, as network elements are added and 
removed from the networks, or as problems are encountered 
and fixed in the networks, the routing tables need to be 
updated and advertised to the other participating sites in the 
VPN. Whenever a route is advertised, a service label is 
attached to the route, as discussed in greater detail below. 
0009. There are several commonly utilized methods of 
establishing VPN tunnels on a network. For example, VPNs 
may be established by customers through the deployment of 
network elements configured with VPN software. These 
VPNs will be referred to herein as Customer Premise Equip 
ment-based (CPE-based) VPNs. Another way of establishing 
VPNs is to configure the VPN at the Provider Edge (PE) 
network elements to allow the service provider to provision 
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VPN services on behalf of the customer. One common way to 
do this is described in Internet Engineering Task Force (IETF) 
Request For Comments (RFC) 2547, the content of which is 
hereby incorporated herein by reference. RFC 2547 describes 
a VPN architecture in which MultiProtocol Label Switching 
(MPLS)-based tunnels are used to forward packets over the 
network backbone. A protocol referred to as Border Gateway 
Protocol (BGP) is used to distribute routes over the backbone 
for VPNs provisioned through a particular PE network ele 
ment. Routing information for these Provider-Provisioned 
VPNS is stored in a VPN routing and forwarding table (VRF) 
or a distinguishable area of the PE's common VRF. VPNs 
established utilizing the 2547 VPN model will be referred to 
herein as “VRF-based VPNs. 

(0010 VRF-based VPNs may be designed to have having 
many different access topologies. One popular topology is 
commonly referred to as a “Hub and Spoke' topology, 
although other topologies Such as a full mesh topology may 
be used as well. In a hub and spoke topology, the hub controls 
communications on the VPN such that all spokes can talk to 
the hub. In a “strict hub and spoke topology, the spokes are 
only allowed to talk to the hub. In a “loose' hub and spoke 
topology, spokes are allowed to talk to each other as well, but 
may only do so through the hub. This allows the hub to control 
communication between the spokes. In a mesh topology, the 
sites all are allowed to talk to each other. 

0011 FIG. 1 illustrates an example of a VPN topology 
formed using VRF-based VPNs. As shown in FIG. 1, the VPN 
service provider provides interconnectivity amongst Cus 
tomer Edge (CE) network elements 10. ACE device 10 is a 
device which resides in a VPN site 12 and connects to a 
Provider Edge node 14. Essentially, a CE device allows the 
VPN site access to one or more remote VPN sites which 
belong to the same VPN. A Provider Edge (PE) node is a 
router which attaches to one or more CE devices and peers 
using Interior BGP (IBGP) with at least one other PE node. 
The PE node allows remote access to other VPNs which are 
locally supported by this PE. When handling Internet Proto 
col (IP) traffic, a PE node acts as a Label Edge Router which 
terminates Label Switched Path (LSP) tunnels used to for 
ward traffic to other PE nodes. PE nodes may be directly 
connected to other PE nodes, or may be connected through 
other network elements such as backbone routers 16. Back 
bone routers are commonly designated in the industry by the 
letter P. The provider “P” router is a backbone router which 
provides interior gateway protocol connectivity between PE 
nodes. P routers are generally not connected to CE devices 
and thus have no need for knowledge of VPN routing infor 
mation. It may be possible for a given router to act as a PE 
node for some VPNS and as a P router for other VPNs. 

0012. In a VRF-based VPN context, the PE routes form the 
tunnel end points for the VPN tunnels and have information 
associated with the configuration of the VPNs on the network. 
The P routers, by contrast, are configured to forward traffic 
and have no information about the VPNs configured through 
them. In an MPLS network 18, this is accomplished by MPLS 
label Switching along label Switched paths through the net 
work. Service labels are thus unrelated to MPLS labels, as 
MPLS labels are used to switch the traffic on the network 
whereas the service labels are used by the tunnel endpoints to 
specify how the tunnel traffic should be handled at the tunnel 
end point. 
0013. In a VRF-based VPN architecture, each VPN con 
figured through a network element will be associated with a 
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particular VPN routing and forwarding table (VRF). Since 
routes within the VRF may have non-unique IP addresses, it 
is not possible to designate routes globally using their IP 
address alone. Accordingly, it has become common to asso 
ciate one or more service labels with VPNs provisioned 
through a particular network element. 
0014 Service labels are 20bit identifiers that are assigned 
by the network element maintaining the VRF and are adver 
tised on the network along with the route information. When 
a PE on the opposite end of the tunnel wants to communicate 
a packet of information through the VPN tunnel, it addresses 
it to the IP address, attaches the service label that was pro 
vided by the network element, and sends the packet out onto 
the MPLS network using the next hop attribute associated 
with the route through the network. When the terminating PE 
network element receives the packet, it uses the service label 
to identify the VRF to which the packet belongs, and uses the 
IP address associated with the packet to index into the VRF 
associated with that VPN to determine how it should handle 
the packet. Alternatively, the network element may forward 
the packet based on the service label lookup alone. 
0015. A network element may host hundreds or thousands 
of VPNs at the same time. Each VPN may be associated with 
a single service label, or multiple service labels may be 
assigned to each VPN. The manner in which service labels are 
assigned to VPNs is commonly referred to as service label 
management. Service label management is an important 
aspect of VPN management and network element design, 
since the service labels are used by the dataplane to determine 
to which VPN (or VRF) an incoming packet belongs. An error 
in service label management may result in routes from one 
VPN inadvertently being included in the wrong VRF, which 
compromises the security of the VPNs. 
0016 IETF RFC 2547 describes three ways in which ser 
Vice labels may be used, each of which has particular advan 
tages and disadvantages. For example, service labels may be 
assigned on a per-VPN basis, such that each VPN is provided 
with one service label. This has the advantage that there are 
fewer service labels to keep track of and manage, and thus is 
the easiest to manage from a service label management per 
spective. Since each service label may be associated with 
many routes, however, the data plane is required to do a full IP 
lookup for each packet received and, thus, this service label 
management system tends to be less Scalable at the data plane. 
Also, for particular VPN architectures, such as a strict hub and 
spoke topography, performing an IP lookup and taking action 
on an IP address basis may present security problem, as traffic 
may inadvertently be leaked between spokes instead of all 
passing through the hub. 
0017. Another way in which service labels may be 
assigned is on a per route basis. Since there may be many 
routes, this method results in an inefficient control plane 
implementation. Specifically, since the number of service 
labels must be increased to the order of the number of routes 
maintained by the VRFs, a very large number of service labels 
must be generated and managed. Since the service label, as 
mentioned above, is a 20 bit number, this also limits the 
number of routes maintainable by the VRFs to around 1 
million, which causes scalability problems in the dataplane as 
well. 

0018. The third way service labels may be assigned is on a 
per next-hop basis. Generally, a network element may be 
connected to anywhere between 1 and 10 or so other provider 
and provider edge network elements. Allocating a different 
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service label per next hop basis enables a lower number of 
service labels to be generated for each VRF, while accelerat 
ing handling of packets at the control plane by allowing the 
dataplane to determine an indication of the next hop for the 
packet from the service label without requiring the dataplane 
to do a full IP lookup for each packet. Additionally, by elimi 
nating the IP lookup requirement, this method is frequently 
preferred for particular VPN topographies, such as for strict 
hub and spoke VPN topologies. 
0019. Different vendors have adopted one of these service 
label management schemes depending on their particular 
view of how the service labels should be used and managed. 
Since each service label management scheme has its advan 
tages and disadvantages, selecting a particular service label 
management scheme limits what you can do with the network 
element. Particularly, selection of a particular service label 
scheme may affect the number of service labels you are 
required to generate and manage, as well as the number and 
type of lookups that must be performed by the data plane of 
the network element. Both of these aspects may affect the 
scalability of components of the network element as well as 
dictate the types of services the network element is able to 
provide. 
0020. When a control plane of a network element fails, if 
the service label allocations are lost, new service labels will 
need to be allocated for use on the network. This causes 
service label churn which can disrupt traffic on the network. 
Additionally, since some of the new service labels to be 
allocated by the network element may already have been 
distributed by the control plane prior to the failure, these 
labels may already be associated with other routes and other 
VPNs. Accordingly, it would be desirable to maintain the 
service label database upon failure of the control plane to 
avoid assigning new service labels upon failure. 

SUMMARY OF THE INVENTION 

0021. The present invention overcomes these and other 
drawbacks by providing a method and apparatus for restoring 
service label information upon a control plane failure. 
According to an embodiment of the invention, a service label 
type attribute is introduced to the service labels to enable the 
network element to treat packets associated with different 
service label types in different manners. This allows the ser 
Vice label management system to use more than one service 
label type to adapt the service label to the particular circum 
stances to optimize scalability of the data plane, minimize 
overhead associated with service label management, and pro 
vide particular services on the network element. The different 
service label types may be defined to enable additional infor 
mation to be provided about an incoming packet associated 
with the service label or to enable the network element to take 
particular actions on packets associated with the particular 
service label types. This allows enhanced services to be pro 
vided while maintaining scalability in both the data and con 
trol plane. 
0022. According to another embodiment of the invention, 
a service label management system is provided to dynami 
cally manage service labels associated with flows and routes 
on the network to assign service labels to optimize character 
istics of the VPNs provisioned through the network element. 
By using service labels of different types, the service label 
management system is able to define how a particular flow is 
to be handled by the dataplane to enable both service label 
management optimization as well as dataplane optimization. 
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0023. According to another embodiment of the invention, 
the service label management may be done in a dynamic 
manner so that service labels may be selected for routes in a 
dynamic fashion as the network changes. For example, it may 
initially be advantageous to allocate service labels on a per 
route basis for a particular VRF while the VPN associated 
with that VRF has few routes, and then switch to a per-VRF 
basis once the VPN has acquired a larger number of routes. By 
allowing the service label management system to select a 
particular service label management scheme in an adaptive 
manner based on the particular circumstances associated with 
the VPN, and to apply different service label management 
schemes to differentVPNs, the network element can optimize 
service label management for the VPNs provisioned through 
the network element. 
0024. According to yet another embodiment of the inven 

tion, the service label management system may allocate Ser 
Vice labels in a secure manner Such that transferring from one 
service label management system to another does not cause 
traffic from one VPN to leak into another VPN space. Par 
ticularly, according to an embodiment of the invention, pre 
viously used service labels are maintained obsolete for a 
particular period of time (optionally related to the time-out 
periods for routes to decay on the network) before being 
reallocated to a new route or new VPN. This enables the 
service labels to be reused in a secure manner without jeop 
ardizing the security of the VPN with which they were pre 
viously associated. 
0025. According to yet another embodiment of the inven 

tion, the service label management system enables recovery 
of service label information after a control plane failure, by 
causing the original request that resulted in allocation of the 
service label to be stored in the data plane along with the 
service label. By storing the request in the data plane along 
with the service label, the service label and original request 
information may be restored to the control plane from the data 
plane. Generation of new requests for service labels may thus 
be matched against previous requests so that the same service 
labels may continue to be used despite a control plane failure. 
This minimizes service label churn on the network by allow 
ing service labels to continue to be used despite a loss of the 
control plane data. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0026. Aspects of the present invention are pointed out with 
particularity in the appended claims. The present invention is 
illustrated by way of example in the following drawings in 
which like references indicate similar elements. The follow 
ing drawings disclose various embodiments of the present 
invention for purposes of illustration only and are not 
intended to limit the scope of the invention. For purposes of 
clarity, not every component may be labeled in every figure. 
In the figures: 
0027 FIG. 1 is a functional block diagram of an example 
of a Virtual Private Network (VPN) network topology: 
0028 FIG. 2 is a functional block diagram illustrating the 
flow of routing information in the VPN network topology of 
FIG. 1: 
0029 FIG.3 is a functional block diagram of a PE network 
element according to an embodiment of the invention; 
0030 FIG. 4 is a functional block diagram illustrating the 
flow of data on a data plane of a Provider Edge (PE) network 
element, such as the PE network element of FIG.3, according 
to an embodiment of the invention; 
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0031 FIG. 5 is a functional block diagram of a software 
architecture for a service label management system according 
to an embodiment of the invention; 
0032 FIG. 6 is a flow chart illustrating a process of assign 
ing labels using the software architecture of FIG.5 according 
to an embodiment of the invention; and 
0033 FIG. 7 is a flow chart illustrating a process of recov 
ering from a control plane fault according to an embodiment 
of the invention. 

DETAILED DESCRIPTION 

0034. The following detailed description sets forth numer 
ous specific details to provide a thorough understanding of the 
invention. However, those skilled in the art will appreciate 
that the invention may be practiced without these specific 
details. In other instances, well-known methods, procedures, 
components, protocols, algorithms, and circuits have not 
been described in detail so as not to obscure the invention. 
0035. A method and apparatus for adaptive service label 
management enables different types of service labels to be 
used depending on the particular properties of the VRF with 
which they are associated and the type of service to be pro 
vided on the network. A notion of service label type is intro 
duced that allows service labels to be assigned in an adaptive 
manner depending to optimize scalability of the data plane, 
minimize overhead associated with service label manage 
ment, and allow new services to be offered. Service label 
management may be done in a dynamic manner so that Ser 
vice labels may be selected for routes in a dynamic fashion as 
the network changes. VPNs handled by the network element 
may have different types of service labels, and different 
routes within a particular VPN may have different service 
label types. Service label requests may be backed up on the 
data plane to allow the control plane to reallocate service 
labels after a control plane failure. These and other aspects of 
the invention will be discussed in greater detail below. 
0036 FIG. 2 illustrates the flow of routing information in 
a VPN. As shown in FIG. 2, when a CE 10 learns a route, e.g. 
PE2 learns route R2, the PE 14 will advertise that route 
according to the route export policy of the VRF for that route. 
The route will be sent to all sites and imported into an appro 
priate VRF(s) by those sites according to the route importa 
tion policy for those VRF(s). Depending on the VPN topog 
raphy, the route importation policies may differ. For example, 
in a mesh implementation, the route will be imported by all 
sites whereas in a hub and spoke implementation the route 
will be imported by the Hub VRF only. The PE advertising the 
route will associate a service label with the route R2 when it 
is advertised so that traffic destined for route R2 can include 
the PE's service label. As discussed in greater detail below, 
according to an embodiment of the invention, the service 
label may be used for many different purposes depending on 
the type of service label used by the PE network element for 
that particular route R2. 
0037 FIG. 3 illustrates one embodiment of a network 
element 20 that may be configured to implement an embodi 
ment of the invention. The invention is not limited to a net 
work element configured as illustrated, however, as the inven 
tion may be implemented on a network element configured in 
many different ways. The discussion of the specific structure 
and methods of operation of the embodiment illustrated in 
FIG. 3 is intended only to provide one example of how the 
invention may be used and implemented in a particular 
instance. The invention more broadly may be used in connec 
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tion with any network element configured to handle protocol 
data units on a communications network. The network ele 
ment of FIG.3 may be used as an edge router 14, a router/ 
Switch 16, or another type of network element, on a commu 
nication network Such as the communication network 
described above in connection with FIG. 1. 

0038. As shown in FIG.3, a network element 20 generally 
includes Input/Output (I/O) cards 22 configured to connect to 
links in the communications network. The I/O cards 22 may 
include physical interfaces, such as optical ports, electrical 
ports, wireless ports, infrared ports, or ports configured to 
communicate with other conventional physical media, as well 
as configurable logical elements capable of operating as 
MAC (layer 2) ports under the direction of an interface man 
ager, described in greater detail below. 
0039. One or more forwarding engines 24 are provided in 
the network element to process packets received over the I/O 
cards 22. The forwarding engines 24 forward packets to a 
switch fabric interface 26, which passes the packets to a 
switch fabric 28. The switch fabric 28 enables a packet enter 
ing on a port on one or more I/O cards 22 to be output at a 
different port in a conventional manner. A packet returning 
from the switch fabric 28 is received by one of the forwarding 
engines 24 and passed to one or more I/O cards 22. The packet 
may be handled by the same forwarding engine 24 on both the 
ingress and egress paths. Optionally, where more than one 
forwarding engine 24 is included in the network element 20, 
a given packet may be handled by different forwarding 
engines on the ingress and egress paths. The invention is not 
limited to any particular forwarding engine 24, Switch fabric 
interface 26, or switch fabric 28, but rather may be imple 
mented in any suitable network element configured to handle 
packets on data flows through a network. One or more Appli 
cation Specific Integrated Circuits (ASICs) 30, 32 and pro 
cessors 34.36 may be provided to implement instructions and 
processes on the forwarding engines 24. Optionally, a 
memory 38 may be included to store data and instructions for 
use by the forwarding engines. 
0040. Applications 40 running on the network element, 
may require interfaces to be created across one or more ports 
on the I/O cards 22. Examples of applications include IP 
VPNs, VRF instances, Virtual Private Wire Service instances, 
Label Distribution Protocol instances, and numerous other 
types of applications. An interface manager 42 may be pro 
vided to establish an environment for support of a media 
abstraction layer, to enable the applications to have access to 
various interface types without the creation of dependencies 
between the applications and interfaces. 
0041 As shown in FIG.3, the interface manager generally 
includes one or more control cards 44 configured to manage 
creation of interfaces on the network, and one or more data 
service cards 46 configured to implement the interfaces on the 
network element by interfacing with line cards 22 (also 
referred to herein as input/output or I/O cards), and interfac 
ing with the forwarding engines on the network element. 
Other data plane architectures may be used as well, and the 
invention is not limited to implementation on the illustrated 
embodiment. For example, the data plane may be designed 
Such that a single data service card is used to interface with all 
I/O cards. Alternatively, the data service cards may be inte 
grated with the I/O cards. The invention is thus not limited to 
a particular architecture as it may be used in numerous dif 
ferently configured network elements. 
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0042 Interfaces may have many different properties. For 
example, a given interface may include physical encapsula 
tion, logical channels, services per logical channel, and 
attributes of these services. The interface manager enables 
interfaces to be described in this manner, thus enabling mul 
tiple interfaces to be created to Support the applications. 
Depending on the type of application, different service labels 
may need to be allocated. According to an embodiment of the 
invention, a service label management process is instantiated 
in the control plane. Such as on the control card or on the data 
service cards, to allocate service labels to applications on the 
network. 
0043 FIG. 4 illustrates a functional block diagram illus 
trating the flow of data on a data plane of a Provider Edge (PE) 
network element 14 according to an embodiment of the inven 
tion. As shown in FIG. 4, the data plane 48 of a network 
element includes the components of the network element that 
are configured to handle data traffic for established routes and 
paths on the network. Examples of components that may be 
included in the data plane include the line cards, forwarding 
engines, and Switch fabric, although other components may 
be included as well. The control plane generally includes 
those components that serve to set up connections on the 
network and then program the data plane to handle the con 
nections. An example of components that may generally be 
included in the control plane include the control card and data 
service cards, as well as a controlling network processor (not 
shown) configured to control operation of the network ele 
ment as a whole. 

0044 As shown in FIG. 4, packets of data arrive at an 
ingress line card 22 under the control of an ingress data 
service card 50. A data service card may manage multiple line 
cards and the same data service card may serve as an ingress 
data service card for packets arriving from the core and may 
serve as an egress data service card for packets exiting onto 
the core. The ingress data service card will perform an ingress 
service label lookup and instruct the line cards to forward the 
packet based on the type of service label determined from the 
service label lookup. 
0045 Conventionally, a service label lookup has been 
used to return a value indicative of the VRF to which the 
service label has been assigned. According to an embodiment 
of the invention, the service label lookup returns in addition a 
value indicative of the type of service label. By returning a 
service label type indication, the network element can be 
instructed to perform particular operations on the packet. The 
value of the service label lookup continues to return the VRF 
information as well, however. Thus, a service label table may 
be considered to include two values for each service label—a 
service label type attribute and a VRF identification attribute. 
For example, the a service label lookup on a particular packet 
may identify the VRF associated with the packet and that the 
service label type is such that the ingress service card 50 
should perform additional operations on the packet. Depend 
ing on the service label type, the data plane may be instructed 
to perform particular operations, such as forward the packet 
to the control plane 52 for further processing, forward the 
packet to one or more of the egress service cards 54, or drop 
the packet. 
0046 Service Labels 
0047 Service labels are 20bit identifiers that are assigned 
by a PE network element to facilitate handling of incoming 
packets. For example, a service label may enable the network 
element to accelerate processing of incoming packets to 
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enable the data plane to scale to handle larger numbers of 
packets in a given time. Service labels thus allow faster pro 
cessing of the incoming packets by providing information to 
the network element about the packet associated with the 
service label. Since they are used by the network element to 
handle incoming packets, they are advertised along with the 
routes and are attached by the networkelements when packets 
are forwarded back to the PE network element. 
0048. Additionally, the address mechanisms used on the 
networks interconnected by the provider network, such as the 
IP addresses of the packets, may not be globally unique. Thus, 
two VPNs may contain routes that each are associated with 
identical IP addresses. Service labels allow a PE network 
element to handle packets associated with differentVRFs that 
have the same IP address without leaking traffic from one 
VRF to another VRF. Since service labels are assigned on a 
per VRF basis (service labels do not span VRFs) the service 
label value serves as an additional way of distinguishing 
traffic between VPNs. 
0049 According to an embodiment of the invention, ser 
vice labels are associated with service label types when allo 
cated, and a service label type attribute is associated with the 
service labels such that the service label type may be ascer 
tained from a service label lookup. The service label type 
attribute of the service label indicates, to the networkelement, 
how the packet associated with the service label should be 
handled or processed. By defining actions that should be 
taken on a per service label type, rather than requiring the 
network element to take the same action for all packets, 
handling of packets on the control plane may be optimized. 
Additionally, new services may be defined or enabled due to 
the flexibility in how the network element handles packets. 
0050. In the discussion above and in what follows, a ser 
vice label length of 20 bits will be described, since that is the 
current standard. Should the standard change or be amended 
to allow service labels of other sizes, the invention may be 
practiced using service labels of other sizes without departing 
from the scope of the invention. 
0051. The particular service label type may be determined 
by the data plane via a service label lookup. The data structure 
in which the lookup is performed may be created to allow the 
data plane to determine the service label type as well as the 
VRF to which the service has been assigned. For example, the 
data structure may include a service label type attribute for 
each service label, in addition to an indication of the VRF 
with which the service label is associated. In this data struc 
ture, a successful service label lookup will result in a service 
label entry, which will include both the service label type 
attribute and the VRF information for that service label. The 
invention is not limited in this manner, however, as other data 
structures may be used as well. 
0052 Service Label Types 
0053. Through the use of service labels, it is possible to 
enhance Scalability, enhance management of routes, alter 
how packets are handled on the dataplane, and allow addi 
tional services to be provided by the network element. 
According to an embodiment of the invention, the service 
labels are provided with a new attribute—service label type— 
that may be used to communicate to the data plane how the 
packet associated with the service label is to be handled. 
Several service label types are described herein; the invention 
is not limited to these particular service label types as numer 
ous other additional service label types may be created as well 
to perform additional enhanced services. 
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0054 Service label types are not the same as service label 
values. Specifically, the service label type identifies to the 
data plane the type of service label that is associated with the 
packet. Depending on the type of service label, the dataplane 
may be able to take particular actions to handle the packet in 
an optimized fashion. For example, the service label type may 
identify to the dataplane the output port card to which the 
packet should be sent without requiring the input port card to 
perform an IP lookup or other lookup. 
0055. The value of the service label, however, regardless 
of type identifies to the network element the VRF with which 
the incoming packet is associated. In many instances, there 
will be one service label of a particular type allocated for each 
VRF. In other instances, there will be multiple service labels 
of a particular type allocated for each VRF. In the following 
discussion, each service label type maintains this distinction 
and will continue to have a service label value that is usable by 
the network element to determine the particular VPN with 
which the traffic is associated. Several example service label 
types will be described below. The invention is not limited to 
an embodiment that uses all or only these particular described 
service label types. 
0056 Service Label Type=Loopback 
0057 Network elements are commonly configured with a 
virtual address, referred to as a loopback address, that is not 
associated with any one particular physical address. Since the 
loopback address is a virtual interface, it will not be affected 
by a line card failure and, hence, may be advertised instead of 
a physical interface on the network. 
0.058 Loopback interfaces require additional processing, 
since the data plane or control plane needs to determine over 
which interface an incoming packet should be forwarded. 
Thus, according to an embodiment of the invention, a service 
label type-loopback may be defined to identify to the data 
plane that any incoming packet with that service label type is 
addressed to the loopback address and thus should be treated 
accordingly. By defining a loopback service label type, the 
dataplane knows the packet is addressed to the loopback 
interface and may perform a service label lookup to determine 
which VRF the packet is associated with. 
0059. Thus, one service label may be allocated per VRF 
basis for all loop-back addresses configured on a given VRF. 
Such dedicated service label scheme is used to handle termi 
nating traffic destined to the loop-back address. Traffic arriv 
ing with such service label will be redirected to the control 
plane for further processing. Specifically, as shown in FIG.3, 
upon receiving a packet, the ingress data service card 50 will 
perform a service label lookup, determine that the service 
label is a loopback type, and redirect the packet to the control 
card 52 for further processing. 
0060 Service Label Type=Per Interface Group 
0061 An interface group is a collection of interfaces that 
physically reside on a given line card. From a data plane 
optimization standpoint, it may be advantageous to define a 
service label on a per-line card basis, such that whenever a 
packet is received at an ingress port the ingress card may 
determine, based on the value of the service label, the egress 
line card host the port over which the packet will be for 
warded. According to an embodiment of the invention, a 
service label type per interface group is defined such that 
when a service label of this type is received, the data plane is 
able to determine that it may forward the packet to the egress 
card associated with the service label using a service label 
lookup without performing an IP lookup. 
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0062. Thus, by defining a service label type based on 
interface group, it is possible to distribute the processing 
between the ingress and egress cards of the network element 
to accelerate handling of packets on the data plane. Specifi 
cally, the ingress card will detect the service label type and 
determine that the service label has been allocated on a per 
interface group basis. Using a service label lookup it will 
determine the egress port card and forward the packet to the 
egress port card. The egress port card will determine the VRF 
associated with the packet based on the value of the service 
label and will index into the VRF using the IP address, or 
other information associated with the packet, to determine the 
output port for the line card over which the packet should be 
transmitted. In this manner the IP lookup may be shifted from 
the ingress port card to the egress port card so that the ingress 
port card is not taxed with both the IP lookup and the service 
label lookup processes. Additionally, the ingress port card is 
not required to be programmed with IP information, to 
thereby save valuable network processor time that would 
otherwise be required to be used to program the ingress port 
card with the IP information to enable it to perform the IP 
lookup. 
0063 For example, assume that a given VRF has 1000 
interfaces (e.g. subscribers that are connecting to the VPN). 
These 1000 interfaces may be connected to the network ele 
ment over a small number of port cards, for example over 5 
port cards. By assigning service labels on a per port card 
basis, it is possible to assign 5 service labels to the 1000 
interfaces. Additionally, by defining a service label type per 
interface group, the data plane knows that the service labels 
have been assigned on a per port card basis, and may use this 
knowledge to efficiently handle packets associated with those 
1000 interfaces. The invention is not limited to this example 
as the service type may be used for many different scenarios 
as well. 

0064. Thus, one service label may be allocated per VRF 
per interface group for locally learned routes (routes from 
locally attached CE routers) or configured static routes. Such 
service label scheme is used to handle IP VPN user traffic 
coupled with a full VRF IP-FPB lookup at the tunnel exit. 
Upon receipt of a packet, the ingress card 50 will perform a 
service label lookup, determine that the service label is an 
interface group type, and forward the packet to the egress card 
54 associated with the egress port. The egress card 54 will 
perform a service label lookup, a full VRFIP FIB lookup, 
perform ARP if the address is unknown, and perform L2 
encapsulation for the packet. The packet will then be for 
warded out on the proper port determined from the FIB 
lookup. 
0065. Service Label Type=Discard Route 
0066. A service label type may be defined to instruct the 
data plane to discard any packets that are associated with that 
service label. This may be advantageous, for example, where 
a VRF advertises an aggregate route representing a range of 
smaller routes. It may be that some of the routes advertised 
this way are not valid due to an inherent inability to be precise 
in which routes are advertised in the aggregate route adver 
tisement. Accordingly, it may be desirable to assign a service 
label to particular routes indicating that the traffic on those 
routes should be dropped by the data plane. According to an 
embodiment of the invention, a service label type=discard 
route is defined. When the data plane receives a packet 
attached to a service label of this type, the data plane knows to 
drop the packet and does not perform any further lookup, 
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forwarding, or enqueueing operations on the packet. This 
reduces the amount of overhead expended by the data plane to 
process packets that will ultimately be dropped by the net 
work element. 
0067. A particular VRF may have many routes that are to 
be discarded. According to one embodiment of the invention, 
a service label may be created for the VRF for those routes 
that are to be dropped. By using a service label of the discard 
route type, the data plane will drop the packets as described 
above. By using the same service label for all discard routes of 
a particular VRF, the control plane may manage the several 
routes using one service label per VRF to thus minimize 
service label management overhead. 
0068 Thus, a service label may be allocated per VRF for 
all of its discard routes. Such service label scheme is used to 
handle discard traffic in the ingress direction. Upon receipt of 
a packet, the ingress card 50 performs a service label lookup 
and determines that the service label is the discard type. The 
packet is then dropped 36 without forwarding through the 
remainder of the data plane to free resources that are not 
intended to be dropped by the network element. 
0069. Service Label=Flow Distribution 
0070 Occasionally it is desirable to distribute flow across 
multiple egress links to different attached Customer Edge 
(CE) network elements. For example, a given PE network 
element may be connected via two or more links to a given CE 
network element or via two or more links to different CE 
network elements. Frequently, to enhance redundancy within 
the network element, the two or more links will be split to be 
connected to two or more interface cards or port cards. Split 
ting the links to be interfaced via different port cards enhances 
resiliency of the connection since both links will not be 
affected by a given port card failure. 
0071 Splitting the traffic between port cards presents an 
additional challenge for the ingress port card 50. Specifically, 
traffic received at the ingress port card 50 must be split by the 
ingress port card and forwarded over the internal switch fab 
ric two or more different ways such that part of the ingress 
traffic is passed to one egress port card 54a and the other 
portion of the traffic is passed to another egress port card 54b. 
0072 According to an embodiment of the invention, a 
service label type=flow distribution is assigned to signal to 
the ingress port card that the packet associated with the Ser 
vice label is to be subject to flow distribution within the 
network element. This signals to the network element that it 
must make a flow determination in connection with the for 
warding determination to accelerate the flow distribution pro 
CCSS, 

0073 Assume that a packet is received at an ingress port 
card 50. Using normal processing, the ingress port card would 
perform an ingress IP lookup to determine the output port 
card over which to forward the packet. If route distribution 
was to be performed, for example in connection with Equal 
Cost Multi-Path (ECMP) or link level multihoming redun 
dancy, the ingress port card would determine this from the IP 
lookup and then perform a hashing or other function to select 
one of the possible egress cards, and then forward the packet 
to the egress card. By communicating to the ingress card 
through the use of a particular service label type that the 
packet is to be subject to route distribution, the ingress port 
card can perform the hash process or other process without 
performing an ingress IP lookup to thus accelerate handling 
of the packet. The determination as to where to send the 
packet, in this context, may be done using any conventional 
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manner, such as via a hash algorithm by hashing on the Source 
IP and destination IP addresses contained in the packet. 
Optionally the service label may have a sub-type to indicate 
which flow direction algorithm should be used to direct the 
flow of the packets. The invention is not limited to these 
particular examples, however, or to any particular flow direc 
tion algorithm or mechanism. 
0074 Thus, a service label may be allocated per VRF to 
distribute traffic from the core network over multiple egress 
data service cards. Such distribution is generally enabled for 
Equal Cost MultiPath (ECMP) routes and aggregate routes. 
Specifically, according to an embodiment of the invention, 
each VRF constructs a list of egress cards over which its 
interfaces span. Traffic arriving from the core network at the 
ingress card 50 with a service label of the flow distribution 
type will trigger a hashing algorithm based on the incoming 
packet's IP source? destination address, protocol type, and 
redirect it to one of the egress cards 54a, 54b in the egress card 
list for further processing. Although a hashing process has 
been described, the invention is not limited in this manner as 
other selection processes may be used as well. 
0075 Service Label=Per VRF 
0076. A service label per VRF basis may be allocated to 
enable ingress VRFIP FIB lookup for traffic arriving from the 
core network. Service per VRF is one of the service label 
types described in IETF RFC 2547, and thus will not be 
described in great detail herein. Additional information about 
this service label type may be found in IETF RFC 2547, the 
content of which is hereby incorporated herein by reference. 
Traffic arriving will be subject to a service label lookup which 
will determine that the packet has a service label of the per 
VRF type. This service label allocation scheme may be par 
ticularly useful for aggregate VRFs for management VRFs, 
although the invention is not limited in this manner. 
0077 Service Label=Per Next Hop 
0078. In particular circumstances, it is efficient to allocate 
service labels on a per next hop basis Such that each route that 
passes through the next hop is assigned the same service 
label. This is particularly the case where there are a small 
number of available next hops and it is thus efficient, from a 
control plane standpoint, to manage a small number of service 
labels. This also may be advantageous from the data plane 
standpoint, as the data plane may determine the next hop 
attribute associated with incoming packets simply from doing 
a service label lookup and without performing a full IP 
lookup. This type of service label indicates to the data plane 
that the service label is a next hop type, and that the data plane 
may obtain the next hop information for the packet from the 
service label lookup. The value of the service label indicates 
the VRF as well as the next hop attribute for the packet. 
Service label per next hop is one of the service label types 
described in IETF RFC 2547, and thus will not be described 
in great detail herein. Additional information about this ser 
vice label type may be found in IETF RFC 2547, the content 
of which is hereby incorporated herein by reference. 
0079. One limitation to this type of service label is that it 
specifies the next hop explicitly, and thus does not lend itself 
to use with flow distribution. Especially with ECMP routes, 
which often require packets for the same route to pass through 
different next hops, this next hop service type is not appli 
cable. However, for those routes that are not subject to flow 
distribution, this service type may advantageously accelerate 
handling of packets at the dataplane without incurring exces 
sive service label management overhead at the control plane. 
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0080 Thus, a service label per VRF per next-hop basis 
may be allocated to enable packets to be forwarded on a per 
next-hop basis. Such service labels are allocated for locally 
learned routes (routes from locally attached CE routers) or 
configured static routes. Traffic arriving from the core net 
work on an ingress card will be subject to a service label 
lookup and will be subject to service label based forwarding. 
Since IPFIB lookups are viewed as potentially compromising 
security, and allocating service labels on a per next-hop basis 
is generally used to avoid this potential security problem, 
traffic associated with a per next-hop basis service label is 
forwarded without an IP FIB lookup. This also helps accel 
erate processing of the packet on the data plane. 
I0081. Service Label Type=Attached Subnet 
I0082 Depending on the network topology, a service label 
per next hop may not be appropriate, for example where the 
packet is addressed to a network element that is directly 
attached to the PE network element or to a subnet that is 
connected to the PE network element. Packets of this type 
may require the network element to perform additional pro 
cessing, which require the packets to be directed to the control 
plane. Additionally, the next hop in this instance may be to 
one of a large number of directly connected receivers. Since 
one benefit of using service labels is to allow the data plane to 
scale to handle more routes and traffic, using a separate Ser 
vice label for each network element that is associated with an 
attached subnet does not lead to enhanced efficiency. Accord 
ingly, a service label type-attached subnet may be created for 
each VRF to identify to the data plane those packets that are 
associated with an attached subnet. Where all the attached 
subnets are connected to the PE network element through a 
particular interface card, traffic arriving with this service label 
type may be routed directly to that card for processing. The 
egress card may then do local determination Subprocessing, 
network address translation, and other functions commonly 
performed with forwarding traffic onto a local attached sub 
net 

I0083. Thus, a service label per VRF per attached subnet 
basis may be allocated to enable optimized IP VPN datapath 
at the tunnel exit. Such service labels are allocated to handle 
subnet specific behaviors such as broadcast traffic, and traffic 
terminating on locally attached interfaces. In this service 
type, data arriving at an ingress card is subject to a service 
label lookup at the ingress card 50 and routed internally to the 
egress card 54 where it is processed as locally terminating 
traffic. 
I0084. Service Label Type=ECMP 
I0085 Many customers want to allocate service labels on a 
per next-hop basis, because of the advantages gained in the 
data plane as well as the enhanced security associated with 
this type of service label allocation. Specifically, from a secu 
rity standpoint, a customer may not want any IP lookup at the 
tunnel exit to prevent unauthorized traffic from being able to 
be visible to another site. For example, in a hub-and-spoke 
topology, the hub may require all spoke traffic to only pass 
through the hub, and not allow any inter-spoke direct com 
munication. In this instance, requiring service labels to be 
allocated on a per next-hop basis, denoting the next hop as the 
CE hub, prevents traffic from being routed via IP address 
from one spoke to another. 
I0086. Unfortunately, service label management on a per 
next-hop basis prevents routes, such as Equal Cost MultiPath 
(ECMP) routes from being used. In this context, an ECMP 
route is a generic term for two or more routes that have the 
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same start and end points and approximately equivalent cost, 
and thus may be used interchangeably to carry traffic. The 
nice aspect of ECMP routes is that they may be used to 
provide redundant paths through the network and, by balanc 
ing traffic on the several routes, less congestion can be 
expected between the end-points. 
0087. When service labels are allocated on a per next-hop 

basis, however, the path is strictly set by the next hop identi 
fied by the service label. Thus, traffic for a route will always 
be advertised with the same service label and, hence, will 
always take the same next hop. Thus, traffic balancing across 
ECMP routes is not possible in a per next-hop service label 
management System. 
0088 According to an embodiment of the invention, a 
service label management system enables service labels to be 
allocated on a per ECMP route basis. In this embodiment, the 
service label instead of pointing to a single next hop, points to 
a set of next hops that may be used to forward the packet. 
0089. When a packet arrives at the data plane, the ingress 
network processor will perform a service label lookup, deter 
mine the service label is of the ECMP type, and determine 
which routes are associated with the VPN. The data plane 
then performs a hash operation on aspects of the IP header or 
other selection operation to route packets from a flow consis 
tently over one of the routes associated with the ECMP route. 
In this manner, the service label per ECMP route enables 
packets to be forwarded on over the routes forming the ECMP 
route. Additionally, because an IP lookup was not performed, 
the security rules associated with maintaining strict security 
over routes may be maintained. 
0090. The service label per ECMP route type is similar to 
the service label flow distribution type discussed above 
although with several distinctions. ECMP routes represent 
two paths from a given network element to another network 
element. Thus, packets associated with a service label per 
ECMP route type will arrive at the same network element 
although they may traverse different paths through the net 
work. Packets associated with a flow distribution type service 
label, however, may take two or more paths through the 
network to reach two or more different endpoints. This allows 
traffic on a VPN to be balanced between two or more VPN 
gateways on a customer's site, for example. Thus, although 
the two types are related, they allow different functions to be 
performed and different services to be offered by the network 
element. Additionally, service labels per ECMP route may be 
allocated on a per route basis, whereas service labels per flow 
distribution are allocated on a per VRF basis. Thus, one 
service label for flow distribution may be used to split traffic 
for the VRF into two or more subsets, whereas service labels 
per ECMP route are used to split traffic on a particular route 
between multiple paths through the network. 
0091 Service Label=Aggregate Route 
0092 Aggregate routes are used to advertise route infor 
mation about a set of contributor routes, which is generally a 
subset of the router's forwarding information base. By des 
ignating a service label as associated with an aggregate route, 
it is possible to identify routes associated with that aggregate 
route as being directed to the subset of the router's forwarding 
information base. Accordingly, when a packet arrives, it is not 
necessary to perform an IP lookup on the full forwarding 
information base, but rather the IP lookup may be performed 
on the restricted portion or subset of the VRF's forwarding 
information base. This may accelerate IP lookups for those 
routes that are associated with the aggregate routes. Aggre 
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gate route service labels are thus allocated on a per-route 
basis. When a packet with a service label per aggregate route 
is received, the network element will perform an IP lookup to 
determine if the packet can be forwarded. This IP lookup may 
be performed at the ingress oregress card. For example, if the 
lookup is performed at the ingress card, the network element 
may perform load balancing on the aggregate route. If it is 
performed at the egress card, the number of IP lookups on the 
ingress card may be minimized. The invention is not limited 
to where the IP lookup is performed and, as discussed below, 
the type of IP lookup will be based on the tunnel exit mode of 
the network element. 

0093. Although several service label types have been 
described herein, the invention is not limited in this manner as 
other service label types may be used as well. 
0094 Tunnel Exit Mode 
0.095 The network element data plane may be optimized 
by controlling if and where an IP lookup will occur and 
minimize the scope of the IP lookup if possible to reduce the 
burden associated with the IP lookup whenever possible. 
Generally, I/O cards facing the core network will carry more 
traffic as the links interfaced to the network element over the 
core tend to be of a higher bandwidth and handle a larger 
numbers of packets, whereas the access cards (egress data 
service cards 54) tend to interface lower bandwidth links and 
tend to handle less of the traffic on a per card basis. Thus, 
minimizing the number of IP lookup operations on the core 
cards is generally considered preferable. Several tunnel exit 
modes will be discussed that differ based on how an IP lookup 
is configured to be handled for the particular tunnel. The 
particular tunnel exit mode associated with a service label 
may be selected on a per service label basis, perVRF basis, or 
in another manner. Tunnel exit, in this instance, refers to the 
fact that the tunnel on the network is terminating at the PE 
network element. The IP mode of the tunnel exit refers to 
where, in the PE network element, an IP lookup is performed 
on packets associated with that tunnel. 
0.096 
0097. If an ingress card (core card) is to perform an IP 
lookup for packets received over a VPN tunnel, the tunnel exit 
mode is set to ingress IP. In this mode, when a VRF is con 
figured, its forwarding information base (FIB) is installed on 
the data service cards over which its interfaces span. When the 
tunnel exit mode of a given VRF instance is set to ingress IP 
its FIB is also installed on every core facing data service card. 
This extended FIB download Scheme allows IP VPN traffic 
from the core (the tunnel end point) to be handled and for 
warded by the ingress network routing engine data service 
cards. This tunnel exit mode may be used in a number of 
different circumstances, but is optimally deployed where the 
VRF holds a low number of routes and a low number of 
exportable routes, as an IP lookup in that instance is relatively 
quick. Where larger numbers of routes are contained in the 
VRF the IP lookup may become difficult to implement at the 
ingress due to the increased amount of processing required to 
perform a full IP lookup in the larger tables. Additionally, 
where the VRF interfaces span many interface card groups, 
setting the tunnel exit mode to ingress IP may be advanta 
geous. 

0098. Depending on the tunnel exit mode, different labels 
may be generated. For example, a VRF with the tunnel exit 
mode set to ingress-IP would be able to generate service 
labels of the loopback type, discard type, and per VRF type. 

Tunnel Exit Mode: Ingress IP 
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The other label types discussed above do not require an 
ingress IP lookup, and thus typically wouldn't be available in 
this tunnel exit mode. 
0099 Tunnel Exit Mode: Egress IP 
0100. When a VRF is configured, its FIB is installed on the 
data service cards over which its interfaces span. When the 
tunnel exit mode of a given VRF instance is set to egress-IP, its 
tandem IP VPN traffic from the core is handled and forwarded 
by the egress data service cards. Essentially, in this tunnel exit 
mode, the ingress data service cards are configured to forward 
traffic to one or more egress data service cards, which perform 
an IP lookup to determine how the traffic should be handled. 
Because the egress data service cards are generally less traf 
ficked, they may be better equipped to perform IP lookups on 
the traffic on the VPN. This tunnel exit mode may be used, for 
example, to perform flow distribution or ECMP based flow 
balancing for VPNs where an IP lookup is acceptable. The 
types of service labels that may be used in connection with 
this tunnel exit mode include service labels allocated for 
loopback, per interface group, discard route, and for flow 
distribution. 
0101 Tunnel Exit Mode: Automatic 
0102 The network element hosting a VPN may be config 
ured to determine the tunnel exit mode automatically depend 
ing on the service to be provided and the type of label to be 
used. In this mode, traffic received from the core is handled 
and forwarded by the ingress data service cards via service 
label lookup without an IP lookup and forwarded within the 
network element based on the service label lookup. Depend 
ing on the type of service label, an egress IP lookup may 
optionally be performed. Additionally, depending on the par 
ticular type of traffic being handled, the network element can 
thus configure the location of the IP lookup, if any, so that any 
of the above service labels may be used. 
0103 Service Label Management 
0104. Although service labels and several service label 
types have been described herein, service label management 
is also very important to allow the network element to opti 
mally handle service labels and to enable the network element 
to benefit from the use of these service labels. 

0105 FIG. 5 illustrates a hierarchical view of a label man 
agement system according to an embodiment of the inven 
tion. As shown in the embodiment of FIG. 5, a label manager 
70 interacts with label manager clients 72 to allocate labels to 
those clients. The service labels generated by the label man 
ager are provided to the clients and are also passed to label 
manager agents 74 on the line cards to enable the line cards to 
use the labels to forward traffic in the data plane. 
0106 The label manager clients 72 are entities that need 
service labels. Examples of several typical clients include 
Virtual Routing and Forwarding (VRF) entities, Virtual Pri 
vate Wire Service (VPWS) entities, Label Distribution Pro 
tocol (LDP) entities, and Reservation Protocol (RSVP) enti 
ties. Other clients may require labels as well, and the 
invention is not limited to an embodiment that includes these 
particular clients or is configured to interact only with these 
particular illustrated clients. 
0107 Upon receipt of a request for a service label, the 
label manager 70 allocates the label and returns the label to 
the client 72. The label manager 70 also passes the label to the 
label manager agents 74 on the line cards. The line cards, in 
this example, are input/output I/O cards forming part of the 
data plane, or are cards such as data service cards configured 
to manage I/O cards in the data plane. The agents on the line 
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cards use the service labels to provide services on the net 
work. Examples of several agents that may be instantiated on 
the line cards include an IP VPN agent, a VPWS agent, an 
LDP agent, and an RSVP agent. Other agents may be used as 
well and the invention is not limited to this particular selection 
of agents. Typically, it would be expected that there would be 
one label manager agent for each label manager client type, 
although the invention is not limited in this regard. 
0.108 FIG. 6 illustrates a process of allocating labels using 
the label manager system of FIG. 5. In the example illustrated 
in FIG. 6, the process is described in connection with a route 
change in an IP VPN context. The same process could be used 
to generate labels for other clients as well and the invention is 
not limited to this particular example. 
0109 As shown in FIG. 6, when a route change occurs, or 
another process occurs that requires a label change on a new 
label (100), the route change is passed to the VRF which 
makes a determination (102), based on the VRF route selec 
tion and export policy, whether to block the route or advertise 
the route. If the route is blocked, it will not be advertised (104) 
and, hence, does not need a label. 
0110. If the route is to be advertised, it is necessary to 
associate a label with the route. Accordingly, the client will 
perform a label cache lookup (106) to determine if the label is 
in its cache. If the label is found, it will update the route with 
the label and queue the route (108) to be sent to the network 
routing engine (110). The route with the service label will 
then be advertised on the network. 

0111. If the service label is not found in the label cache 
lookup (106), the client will send a label request to the label 
manager (112). The label client knows the type of route to be 
advertised and, hence, the label request will include the label 
type, the application type, and any correlation data (Such as 
VPN ID) required by the label manager to issue a label. 
0112 The label manager will receive the label request 
(114) and assign a label (116) by querying the label database 
to ascertain if the request is the same as a previous request, 
and hence should be allocated the same label, or is a new 
request and thus requires allocation of a new label (118). If the 
label request matches a previous request, the request will be 
assigned the same label as the previous request. This may 
happen, for example, where the client cache does not contain 
all the labels assigned to the client or where label information 
ahs been lost in the control plane, e.g. due to a control plane 
failure. If the label request does not match a previous label 
request, a new label will be generated and allocated to the 
request. 
0113. The assigned label will then be stored in the label 
database to prevent it from being reissued in response to 
another request. The label is also provided to the client that 
issued the request (120) so that the label may be stored in its 
label cache and used to update the route (108). The updated 
route with newly assigned label will then be sent to the net 
work routing engine (110) to be advertised on the network. 
0114. The new label and route information needs to also be 
passed to the agent to enable the line cards to be programmed 
with the new information. Accordingly, the manager applies 
distribution logic (122) to determine which agents are 
required to receive the new information and provides the label 
to the line card agents. As discussed in greater detail below in 
connection with FIG. 7, the original label request is also 
passed to the agent along with the newly assigned label, to 
enable the label database to be reconstructed in the event of a 



US 2012/0239.626 A1 

control plane failure. The agents use the labels to program the 
datapath (124) and store the label request on the data service 
cards in the dataplane. 
0115. When a label is no longer required, the label may be 
released by the client and reused by the label manager. How 
ever, routes on the network may still have a route in their 
forwarding information bases that is associated with the 
newly released label. According to an embodiment of the 
invention, the label manager will not re-allocate a recently 
released label for a period of time to avoid using service labels 
that may still be in use on the network, which might cause the 
traffic to be mishandled by the network element. 
0116 FIG. 6 illustrates a process of recovering from a 
control plane fault. Specifically, assume that the control card 
hosting the label manager and clients experiences a failure, 
and the label database is erased and the client label caches are 
erased. To recover from the failure, the control card will need 
to generate new labels to fill the label database and repopulate 
the client label caches. However, the labels are already in use 
on the network and are still being used by the dataplane to 
forward traffic and, therefore, generation of new labels for all 
the routes is not desirable. According to an embodiment of the 
invention, upon detection of a failure by the line cards, the line 
cards will start to upload label information and original 
request information to the label database. As mentioned 
above, when labels are passed to the line cards, the original 
request that generated the label is also passed to the line cards. 
Since the label manager assigns labels on a request basis, if 
the original request information that generated the label is 
restored to the database, the label manager will be able to 
assign that same label to the client in response to its request. 
Note that the client will generate a new request identical to the 
previous request if the circumstances associated with the 
request have not changed. If the circumstances have changed 
and the request is different, a new label would have been 
generated regardless of the loss of data in the control plane. 
This allows the line cards to serve as a backup to the control 
plane to thereby allow the line cards to help in the recovery 
process from a control plane failure. 
0117 The label database may thereby be repopulated from 
information received by the line cards. The clients on the 
control plane will also have experienced the failure and, 
accordingly, will start generating requests for new labels. For 
example, the VRF will start receiving route information from 
the network and will relearn all its routes. As it learns its 
routes it will generate label requests for those routes just as it 
did prior to the failure. Since its cache has been erased, these 
requests will be passed to the label manager. Since the label 
information and request information has been repopulated to 
the label database, upon receipt of a label request, the label 
manager will be able to match the new request with the 
original request and assign the same labels to those routes. 
Accordingly, the control plane may recover from a control 
plane failure without requiring new labels to be assigned to 
routes on the network. This minimizes the number of routes 
that need to be changed on the network in connection with a 
control plane failure. 
0118. The control logic may be implemented as a set of 
program instructions that are stored in a computer readable 
memory within the network element and executed on a micro 
processor, Such as a network processor. However, in this 
embodiment as with the previous embodiments, it will be 
apparent to a skilled artisan that all logic described hereincan 
be embodied using discrete components, integrated circuitry, 
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programmable logic used in conjunction with a program 
mable logic device such as a Field Programmable Gate Array 
(FPGA) or microprocessor, or any other device including any 
combination thereof. Programmable logic can be fixed tem 
porarily or permanently in a tangible medium Such as a read 
only memory chip, a computer memory, a disk, or other 
storage medium. Programmable logic can also be fixed in a 
computer data signal embodied in a carrier wave, allowing the 
programmable logic to be transmitted over an interface Such 
as a computer bus or communication network. All Such 
embodiments are intended to fall within the scope of the 
present invention. 
0119. It should be understood that all functional state 
ments made herein describing the functions to be performed 
by the methods of the invention may be performed by soft 
ware programs implemented utilizing Subroutines and other 
programming techniques known to those of ordinary skill in 
the art. 
0.120. It should be understood that various changes and 
modifications of the embodiments shown in the drawings and 
described in the specification may be made within the spirit 
and Scope of the present invention. Accordingly, it is intended 
that all matter contained in the above description and shown 
in the accompanying drawings be interpreted in an illustrative 
and not in a limiting sense. The invention is limited only as 
defined in the following claims and the equivalents thereto. 
What is claimed is: 
1-16. (canceled) 
17. A method of enabling recovery of service label infor 

mation after a control plane failure in routed data network, the 
method comprising: 

storing, in a data plane of the routed data network, infor 
mation characterizing requests for service labels; and 

storing, in the data plane in association with the stored 
information characterizing requests for service labels, 
information indicative of service labels allocated in 
response to the service label requests. 

18. The method of claim 17, further comprising providing, 
from the data plane to the control plane on loss of data by the 
control plane, at least some of the stored information charac 
terizing requests for service labels and at least Some of the 
associated stored information indicative of service labels 
allocated in response to the service label requests. 

19. The method of claim 18, wherein: 
storing information in the data plane comprises storing 

information in at least one line card of a network ele 
ment; and 

providing information from the data plane to the control 
plane comprises providing information from the at least 
one line card to at least one control card of the network 
element. 

20. The method of claim 19, wherein the at least one 
control card is configured to maintain a label database. 

21. The method of claim 20, wherein the at least one 
control card is configured to repopulate the label database 
after loss of data from the label database using information 
characterizing requests for service labels and information 
indicative of service labels allocated in response to the service 
label requests provided by the at least one data card. 

22. The method of claim 21, wherein the at least one 
control card comprises a label manager configured: 

to match a new service label request with a service label 
request characterized in the repopulated label database; 
and 
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in response to the matched new service label request, to 
assign a service label associated with the service label 
request characterized in the repopulated label database. 

23. The method of claim 22, wherein the label manager is 
configured to assign a service label not currently in use on the 
network when a new service label request does not match any 
service label request characterized in the repopulated label 
database. 

24. The method of claim 17, wherein the information char 
acterizing requests for service labels is not used by the data 
plane to program the data plan to handle data traffic. 

25. The method of claim 17, wherein: 
the routed data network is a Multi-Protocol Label Switch 

ing (MPLS) based Virtual Private Network (VPN); and 
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the service labels are inner labels used to identify traffic 
received from a label switched paths. 

26. The method of claim 25, wherein the MPLSVPN uses 
outer transport labels to switch traffic along the label switched 
paths. 

27. The method of claim 17, further comprising advertising 
a route with an associated service label. 

28. The method of claim 17, wherein each service label has 
a service label type attribute specifying data plane actions to 
be taken on packets associated with the service label. 

29. The method of claim 28, wherein different service label 
type attributes specify different data plane actions to be taken 
on packets associated with the service label. 
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