as United States

a2 Reissued Patent
Umeda et al.

USOORE44888E

10) Patent Number: US RE44,888 E
(45) Date of Reissued Patent: May 13, 2014

(54) SOLID STATE IMAGE SENSOR AND VIDEO gﬁg%ggg ﬁ * lg;}ggg EObTITS TR 348/301
K K owler et al.
SYSTEM USING THE SAME 5,602,585 A 2/1997 Dickinson et al.
. . . . . 5,631,704 A 5/1997 Dickinson et al.
(71) Applicant: Kabushiki Kaisha Toshiba, Minato-ku 5,841,126 A * 11/1998 Fossumetal. ............ 250/208.1
(JP) 5,883,830 A * 3/1999 Hirtetal. ... 365/185.03
5,892,540 A * 4/1999 Kozlowski et al. ... 348/300
5,900,623 A * 5/1999 Tsangetal. ... 250/208.1

(72) Inventors: Masafumi Umeda, Kanagawa (JP);

Hiroshi Suu, Kangawa (IP)

FOREIGN PATENT DOCUMENTS

(73) Assignee: Kabushiki Kaisha Toshiba, Tokyo (JP) P 61-105979 5/1986

(21)  Appl. No.: 13/864,641

(22) Filed: Apr. 17, 2013

Related U.S. Patent Documents

(Continued)
OTHER PUBLICATIONS

Camera on a Chip, Bryan Ackland and Alex Dickinson, AT&T Bell
Labs, Holmdel, NJ, 1996 IEEE International Solid State Circuits

Reissue of: Conference, pp. 22-26.
(64) Patent No.: 6,452,632 )
Issued: Sep. 17, 2002 (Continued)
Appl. No.: 09/016,417 . .
Filed: Jan. 30, 1998 Primary Examiner — Tuan Ho
(74) Attorney, Agemt, or  Firm —Oblon, Spivak,
30) Foreign Application Priority Data McClelland, Maier & Neustadt, L.L.P.
Jan. 31,1997 (IP) 9-019398  (57) ABSTRACT
Dec. 16,1997 (JP) 9-346783 A solid state image sensor includes an area sensor section

having photoelectric conversion pixels arranged in the form

(1)  Int. Cl. of'amatrix, a pixel selection section for selecting a pixel of the
HO4N 5/335 (2011.01) area sensor section and reading out a video signal, an analog
(52) US.CL signal processor section for performing signal processing for
USPC .o 348/294; 348/222.1 the video signal, an analog-digital conversion section for

(58) Field of Classification Search

converting the processed signal into a digital signal, a digital

USPC i 348/294,308, 311; 257/723, 724, signal processor section for performing signal processing to

250/208.1 convert the digital signal into a digital signal having a prede-

See application file for complete search history. termined signal format, and an interface section which oper-

(56) References Cited

U.S. PATENT DOCUMENTS

4,658,287 A 4/1987 Chen

4,684,991 A 8/1987 Forchheimer et al.

4,914,746 A 4/1990 Nishi et al.

ates in accordance with an external command, and has the
function of selecting a video signal obtained by digitizing a
pixel or a signal obtained by performing processing for the
luminance and color difference signals of the video signal.
These sections are mounted on a single chip.

27 Claims, 60 Drawing Sheets

1102

DIGITAL
10 - 108t —> VIDEO DATA
0871 INTERFACE |
VERTICAL |— SECTION ]
SCANNER |—]
SCAMNER |— ~— COMMAND
] AREA SENSOR SECTION P
- et 1
— 105 PROCESSOR  [~T107
{ SECTION
P L1 i==1
ANALDG S|GNAL
PROCESSOR SECT ION A/D CONVERTER
JERRRERE=E |
CLOCK TIMING > yoR| ZONTAL 108
Sthe M_—’E SENERATORIZ]  SGANNER SECTION
) )
101 104




US RE44,888 E

Page 2

(56) References Cited OTHER PUBLICATIONS

Standard CMOS Active Pixel Image Sensors for Multimedia Appli-

FOREIGN PATENT DOCUMENTS cations, Alex Dickinson et al., AT&T Bell Laboratories, Sixteenth

Conference on Advanced Research in VLSI, Chapel Hill, North
P 5-95513 4/1993 Carolina, Mar. 27-29, 1995. pp. 214-224.
Ip 5-111010 4/1993 R.H. Nixon, et al., “128x128 CMOS Photodiode-Type Active Pixel
Jp 5-219440 8/1993 Sensor with On-Chip Timing, Control and Signal Chain Electronics”,
Jp 6-139361 5/1994 SPIE, vol. 2415, 1995, pp. 117-123.
Jp 6-303533 10/1994

Jp 7-336600 12/1995 * cited by examiner



US RE44,888 E

Sheet 1 of 60

May 13, 2014

U.S. Patent

LOL-

ONVNNOD —>

ViVa 0301A «—
v1iidia

1 914
oL 101
{ §
NO1103S
NOI1D3S HINNVOS
901 IV INOZ | 4OH dOLYRLINID
4
NOILD3S [
¥3LY3ANGD O/Y NOI1D3S ¥0SSIV0¥d
VNDIS DOTYNY
T——-T T | 1
NO|193S § L ¥ ¥
¥0SS3008d | 501
WNDIS
Ww115id
1-— 1 | |
NOI103S ¥OSNIS VINY NO1 153
JINNVOS
\01 193 W1 143A
VAN [
~-g01
z01~+

TVNOIS
<«— ONAS
00710



U.S. Patent

May 13, 2014 Sheet 2 of 60 US RE44,888 E
_____ COMMAND
NTERFAGE
10la /1 108
VERT | CAL
vl > STaNAL > SCANNER ‘SEGT TON
HOR | ZONTAL i
SYNC SIGNAL §— GENERATOR
togb —
HOR 1 ZONTAL
VERT | CAL > SCANN I NG 7O HORIZONTAL
SYNC SIGNAL L S| SIGNAL > SCANNER SECTION
> GENERATOR
1
10fc ¢ TO A/D CONVERTER
DIGITAL SECTION, DIGITAL
DR o s
GENERATOR INTERFACE
S SECT ION
1071 FIG. 2
COMMAND
101 ___FROM
[ INTERFACE
s I — 14 108
i >/ VERTICAL ||
CLOCK QL: STeNAL > SCANNING > ;Eé\é?{%lcn
i GENERATOSR >| GENERATOR | | |
' .
SYNC | 101 e T
! | > HOR 1 ZONTAL] | i
SIGNAL o J|SCANNING [ Li, égmz"“m
| >ISIGNAL i SECTION
| VERTICAL _| GENERATOR :
% SYNC SlGNAL 10510 r——-' TO A/D
| HORIZONTAL | | Lofpiarmar | | SOMVERTER
! {Btiiron | | oL,
T T T T T T T T ' SECTION, AND
FIG. 3 SECT | ON



US RE44,888 E

Sheet 3 of 60

May 13, 2014

U.S. Patent

¥ 9i4
vol
4
NOI103S
NO1103S ¥INNVOS |
901 VINOZ | 4OH dOLYRINID
{
NO!193S 1oL
YILYIANOD a/V NOI193S ¥0SSIO0ud
TYNDIS DOTYNY
I T-—-1 [ [ [
1| woi9d0as 21
LOLT— WNDIS [
VLIDIQ
L=l L1 NOILD3S ¥OSN3S VY NOILOS
ONVHNOO —> O MINNYDS
| gouss |
Y1Va 03QIA <« 4801 ~+-£01
W1i9id 201~

TYNOIS
ONAS

<— 30010



U.S. Patent May 13, 2014 Sheet 4 of 60 US RE44,888 E

107
{
107a
§
FROM _A/D S 1GNAL 10 INTERFACE
CONVERTER——{—>{ PROCESSING >
SECTOPM CIRCUIT 7> SECTION
MEMORY
)
107b
FIG. 5
107 COMMAND FROM
INTERFACE
SECTION
107a
B
FROM A/D
CONVERTER — 11| GENERATOR| | [
No_ll ., TO INTERFACE

0 7 SECTION

)
107b

FIG. 6



U.S. Patent

FROM A/D

CONVERTER ——

SECTION

FROM A/D
CONVERTER
SECTION

May 13, 2014

Sheet 5 of 60

107

s

107¢
{

MOTION
VIDEO

Y

S1GNAL

US RE44,888 E

COMMAND FROM
INTERFAGE
SECTION

, TO INTERFACE

VIDED
Z1S1GNAL )
PROCESSOR

)
107d

PROCESSOR_—LA :

FIG. 7

o SIGNAL

va

107e7

107F7

107n™

" |PROCESSOR 1

SIGNAL
PROCESSOR 2

77> SECTION

COMMAND FROM
INTERFACE
SECT ION

. 10 INTERFACE

e

=7

SIGNAL

”|PROCESSOR n 135b

FIG. 8

7 SECTION



US RE44,888 E

Sheet 6 of 60

May 13, 2014

U.S. Patent

1ndLNO LNd1NO 1Nd1no 110 3
EA VA 7 WN9IS 03QIA
e o i 2
ATTVWSON NO NO | LV TINNDOV 0L Dl
IYNDIS
17T 1 1 17 ©° 17 1 1 1 T ONAS INVH
T _ _ ONVAWHOD LNdINO |
6 94 ul i I
ug- - -Zg18UD- - -Z9LOUN- - - 24 1Y ONVIWNGD __
IVIININO3S JWV¥4— ONIHOLIMS ¥3QU0 1NdLNO
VLVa 03Q1A é:oaL (
300N V1 LIN3NO3S 13XId )
201 )
001



US RE44,888 E

Sheet 7 of 60

May 13, 2014

U.S. Patent

IYNOIS 03aIA 1ndLno: IZZ

1Nd1in0 vivd

P4

1ndLNO V1ivd
p

~
-
—

410 L _NO 440

|t [T

\

_\

“IWANZLNI NOILVINWNOOV 3D¥VHD JAI103443° RN ‘av3Y 03a1A: 1 Inatoo )
§. ¢V\\§ ! WNDIS 030IA
t {¢ q HOSNIS Y3V
NNNNN S NNNNANNNNNY " 40 3INIT Hlu
*_V/./.V‘ {§ 4§ HOSN3S VUV
i E \ 40 3NTT HL(1-Y)
—4 s {4 _ 408 _
" | NN NN NIS VIUY .
( A P R = | S
Al O] ANNNNNNNNY JOSN3S VAV
{ ( ”,////4. 30 3INIT ANOJ3S
"  ANANNNNNNNN HOSN3S VAV
S 1! 40 INIT 1SHI
L] S — : _ — VNS IS
| ONAS IWVYS
, LI GNVHNOD LNdLnO |

1nd1n0 Y.iva )
030IA TVLIDIa

nace 8

NolLvinwnaoy (VY IHE 914
NDIS ONAS IWVY4

NVNNOD 1NdL1NO |




US RE44,888 E

Sheet 8 of 60

May 13, 2014

U.S. Patent

ONIHOLVH Z1 914
A8 Q3LVD10NI S01¥3d
NI dOSNIS JDVWI WOdd
L0dLA0 34V Y1VQ 03aIA -
(300M QNOO3S/SINVAA S €)
2/ o, 03GIA VLIDIa
(300K ONDO3S/SM 50
7 U Y 030IA VLIDIA
(300K QNOOS/ SV S )
/7R VA V70 2 03dIA VLIDIA

(3Q0W AONOD3S/S3NVY4 0F)

T T T T T o o o o ol e S 14710 VI

[ [ TYND IS ONAS JWVYA




U.S. Patent May 13, 2014 Sheet 9 of 60 US RE44,888 E

301, 3010

300

301,301b

—— TO NETWORK

INTERFACE
(PC CARD, |EEE1394, OR THE LIKE)
FOR PC

FIG. 14



US RE44,888 E

Sheet 10 of 60

May 13, 2014

U.S. Patent

vlva viva
1X31 HO33dS

L0E 90€ GOE .
L ¢ w § 91 9id
¥IA0ON3 Y3A0ON: ¥3G0ON3
¥344ng NOI|  JoNDETIL
WHOMLIN <—ION1 XT3 1d | LIl » 398N0S |«

W3LSAS] | ~SSINSNVAL IR [Not LviNHONI

w \

80€

y3ouned 8% g01  zoe

AL10VdYD ¥344ng IN1QOON3

OUNVWKOO ONIL13S

JLVYy INdiN0 vivda
03AIA 4O ONVAKOD
1NdLn0 viva 03aiA

UNVANOD NdD 3d —>

Jdd 40 Ing Viva _
HONOYHL WYYHA 0 HOLINOW OL

ONVINNOD 1NdLNO V1Va 03dIA

430093d m
43000N3 | ~
03diA
£0¢ 001 ¢0¢



U.S. Patent May 13, 2014 Sheet 11 of 60 US RE44,888 E

BUILT-IN CAMERA

/
7 PORTABLE
INFORMAT | ON
1§§§fﬁ r///,DEVICE
FIG. 17
MON I TOR
VIDEO RADIO OR
ENCOD I NG -
/DECODING fo|SONMUNI-
< CIRCUIT UNIT
3
- P44
BATTERY
VIDEO DATA OUTPUT GOMMAND SEXQ}T}¥G
OR VIDEO DATA OUTPUT RATE INFORMAT | ON

SETTING COMMAND

FIG. 18



U.S. Patent May 13, 2014 Sheet 12 of 60 US RE44,888 E

y

mg———

BWrO =

A

1

l

¥

I

1

|
YivlYly

riviy

o ——

FIG 19A [T

1 — >
2 e e e e e s o £
3| == ——t= == — >
4 = ——= = >
5| A4=—— e — —>
7 -
FIG.19B «  + ¢ 1+ | @ 1 | o
ODD LINE—EVEN LINE—0DD LINE—>
8 8 8 8 8 8
8 1 2 JL 6 /P n—-3 Pn-2
8(| 3 b4 | 7 s n-14n |[€
gl | n+l -->n+2J’n+5 -+ n+6 2n-3-p2n-2
8| | n+3 4>n+4| n+7 $n+8 ?EZn-lw» 2n |[©
_____ | |

; !
" READ SEQUENCE FOR 8 X 8 BLOCKS
FI1G. 20A

12345678
-l !,_..-—-‘
2| = 1>
e
| s i i o = e
Y K o s P 2 b

FIG. 20B 8|13+
7= —==
8l 1 >

EXAMPLE OF READ SEQUENCE FOR 8 x 8 BLOCKS



US RE44,888 E

Sheet 13 of 60

May 13, 2014

U.S. Patent

1¢ 914
4104
NOI103S = = §
HINNYDS< VN « ¥ITIONINGO 300N H00™
WINOZINOH 0L | LONINNVOS WESN_%I o101 oo
a0l = ¢
o 3 TI04INOCO
300N 30VTAILNINON
8101 7101
NO|L03S w !
MO ivas | [olveanas Twaeis ], T TI04INGO
Vo1 NNV <TJONINNVOS V0! LA 300N FOVILNI
(
)
10} 5

NOI103S JOVJYIINI

NOY4 QONVROD
ONTHOLIMS LNdINO

O

TVNOIS
ONAS
X300



U.S. Patent May 13, 2014 Sheet 14 of 60 US RE44,888 E

EXAMPLE OF
ALL-PIXELS READ SUB—-SAMPL ING READ
77T TV LY A7 777777
A3 7% 47
o ]\
Z # 7 7
B GBS BT UBYG] B |G [BAG
UG LAY LN
/] /]
#7490 goonnot
BV SN BVGVEBN 6
41 1 gnononn
7/ 4 7
1e”/ AVRY 67
i s
NCVBYCABY X Y,
BrerBy G By ey BB |G BAG]
777V’ 7N 7/ VX
FIG. 22A FIG. 22B

ANOTHER EXAMPLE OF
SUB-SAMPLING READ
77 777 777

/) /
ARSI R S
G/

// Vi
//// 4
“
B //GA B

/7 /
B%;/ja B
777,
/]
i) R 87
7
/Gl R G R PG
B
/A R /Y.

NN

NN

U
\%

[//1:PIXEL TO BE READ OUT

NN

NN

N
N

NN
S

N

N

NN
N

=
AN

yeod /7
R

B VR B B
/ /7

N
N

N
N
N

N

SN
AN
SN
N

o
N

FI1G. 22C



US RE44,888 E

Sheet 15 of 60

May 13, 2014

U.S. Patent

NO1103S
UINNVOS—=

TVINOZ 1HOH OL

NO| 103S

Y3INNVIS =
YOI1143A Ol

€¢ 9l4
43TI04LNOD JGON |
HIVEE VIS L ] DN | 1dNVS-8NnS
ONINWVOS “TVNOZ | SOH No_ w
) — 101
q101
el0] N 43 TI04INOD JGON |,
m 1NdLN0 STAXId-TIV
JOLVYINID 1VNDIS )
ONINNVOS VD | Lu3A[ 1101
) &
Lo} NO1103S JOV4YILNI

NOY4 ONVIANOO
ONIHOLIMS 1Nd1NO

0

IVNDIS
IONAS
0010



U.S. Patent May 13, 2014 Sheet 16 of 60 US RE44,888 E

302 100

DIGITAL VIDEO DATA

OUTPUT POSITION
DES IGNATION GOMMAND

| J

FIG. 24

302 100

DIGITAL VIDEO DATA

ELEGTRONIC SHUTTER
SETTING COMMAND

FIG. 26



U.S. Patent May 13,2014

102 DESIGNATED POINT P
o/

Sheet 17 of 60

102 DESIGNATED POINT P
¢ /

m

OUTPUT AREA
A%—\,aﬁnxr\PIXELS)

OUTPUT AREA

n — (RADIUS r)
FIG. 25A FIG. 25B
DESIGNATED POINT P DESIGNATED POINT P
102
, { ¢ i
7
OBoECT WiTH
OUTPUT AREA
71 2T (BLOCKS ~SAME MOT ION
| € ) ? VECTOR)
250 MOTION VECTOR OF
FIG. DES|GNATED OBJECT
102 DESIGNATED POINT P FIG. 25D
Y A e
~tt =t —hr{
PR N R VU,
[ LdJ LLdg L] OBJECT WITH SAME
NS NN MOTION VECTOR
_ra 1 £771 OUTPUT AREA (BLOCKS
e -1 221 CONTAINING OBJECT)
'||b7||||| L]

\
MOTION VECTOR OF OBJECT

US RE44,888 E

CONTAINING DESIGNATED POINT FIG. 25E
102
{
1T 1T T PP T 71 1
—T‘tﬂ—l—f'f—i—:—l.'_"
- 4 4 —i~F1 p
BEN L
- —~T1{ AREA TO BE OUTPUT IN ACGORDANCE
-+t -—r+1 WITH OUTPUT POSITION DESIGNATION
L 4 — 1 COMMAND (BLOCK DESIGNATION)
L1 /A--L-
| 1 A |

F1G. 25F



US RE44,888 E

Sheet 18 of 60

May 13, 2014

U.S. Patent

TVA¥ILNI NOILYH3JO NOILVINWAJOY JDdVHD 3A1L03443: R

av3y 13IXidA 1383y 13XId° ¥

¢ A ¢ A ¢ A
NN v J/////////// ' E¢ _wV INIT HL (=W
SN\ EANOUOMUNNNNANANN NN EOONOONNONNANNNNN RN INIT HLu
| ] ] ] |
A | A [ ¢ A [ '
N\ v _w/////////// v 7///////////% +//// NI QYIHL
anLv mwon/von/unvum/v/ mevunwvunuvnmvumv_v Jmmuv/, aNIT GN0D3S
N\ 7/////////@ RNONNONNNNNNNN SNONN  INIT 1sYi4
TVNDIS
] L1 L ONAS NV
mz_Jmnh _mmw .
“ Vi¢ 9l
3NIT HIN3ATS
wn_J HIXTS
11 HId14
IN11_HLYN0T
INIT QYIHL
Nl czmomm
ANIT 1SHTS

~dL¢ D14




US RE44,888 E

Sheet 19 of 60

May 13, 2014

U.S. Patent

avay 13Xid:A 133y 13XId ¥
IVAYFINI NO11v¥3d0 NOILVINKNOOY 39YVHO 3A1103443: RN\

A y A A <
NN ] _w////////////a¢ _w////////////_: WV 3NIT HLU
Y eSS EE=SSSSSSSSSN ES 3NIT HL(-W)
P A “ § A " I

< 3NIT GYIHL .
) ) ANNNNNANNNNNY ANNY . a/z 914

g S RN , ESSST 3817 ONooss

SO RENOONNONNANNNOINN EOOOMVNNNNNNNN BNNNN - 3NIT LSHIA

NDIS
- I LI oNAs Jnvud )

avay 13XiId:A 13834 T13XId Y
TVAYAINT NOILVY¥3IdO NOILVINWNOOY 3DY¥VHD 3A1103443: RSN

A

+_WVVVVV_¢¢ +_WVVVVU_¢¢ _% NI HLY
| NNNNNY NN

NN J///////////

S aNIT HL(L-Y)

A b A P4 A “
NN VVVVVM _VWVVV/ INIT QYIHL ]
: N ; y 3INIT AN0D3S r IL¢ 914
NN
S S o
ey AN s aNI1 1s¥ld
TNDIS
g L LI oNAS JWvydl



US RE44,888 E

Sheet 20 of 60

May 13, 2014

U.S. Patent

av3y 13XidA 13834 13XId:
._<>mm._.z_ zo_._.<~m_n_c zo:.<._:s=oo< mwm«iom>_5mmmm”i

@ E »r///////////// W% w %9019

///# AV///A///M//V/ 7////////// W |- %9079
v v | |

//////V/// _.WVVVVVA//// 77/////..//» vl %0018

NN EANNNNY €1 %0019

v oA v oA
IR ROy, RSS2 %0078
A | ¥ oA | v oA w

AN\NNNANNIN LY ANNNNNNNNSNRW A NI

<
e

EOOOUOOSOONNNNNNN BRNOSSNNNNNNNNNNT S RNNNN 1 X0078

L J N 1 ONAS VNS |

T .
20~BEHER o] V8¢ 914

TYNOIS

-88¢ 914




US RE44,888 E

Sheet 21 of 60

May 13, 2014

U.S. Patent

NO!103S JOVAY3INI

Y

HOY4 ONVAWWOO ONIHOLIMS LNdLNo®

NO1133S 30V443LINI ONV ‘NOIL03S
40SS3008d VNI IS TVLIDIQ=

6¢ 914
HOLIMS SS3¥AaQY WoY WOY: 1101
) Y {
wiol u viva lnoavay

I Vivd 1noav3ay

y

‘NO1103S ¥3LY3ANCD Q/V Ol

JOLVY3NID TYNDIS |

ONISS3J04d WLIDIQ |

)
) 410}

NOI133S H3INNVIS TVINOZIHOH Ol =

JOLVYINID TYNOIS |

TYNDIS

ONINNVOS TVINOZ 1 4OH

v q wo_

NO1L03S Y3NNVOS TvOIL1H3A OL-=

JOLVHINID IVNOIS

ININNVIS TVOI LY3A

§
10!

-0 INSAS
00710



US RE44,888 E

Sheet 22 of 60

May 13, 2014

U.S. Patent

0€ 914

70T 101

{ {

901 NOI103S HINNVOS < moumbwnww
) TV LNOZ [ 4OH |

ONIWI L

NO1103S
YILNIANOD O [
T 11 wuzom_o NO1103S ¥0SS300¥d ~G01
d TYNDIS DOTYNY
Jo1- oN1553008d | ="
11nou10 mozummuw"m.
NOT o313 | "TH0T100 A<
a0 LInodio
N T oS
ANVAIOD
e bjo| JOSNIS V3uY B
||.mIV G
] NOIL1O3S FOVANILNI
v1¥a 030IA g0l ~zol “~g01
43SSIUNOD 0
001



US RE44,888 E

Sheet 23 of 60

May 13, 2014

U.S. Patent

1€ 914
) 101
{
%01 NO1L03S ¥3NNVOS NO1 1935
) TINOZINOH  [S]H0LYRSRED
ANVIKOD ONIN
NO!193S
0D NON4o—— ¥ILNIANOD /¥
NEEEERE NOI103S ¥0SS300ud 501
L0 d/oi TYNDIS DOTIVNY
LINoWIo | #
LINOYI9 | ON1SSIO0Nd - ||
NO1193130 UNDIS | ]
701~ HOLD3A | JONIY3A41A [T .
NOILOW| ~— ¥070D A o Logs
YLV ¥0103A xoummwowwm< — ¥3INNVOS
NOI LORW T 1117 1 VD1 LY3A
L, ]
ammmewmmw NOI103S JOVANIINI |« H
V1va 03GIA
NOi 10K m //mop /Nop //mo_
V1va 0301A )
a3SSTUANOD 001

TYNDIS
INAS
X010



US RE44,888 E

Sheet 24 of 60

May 13, 2014

U.S. Patent

P01 €€ 914
ViVQ ¥0193A
3 NOIION | 11noyio NOILO3L3
¥0193A NOILOW
NO1193S mo<ummhuhuu “<h<c .

11noY19 ) NO1LD3S

< v ONI1SSIO0Ud TYNDIS |< #— ¥3143ANOD

uozmmuum_m JONIYI 1@ ¥0100 A a/v Wo¥4

0
407100 4o
g
L0l
UN%_ ¢t 914
VIVa H0193A
NOILOW | |inoyiD NOILD3L13a
¥0103A NO!L1OW
zo:omw\ Linoy1o Y
mo<mmmhuh‘ vIvd 03dIA zo_mmmmmzoo VIVG A
03SS3ydwod| YAV4 03AIA 11no¥19 NOI193S
vIva ONISS300ud TYNDIS [« mwvmm»umo
w NI TN d uo:mmmuu_ﬂ ¥0100 A V NOYd
1oL 401100 : d/01
L0L



U.S. Patent May 13, 2014 Sheet 25 of 60 US RE44,888 E
7T V4
]
/ 7
B0
/] /)
49/5/'1 ¢9/’7R/
FI1G. 34 a7
| I §
107
§
107p
) Y DATA |
FROM A/D Y COLOR DIFFERENCE T0
CONVERTER ~~T1>{ SIGNAL PROCESSING INTERFAGE
SECT | ON CIRCUIT _SECTION
COLOR
D1 FFERENCE
DATA
|| MOTION VECTOR N
DETECTION CIRCUIT | MOTION
VECTOR
7 DATA
107q
FIG. 35
107
$
107p
) COLOR
FROM A/D Y COLOR DIFFERENCE | DAFRERCNCE
CONVERTER —#711 SIGNAL PROCESSING >10
SECTION CIRCUIT INTERFACE
Y DATA _SECTION
' CAMERA
GAMERA-SHAKE DAHAKE

MOTION VECTOR

DETECTION GIRCUIT

)
107s

FIG. 36



U.S. Patent

May 13, 2014 Sheet 26 of 60 US RE44,888 E
0 MON I TOR
DIGITAL
302 VIDEQ DATA VIDE?)
MOT ION > ENCODING [ "|RADIO OR WIRE
VECTOR DATA | /DECODING |  |COMMUNICAT |ONf<—>
> CIRCUIT MEANS
401
$ }
CAMERA
< SHAKE GAMERA—SHSEEMAND CPY
SENSOR JpATA FIG. 37
107p
3 COLOR
FROM A/D Y COLOR DIFFERENCE |D1FFERENCE
CONVERTER 7#>{S1GNAL PROCESSING >TO
SECTION CIRCUIT INTERFACE
Y DATA _ SECTION
MOTION VECTOR . LMOTION
DETECTION CIRCUIT 4 VECTOR DATA
) o CAMERA
107q -SHAKE
DATA

FROM

Fle. g8 (e

100 MON I TOR
DIGITAL T
302 VIDEO DATA
- MOTIOP% \érldggglNG >IRADIO OR WIRE
,f VECTOR| /DECODING | [COMMUNICAT ION|«—
402| paTA | CIRCUIT MEANS
401
1

CAMERA

SoNARE GAMERA—SH2£2MAND CPU

SENSOR | CANE

FIG. 39



US RE44,888 E

Sheet 27 of 60

May 13, 2014

U.S. Patent

I NO1193130
NOILOW

GNVNWNOO

v1iva 03diA
d3SSIYAN0D

Oy 914
YOl 101
{ {
901 NO1103S H3INNVOS NO1193S
{ WINOZIMOH  [o] YOLV¥IANED
ONINIL
NO1193S
NILYIANOD OV [
| Ll __m_rom_o NOI103S ¥0SS30Ud |~_gg)
YNDIS DOV
L0171 N1 SS3004d N OIVNY
hiows | MR
NO1103130

7| wosoan L —FEod
agorty NOHLOW o ss3idnoD NOI 1938 NO!1938
V1va 03aIA HOSNIS  Vauv HANNVOS
T T1T171] VO | L43A

—_—
NO1103S 3IOVJ¥IINI e
————e
“~z01 g0}
|
001




US RE44,888 E

Sheet 28 of 60

May 13, 2014

U.S. Patent

Ly 914
0l 101
) {
@w: NOI103S HINNVOS m %_%M__%ww Wm
“IVLNOZ | ¥OH ONINIL
NO1193S B
¥ILYIANOD /¥ < :
HESHERE dzoyl | NOI1193S ¥0SS300¥d t~gp)
Jo1 Ve TWNDIS DOTVNY |
11no¥19
WNDIS zoxuww_m__m ON1583004d
NO 103130 ~— o~ JYNOIS
NO LOW d0133A [39N3¥344410
4 N NO! LOW 407100 A NO1193S
LoV T NO1193S HINNYS
HOSNIS VANV
T 1111 VO LYE3A
ANVINNOD —> o~
viva ‘| NO1103S FOV4HILINI
¥OLOIA NOILON<—
V1¥a 03aIA <— 801 =
zol £0)
3
001



US RE44,888 E

Sheet 29 of 60

May 13, 2014

U.S. Patent

¢y 9l14
)
TYNDI'S BNIL113S 701 101
¥3LINHS D1NOY1D313 ¢ ¢
901 NOILO3S ¥INNVOS [ %ummmww
{ WiNoziwoH [ AT
NO1193S ]
HILYIANOD Q/V
HIEEEER! »8«6 NO1103S ¥0SS3004d (g
1] 1
L01-M T TWNDIS DOTYNY ‘
LINO¥ID | oz i1
[No1 103130
0103 |
wot et e
TT=T7T] HOSN3S VIuY WO I LN3A
ONVANO) —>
Y1vd 0301 NOI103S JOV4NILNI
Q3ISSIUAW0D <
~zoL gol
{
001



US RE44,888 E

Sheet 30 of 60

May 13, 2014

U.S. Patent

€y Hl 4
]
YNDIS DNIL1L3S ol 101
¥3LLNHS D INOY1IT3 ( (
901 NO1103S ¥aNNvos [« . NO11d3S
§ WINOZIMOH (<] xOF<¢mzmwmmm
ONIN1L
NO1L103S J
¥I1NIANOD O/V
[t 1111 NOI103S ¥0SS300Yd |~_gg)
L0144 WNDIS DOTVNY
LINOY1D
LIND¥19] ON15S300¥d
| No1 193130 VND IS
40103A| IONFY34410
2ol NOTION| 80700 A "ol 1038 NO! 1035
NOSNIS VY 3INNVOS
T TT1711 Y01 143A
NOI103S JOVINIINI |«
~ 801
2ol g0l
g
001



U.S. Patent Sheet 31 of 60

May 13, 2014

OUTPUT ENABLE SIGNAL
FROM TIMING GENERATOR
SECTION 108a

Vi

VIDEO DATA TS

S1GNAL 1
PROCESSOR SECTION

3

FROM DIGITAL >
OUTPUT [~

SECTION

108

COMMAND

1\ A

DECODER

A

108
INTERFAGE SECTION

FIG. 44

OUTPUT ENABLE SIGNAL
FROM TIMING GENERATOR
SECTION 1080

VIDEO DATA[ 108aw, \—5——]

YYY

OUTPUT

4 | SECTION

3

1 08b~g

- COMMAND [

DECODER

108 ~~

INTERFACE SECTION

FI1G. 45

US RE44,888 E

VIDEO DATA

COMMAND

100

DATA OUTPUT

} VIDEO DATA
} COMMAND

100



US RE44,888 E

Sheet 32 of 60

May 13, 2014

U.S. Patent

00}k
NVRNOD

NO1133S 30VAYILINI

-

ONYWWOO NO @3svd
TYNDIS 379YN3 Lndlno) 9801

A

Viva 03aiA

AAA

JONVA3dN| HOIH=2Z
Yiva 03diA YLIDIga=ug

j\\wo,
4300030 L
ANVWAOD >
u
NO1193S ,
1ndLNo
3 Viva 03aiA
eg0|

Z PpPa 7z s 7

d z jed z fd z

1Qp Z INdINO YOSN3S 39YHW|

9d ad ¥a

€d cd

NO1133S
Id FOVIYIINI 40 NOILD3S

O

1Nd1n0 Ol ViVQ iNdNI

(1nd1N0 viva =)
TYNDIS 319YN3 Lndino

A=

NO1103S dOSS3I00Nd
i /4<zw_w VLIDIa KoY

- 9v 914



US RE44,888 E

Sheet 33 of 60

May 13, 2014

U.S. Patent

06 914 NI IN3INIQO8NI 40
dOSN3IS 39VANI WOY4 1nd1ino

67 914 NI ININIQOGAI 40
dOSN3S J9VAI NO¥d Lndino

NOI133S 3OVAY3IINI 40
NOI1D3S 1NdLiN0 Ol LNdNI

gl z 1NdINO ¥OSN3S 3JOVAWI

NO|103S

1@ 3JOVRIIINI 30 NOI1D3S

1Nd1NO 01 V1VQG LNdNI

£40[6A [290|vA [240{ €A [ 10| 2A [140] 1A
0 | 2w | 20 | 190 | 140
sh | va | ex | @ [ 1A
g0 | 2% | 20 | 19 [ 149
sh | vA | en [ za | 1A
zlal z Jedz z el z feq z
3ONVG3dA! HOIH=Z  VLYQ 03GIA TVLIDIA= Y
ta| 90 |sa ¥a €0 | za
)y ),
] [ ]

11

ML

74; ONVNNOO NO a3sSvd
TYNOIS 379VNI LNdino

J

- 16 914

IACIE




U.S. Patent

May 13, 2014 Sheet 34 of 60 US RE44,888 E
INTERFACE  OUTPUT ENABLE SIGNAL
SECTION 10
\ \ i
Y DATA > 1 Y DATA
7 > > (M BITS)
M OUTPUT |—» )
COLOR DIFFERENCE SECTION |, J
DATA 7 > > COLOR
M > > DIFFERENCE DATA
” (M BITS)
; )
108a
100
FIG. 49
OUTPUT
DATA SWITCHING ENABLE SIGNAL |NTERFACE SECTION
SIGNAL — ] 108
S
Y DATA ) y R
7 > > Y COLOR
M OUTPUT - DIFFERENCE
COLOR DIFFERENCE SECTION > DATA
DATA 7 > > (M BITS)
M I
108a
100

F1G. 950



U.S. Patent

May 13, 2014 Sheet 35 of 60 US RE44,888 E
INTERFACE  OUTPUT ENABLE SIGNAL
SECTION 108_
Y
N R N
VIDEO D?TA -»éﬁé??ﬁ& —~ | VIDED DATA
P F
> J
FIG. 52
1083 m'
OUTPUT
DATA SWITCHING ENABLE SIGNAL INTERFACE SECTION
SIGNAL 108
\
- P
VIDEO DATA| | outpuT - VIDEO DATA
‘; SECTION > (P/2 BITS)
FIG. 53 108
100
INTERFACE  OUTPUT ENABLE SIGNAL
SECTION 108
; S X
VIDED DATA > ~ VIDEO DATA
OUTPUT |, )
MOTION VECTOR SECTION | N
DATA 7 > >
> \_MOTION VECTOR
> DATA
FIG. 55 J
108a

100



US RE44,888 E

Sheet 36 of 60

May 13, 2014

U.S. Patent

uqg@ 40 YL1va ¥0103A NOILOW-UAN

0078 LINN 30 YLVQ 39VKI :udg 3
1A
9AN GA IYNINY3L Vivd
N ] vAN | cA | eAW |t WNIRIEL vive
LNd1NO TYNIW4AL
990 | 990 | ¥40 | €90 | 29a | lda V1v0 031X |
V1VQ 030IA 40 SLIG Z/d ¥INOT:PUC
Y1VQ 030IA 40 S1I8 2/d ¥3ddn:nug
‘U
(5118 d) VIVa 03QIA:uQ csoid NI )
pgain n n n n INJNI1G08N3 NI NOIL1D3S
aa[nsapralnvalpeanedlpzalnzalpLalnia IN3HI QOGNS NI NOI 193
25914 NI
Ga | va | ea | za | Ia ININIGOSKI NI NOIL03S
30VA¥IIN| W03 LNdLNO
NOI103S JOVA¥IINI 40
50 | va | 80 | c¢d ] I NOIL03S 10d1N0 0L iNdNI |

9G 914

> 1NdiN0 YOSNIS JOVNI

-G 914




U.S. Patent May 13, 2014 Sheet 37 of 60 US RE44,888 E

OUTPUT
DATA SWITCHING ENABLE SIGNAL INTERFACE SECTION
S1GNAL /108
VIDEO DATA[ ¥
/ > -
OUTPUT > VIDEO DATA/
MOTION VECTOR SECTION ] MOTAON VECTOR
DATA 7 > >
§
108a
FIG. 57 100
INTERFAGE SECT|ON
OUTPUT 108
DATA SWITCHING ENABLE SIGNAL
SIGNAL —
VIDEO DATA ' >
, > ,
OUTPUT > VIDEO DATA/
MOTION VECTOR SECTION ™ gﬁ};o” VECTOR
DATA e > >
|
108a
100
FIG. 58 —
AREA SENSOR BLANKING
PIXEL OUTPUT  PERIOD
HOR | ZONTAL r“‘f B
SYNC SIGNAL | [ 1
e SENSOR D Twi] b2 [wv2]| D03 [wva|pa

Dn:VIDEQ DATA
MVn:MOTION VECTOR DATA OF Dn

FI1G. 59



US RE44,888 E

Sheet 38 of 60

May 13, 2014

U.S. Patent

SN.LVLS/ANVINNOD

TYNDIS J114M ONVINOO

IYNDIS 1Nd1N0 Viva

001
TYNOIS QY3 SNLVLS

v1iva 03ai1A

A
Y

AAA
YYY

y ¢°801

LEIRLESD

SNLVLS [

4300934

ANYRROO

Y \L Y

L3S

AA}Q A

NOIL33S|

9801

.

1ndino

-

b egp)

/

S~

TYNBIS 3T79VYN3 1NdLNO

uqg JO V.Lva ¥O1J3A NOILOW:-UAW
%0078 LINN 40 V1iva 03dIA-uqq

801

Gqd

AN

¥qd

EAN

£9d

AN

¢qd

19 914
V1Va 030IA
LNdLNO
IAR] 190 yosnas FovKI
WNDIS
ONIHOLINS V1Va

- 09 914




U.S. Patent May 13, 2014 Sheet 39 of 60 US RE44,888 E

OUTPUT ENABLE SIGNAL 108 INTERFACE SECTION

4
1
vibeo " | | outpur 7 ~> VIDEO DATA/
DATA 7 CISECTION| [ (¢ COMMAND
»>— ———>
ﬁ
108a
-— <
- COMMAND = J
- DECODER g
- i)
\.\
108b 100
FIG. 62
BLANK I NG BLANKING BLANK ING
PERI0D PER10D PERIOD
—A —A —A
" SYNC SIGNAL
VIDEQ DATA/
COMMAND AlB A B A B| A

\

A:VIDEO DATA (OUTPUT)
B:PERIOD DURING WHICH COMMAND DATA CAN BE INPUT

FIG. 63



U.S. Patent May 13, 2014 Sheet 40 of 60 US RE44,888 E

OUTPUT ENABLE SIGNAL 108 INTERFACE SECT!ON

— ¢ VIDEO DATA
V[ OUTPUT S1GNAL
VIDEDO " || outpur P > VIDEO DATA/
DATA 7 SECTION| " (T COMMAND
o ——
< SCOMMAND WRITE
108a SIGNAL
- COMMAND <"
) DECODER ]
S
108b 100
FI1G. 64

NO OUTPUT  NO OUTPUT  NO OUTPUT
OUTPUT ( (

)
VIDEO DATA 7
QUTPUT SIGNAL S QUTPUT QUTPUT

VIDEO DATA/ a FfZ\h OUTPUT
3 COMMAND Afle]l cil__A 2 |

COMMAND WRITE [ '
L SIGNAL U U
A:VIDEO DATA (OUTPUT)

C:COMMAND DATA (INPUT)
FIG. 65 Z-HIGH |MPEDANCE




US RE44,888 E

Sheet 41 of 60

May 13, 2014

U.S. Patent

IVNDIS GV SNLViS
TVNDIS J11¥M ONVNKOD

SNL1VLS/ANVNNOD/Y1VQ 03dIA

TYNDIS NOILVNINIYOSIA vivd O3diA

99 914

g

02801
Y ha

43151934 |
SNLVIS e

-3

ANVANOD

.

N
ego| 9801
N

\|||||A|V. .
\n.lAt ¥3goodaa[ |
\IA.Y m
~ =

i IN0ILD3S V1vd
ndino [T 7

- 1

) |

801 TYNDIS 37GVNI 1ndLno



US RE44,888 E

Sheet 42 of 60

May 13, 2014

U.S. Patent

[9 "9l
JONVA3dW| HDIH:Z
(1ndLNO) Y1va Snlvis:d
(INdN1) YIVA ONVAWOD:D
(LNd1N0) VIva 03IAIA:Y
] J
TYNDIS av3Y
! Lo SNLYLS
| | |
| | |
| B
_ I TYNDIS JLIUM
| I ONYNRNOD
“ Lo
| ] |
SNLVLS
Vir| @ v 1{a]} v O N Vv /ONVNNOD
y \Ng— \ — 4 /V1¥Q 03aiA
Z Z Z
TYNDIS
INdLNO 1Ndin 1nd1ino 1nd.1no
ind1no 1nd1n0 mhom 1NdLNo o INdING y|vq 03aIA
/




US RE44,888 E

Sheet 43 of 60

May 13, 2014

U.S. Patent

001

TVYNDIS dv3y SNLV1S
IYNDIS 3L14M ANVARROO

SNLVLIS/AONYAKOO/VYiva 03dIA

YNDIS av3d Vivd 03dIA

4

89 9I4

it

°801

SNLViS

431S193y

—

AL

4300030
ANVNNOD

Yy v

T

TN

ego| 9801

“

Tl J

1t

1nd1no

NOIL1D3S

L)

| HH T

801



US RE44,888 E

69 914

JONV@IdW| HDIH:Z
(1INd1NO) V1va SNLViS:d
(INdN1) VLiVG ONVWWOD:D

(1nd1n0) VIVQ 03QIA-V

Sheet 44 of 60

May 13, 2014

\
v V|IZ1V Z ay z 0 ZIVIZivYiZ|V|Z)V Z SNIviS/
A ! R ONVANGD/
Lo L I A N B Viva 03diA
T Lo ' I R E R R |
N Foror 0
IR RN
Loy Lo b1 YNDIS Qv
R R SNLY1s
| N N T [T T T S R S S
Pl [ e e I O
Py o I N
[ N Er o b
"“____ [T T T T R I B |
RN S S VT VYT
IR BEEEEEE ONVHINOO
N [T T N T T I
| I

TVNIIS GV

U.S. Patent

V1iva 03aiA




US RE44,888 E

Sheet 45 of 60

May 13, 2014

U.S. Patent

AUNVNROD —>

NO| LVWHO4NI
JOSN3IS/V1VQ <«—
03alA W1i9lia

0L 914
01 1oL
{ {
901 NO1103S ¥aNNvos (<] NOIL93S i o yNDIS
, N0z o . [ MLV |3 oS
NO|L03S B
MILHIANOD /¥
oL & NO1103S ¥0SS300¥d (~gg
IVNDIS DOTYNY !
NOI1103S ¥0SS300¥d |,
YNDIS W1ID1d
! oo H aiwas
VD1 143A
NO!103S JOVANIINI |«
~— 801
NOI1D3S DNIQy0IIY ~ M~
NO1LVNH0AN! dosnas [ 60} col €0l

001



US RE44,888 E

Sheet 46 of 60

May 13, 2014

U.S. Patent

801 ago!
{ {
! A N N
w : NO1193S|:| ¥30093a
NVHNOD —> G J0VAAINIE] ONVHHD
f Y
[ No1lo3s
voi~ MO oz io [ Y0LvaN
< ONINIL]
!
104
TWND 1S 0301A~— g——] NOLLO3S UORS0THd ~—s01
Y
NOIL103S NOILO3S
HINNVOS
HOSNIS VUV NV
el el

001

LL 914



US RE44,888 E

Sheet 47 of 60

May 13, 2014

U.S. Patent

¢l 914 10S
§

$0G 21
OIS O3 L u— b B — E—
1
905 | Noio3s ¥anwvos <], MOLIOSS 1

9 “ IVINOZI¥OH [

NO1193S _ s Sl
Thyars s epmpemee I e e e el _
¥ILEAAN0D OV [T I ! AR
) |
[ 10T /| NO1193S 40S$3004d | ! e |
1 VNV !
;06| NOI1103S ¥0S$300¥d JE0G| VNOIS SO'IWN m |
WNDIS WLIDIC _ !
_ |
o |
.t 1
1 |
anvioo —={ I NOI 1038 T Nowwos| |
. OSN3S V34V o nuan| |
t—! 1
viva 03ain__ NOIL103S JOVAUILINI o | “
WLIDIC ~ | |
205~ ! !
| i

<-INAS

v TYNDIS
Y0010

—~-01G




US RE44,888 E

Sheet 48 of 60

May 13, 2014

U.S. Patent

ANIT HL(@+1) #\

- ———— o— o —

i
i
|
|
le——rr—>!
a0 1y3d
V.INOZ | ¥OH |
JA1193443 |
NO |

TVNDIS 03dIA
Q0TVYNY

L IId

AN
NI IPAN+;VUMM

N
QONRRHLR N

OO

SORNN Viva 030
RATEERN ™ wiis

1A
id

bt

b 3md
s =

TYNDIS ONAS —>ie
TVINOZ | HOH ~

——— e e s

TVINOZ | ¥0H

!
|
I
| 001¥3d
|
“ e

3

>

TYNDIS 03diA
Q0TIVNY

€L 014

L)

N

NN\

OONNNNNN

N\ _
AN

vivd O
Wi

— LU}

Do
o>

¢z




US RE44,888 E

Sheet 49 of 60

May 13, 2014

U.S. Patent

9, 914

I-l# TVYNDIS 03QIA
DOTYNY

SRS
el fafisry V1V 03aiA
OO NSNS
GL 94
| |
WNDIS 03IA |, a0I¥3d ONIYNVTE TvOIL¥IA “IwNaIS 03a1A
g a— >re
| |
| |
L LA
T_T |-T# TYNDIS O3QIA
wAW I | 90 TYNY
i I
| |
AN 1) <
T V1VQ 03Q1A
AN x V1va 3AIL03443N| it YV 01
VIVa 03aIA viva o3ain) \ \vLva 03aIA
viva JA1193443 3A1103443 3A1103443
IA110344TN VIve
IAI103433N]



US RE44,888 E

Sheet 50 of 60

May 13, 2014

U.S. Patent

NO1103S YINNVIS
TIVINOZ |40H OL

NOI123S ¥3INNVIS
IVOILH3A OL

LL Ol
516+
¥OLVIINID HOLVHINID TVNDIS
< WNDIS NINNYOS 1< g ¢ ONTWI L 300N |
016/ vINOZI¥OH | | ON | XNV I8-NON
O~
OLVYINID 1 HOLVAENGD TWNDIS | |
< YNDIS BNINNVOS < ONIAIL 300N
116 /] WO LYIA v1s”] DN I)NVIE
NO1103S ¥OLVHINID
ONTNIL
\‘
£1G

NO1103S 3OV4YIINI WO
ONVNNCD ONIHOLIMS LNdLNO

O

TVND IS ONAS
OO0



US RE44,888 E

Sheet 51 of 60

May 13, 2014

U.S. Patent

8L 914

10G

LOS T

anvimoo —{_

218
P— B I S
905 | NOIL03S ¥INNVOS [, NOI103S
{ | vinozidon [ YOLVHINID
zo _ ._.Omw e m.Llflll TLI# =t1---5 wz _ E :.ﬁ
¥AL¥IANOD 07V [ " elg
{
RESRERR /INO1103S ¥0SS3004d | !
NOIL103S HOSS300ud |<JE0S | TVNOIS SOWNV |4 4y
WNDIS V11D1a !
N
|
"
HOSN3S VIuY }
1 vo1 Ly3A
NOI193S JOVANIINI [« :
~G60S !
205~ m
[

e o o o o e s > e . mn wme

S
MaNNvos|NOT 103138

NOI 103
13X

e e e e e e e e e e

v TNDIS

~~-01G




US RE44,888 E

Sheet 52 of 60

May 13, 2014

U.S. Patent

6L 914

TVYNDIS

018
ONVIWNOO —>] NO1103S JOVA¥IINI ————————————————] Vo
| NOILO3S NOI103T3S m
{ FAT 73X 1d |
G0S _1!_ B f "
|
1| NOI103S MINNVOS [ zoummmww m
]

| WINZINOH [ gt m

T T —TI-T—--,

! ) !
vLva ! Bls |
0301 A < NO1103S ¥0SS300¥d | ! “

DOTVNY | NDiS DOTVNY ! !
€05 | XYY _

¥0G !

|

o “

.l 1

11 NDILO3S "

mo%m_moww% 1] _HINNVOS “

] vo 1 LY3A |

| "

]
2056~ ?:mm
| |

e J

§
v10S



U.S. Patent

Sheet 53 of 60

May 13, 2014

US RE44,888 E

HOR | ZONTAL
SYNC SIGNAL

VIDEO SIGNAL SN
(WITH SYNC SIGNALS) TUT "gne 1]

| HORIZONTAL! |

i i PERIOD |

(el | g

[ [

|| : |
VIDEO SiGNAL L. ______\ [T ______

(WITHOUT SYNC SIGNALS)

F1G. 80

SYNG SIGNAL MODE/NO-SYNC
SIGNAL MODE SWiTGHING
COMMAND FROM INTERFACE SECTION 505

| 504

HOR | ZONTAL
BLANKING
PERI0D

7/

ANALOG
VIDEO SIGNAL

10 INTERFACE

"SECTION 505

e g ] | o
PROCESSOR " |SECT | ON AMPLIFER
SECTION 503
/
519
FIG. 81
SWITCHING_ COMMAND
517 FROM INTERFACE SEGTION 505
VIDEO 522
FROM_A/D "\
SIGNAL
CONVERTER —>
PROCESS I NG
SECTION 506| |ciRou|T STNG o
7 LISIGNAL
520 COMBI NING
CIRCUIT \5p1

FI1G. 82



U.S. Patent May 13, 2014 Sheet 54 of 60
503
VIDEQ | ANALOG . VIDEO
SIGNAL INPUT™ || AMPLIFIER > SIGNAL OUTPUT
L 523
AMPLIF IER
SWITCHING COMMAND
FIG. 83
524 523 525 526 0
( ( (
NOISE GAMMA
ANALOG CLAMP
> REDUCT | ON CORRECT ION |~ :
R DCTION 1 AMPLIF 1ER [ | GORSG 1T O[T G TROUIT ']
TO A/D
RN R A CONVERTER
SECTION 502 SECTION 506
FIG. 84
524 523 525 526 )
( ( ( (
NOISE GAVMA
ANALOG CLAMP
> REDUCT | ON [ CORRECT ION |- :
CIRCUIT AMPLIFIER[ ™| 6| RCUTT CIRCUIT 1
A
SENCOR CONERTER
SECTION 502 AN EorlER COMMAND SEGTION 506

FI1G. 85

US RE44,888 E



U.S. Patent May 13, 2014 Sheet 55 of 60 US RE44,888 E

L 507
FROM A/D VIDEO SIGNAL |~520
CONVERTER > PROCESS ING > 10 INTERFACE
SECTION 506 CIRCUIT SECTION 505
529 FILTER SELECTION
oD
) 521 SECTION 505
3-TAPS
FILTER
S28\T5-TAPS
FILTER
FIG. 86
L 507
FROM A/D VIDEO SIGNAL |~-520
CONVERTER >| PROCESSING > 10 INTERFACE
SECTION 506 CIRCUIT SECTION 505

A

FILTER SELECTION
SELECTION |909 | COMMAND FROM
CIRCUIT INTERFACE

A

T— SECTION 505
FIRST

FILTER [[~9082

SECOND |
FILTER

~508b

hY

nTH
FILTER [T908n

FI1G. 87



U.S. Patent May 13, 2014 Sheet 56 of 60 US RE44,888 E

VIDEQO SYSTEM
(PORTABLE INFORMATION DEVICE) 530
— CPU 532
531 IR 5 DISPLAY UNIT |~533
e
537 n%g ¢———) INPUT UNIT 534
_|3|~s538
MEMORY k== |, | COMMUNICATI0N| 535
=\ ~UNIT
= g
L[ EXTERNAL
— BATTERY K———— |INTERFACE (536
539 ~ UNIT
FIG. 88
81 6-1
¢P
I_"—J——__——__——____ "—_—_-'i
} 65 |
] 1 |
— |
L Toes |
| — '
| i’v62 66 |
| l
' [
S N |
L
' 3
71

FIG. 89



U.S. Patent May 13, 2014 Sheet 57 of 60 US RE44,888 E
6\/20 ) ) R N .
s T m
4
— 9-1 9-2 6-1
= > > S .
S <P4-1-1 <P4-1-2
S UNIT CELL UNIT CELL
% | L s7-1
A ( 6-2__
= ) N 9 < .
< sP4-2-1 P4-2-2
2 UNIT CELL UNIT CELL
O
= § S s2__
& l |
_>_3 ; 81 | 82 |
6\’ LN ol N ] —_—
1 1 L 1
Do e S Lo ol e
26-1 | 28-1 26-2 | 28-2 !
Iﬁ\ 11 g
34-1 30-1 342 30-2
$ ——~32-1 ¢ —32-2
il F—i—
38 | L
-1t 41-2~4— —
6\/42 | “~40-1 | “™40-2 L
,g\_zL1 2-1 13.&(12‘2
19 — | .
HORIZONTAL ADDRESS CIRCUIT ~13

FIG. 90



U.S. Patent May 13, 2014 Sheet 58 of 60 US RE44,888 E

/46 /50
i 44 i i 48
Vv <
- SEEmm——
————
SHIFT E—
REG STER MULTIPLEXER|
>
FIG. 91 .
: 13
;58
52 T 3 56
y v ¢
o—> S
O———1 > ————
o——»| DECODER MULTIPLEXER | >
—>
O—> t—>
FIG. 92 . —

60a~~ SHIFT
REGISTER

Y Y

000~ snier ¢~
REG I STER

-n
6o
w
w

vyYy




US RE44,888 E

Sheet 59 of 60

May 13, 2014

U.S. Patent

6 914

0 GL  YNIWYIL LNdINO TYNDIS

¢-¢l SS3¥AAV TVINOZ 1 ¥OH

{ﬂTIA;\ 1-¢l SS3YAAY 1VINOZidOH
Oy ¥l dRY10 40

31VO NOWNOO
0€ d1 H?S 40
31V NOWKOD

1383y
SS3¥AAv I I LY3A

| 1 |

1353y

SS3UAAY YO LY3A

L L ONINNYIE TV.LNOZ | ¥OH




US RE44,888 E

Sheet 60 of 60

May 13, 2014

U.S. Patent

¥344n9 SSIMAQY

TVNOZ | 4OH

~YHQg

1ind¥19 d300330

TYINOZ | 4OH

1ndin0 O—

d437130NVD 3SION

;ﬁ‘

A A A A Al

XTYLVN
1130-uxu

G6 914

1In3Y¥I)

430003d

VO 1Y3A

LEEE)
SSHAav |
VO LY3A

W —"

VAg



US RE44,888 E

1
SOLID STATE IMAGE SENSOR AND VIDEO
SYSTEM USING THE SAME

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

BACKGROUND OF THE INVENTION

The present invention relates to the structure of a solid state
image sensor and a system using the solid state image sensor.

Conventional video input systems using solid state image
sensors have been used for video cameras which record
motion video data on tapes, supervisory cameras, still video
cameras which record still video data on video floppy disks
and digital memory media, industrial cameras, and the like.
Most of these systems use area CCD image sensors.

An area CCD image sensor includes a photoelectric con-
verter constituted by a two-dimensional array of photoelec-
tric elements corresponding to pixels. An optical image is
formed on this photoelectric converter. Signals converted into
charges by the photoelectric converter are sequentially read
out as pixel signals by a vertical transfer CCD and a horizontal
transfer CCD.

As another solid state image sensor, a MOS type image
sensor is available. The MOS type image sensor uses no
CCDs for vertical and horizontal transfer. In this sensor, pix-
els selected by selection lines constituted by aluminum lines
are read out through read. lines, like a memory device. The
MOS type image sensors were once actually used for video
cameras. However, the MOS type image sensors were
replaced with CCD image sensors because the MOS type
image sensors cause larger noise than the CCD image sen-
SOrS.

The MOS type image sensor, however, has characteristic
features which the CCD image sensor does not have. For
example, a CMOS type image sensor is driven by a single
drive source unlike the CCD image sensor which is driven by
multiple drive sources.

More specifically, to drive the CCD image sensor, a plu-
rality of positive and negative power supply potentials, e.g.,
+20V, +15V, and -10V, are required. In contrast to this, the
MOS type image sensor can be driven by a single power
supply of, e.g., +5V; it requires only one power supply poten-
tial. The same power supply voltage as that used for other
circuits making up an image sensing system, e.g., an ampli-
fication circuit and a control circuit, can be used for the MOS
type image sensor. The number of power supplies can there-
fore be decreased.

The power consumption of the MOS type image sensor is
also smaller than that of the CCD image sensor.

The MOS type image sensor has another characteristic
feature which the CCD image sensor does not have. That is, a
logic circuit, an analog circuit, an analog/digital conversion
circuit, and the like can be easily formed on the sensor by
using a single MOS circuit manufacturing process. It is a
well-known fact that peripheral circuits, associated circuits,
and the like can be easily formed on the MOS type image
sensor. Prototypes of such sensors have been reported at
academic meetings (e.g., ISSCC in 1996).

As described above, the MOS type image sensor has char-
acteristic features which the CCD image sensor does not
have. To make the most of these characteristic features, how-
ever, a circuit structure in the sensor which is suited to a
system to be used and an interface for other circuit portions

20

25

30

35

40

45

50

55

60

65

2

are required. If, for example, an appropriate interface is not
used, a large number of pins are required to result in an
increase in the chip area of the sensor or the size of the
package. An increase in cost cannot therefore be avoided.

Video compression techniques for teleconferences, video-
phones, and the like have been standardized. With the wide-
spread use of personal computers and communication ser-
vices for personal computers, a desktop conference using
personal computers will soon become a reality. Image com-
pression techniques are also used for this purpose.

A video camera recorder or a portable video camera is used
for an image capture section of such a video system. Outputs
from these cameras are still analog video outputs. It is as a
matter of course that in the future such cameras are connected
to personal computers by digital direct coupling or incorpo-
rated therein. If a solid state image sensor incorporating a
video processing circuit is available as an image sensor used
for such purposes, the number of parts can be decreased. A
reduction in cost can therefore be attained.

As described above, the MOS type image sensor as a solid
state image sensor has many advantages over the CCD image
sensor except for noise. With advances in noise suppression
techniques, the MOS type image sensor has regained atten-
tion. When the MOS type image sensor is to be used as an
image sensing device, a pixel selection function, an image
compression function, a low speed shot control function, an
image data conversion function, and the like may be imple-
mented as MOS circuits on the same chip as that of the MOS
type image sensor, in addition to an image sensing function.
With this structure, only processing results can be used. As a
result, a reduction in load can be attained in terms of design
and manufacture of an actual system using the MOS type
image sensor to take place of peripheral circuits for the above
functions.

If, therefore, a solid state image sensor with video process-
ing circuits is available as an image sensor, the number of
parts can be reduced, and a reduction in cost can be attained.

If, however, these video processing circuits are simply
implemented on the chip of the MOS type image sensor, a
problem is posed in terms of operability when this chip is
applied to a system. If, for example, a function is designed on
the basis of the specifications required by the user, the result-
ant device becomes a single-function device. That is, a dedi-
cated device, i.e., a device used for a special purpose, is
obtained, resulting in poor versatility.

Considering the social background of an information-ori-
ented society and the popularity of multimedia, an image
capture function will be increasingly required in various
fields. In addition, with increasing demand in space and
energy savings, reductions in the size and power consumption
of'a function element are required. Under the circumstances,
it is urgently necessary to realize a high-performance, high-
versatility solid state image sensor using a MOS type image
sensor which can meet these demands.

BRIEF SUMMARY OF THE INVENTION

Itis an object of the present invention to provide a compact,
high-performance solid state image sensor having high gen-
eral versatility and using a MOS type image sensor capable of
energy-saving. It is another object of the present invention to
provide a video system using this solid state image sensor.

According to the first aspect of the present invention, there
is provided a solid state image sensor comprising: an area
sensor section in which pixels for performing photoelectric
conversion are arranged two-dimensionally; a pixel selection
section for selecting a pixel of the area sensor section and
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reading out a pixel signal from the pixel; an analog signal
processor section for performing signal processing for the
pixel signal read out from the pixel; an analog-digital conver-
sion section for converting the processed signal into a digital
signal; a digital signal processor section for processing to
convert the digital signal into luminance and color difference
signals; and an interface section which can externally output
the digital video signal, operates in accordance with an exter-
nal command, and has a function of selecting one of the
digital signal from the analog-digital conversion section and
luminance and color difference signals, wherein the area sen-
sor section, the pixel selection section, the analog signal
processor section, the analog-digital conversion section, the
digital signal processor section, and the interface section are
mounted on a single chip.

According to the second aspect of the present invention,
there is provided a solid state image sensor comprising: an
area sensor section in which pixels for performing photoelec-
tric conversion are arranged two-dimensionally; a pixel selec-
tion section for selecting a pixel of the area sensor section and
reading out a pixel signal from the pixel; an analog signal
processor section for performing signal processing for the
pixel signal read out from the pixel; an analog-digital conver-
sion section for converting the processed signal into a digital
signal; a digital signal processor section for performing
motion video processing and still image processing; and an
interface section which can externally output the digital video
signal, operates in accordance with an external command,
and has a function of selecting one of a motion video signal
obtained by performing the motion video processing and a
still image signal obtained by performing the still image
processing, wherein the area sensor section, the pixel selec-
tion section, the analog signal processor section, the analog-
digital conversion section, the digital signal processor sec-
tion, and the interface section are mounted on a single chip.

According to the third aspect of the present invention, there
is provided a solid state image sensor comprising: an area
sensor section in which pixels for performing photoelectric
conversion are arranged two-dimensionally; a pixel selection
section for selecting a pixel of the area sensor section and
reading out a pixel signal from the pixel; an analog signal
processor section for performing signal processing for the
pixel signal read out from the pixel to output a processed
signal; an analog-digital conversion section for converting the
processed signal into a digital signal; a digital signal proces-
sor section including means for performing signal processing
for the digital signal to convert the digital signal into a digital
video signal having a predetermined signal format, and stor-
age means for storing the digital video signal; and an interface
circuit for externally outputting the digital video signal from
the storage means in accordance with an external command,
wherein the area sensor section, the pixel selection section,
the analog signal processor section, the analog-digital con-
version section, the digital signal processor section, and the
interface section are mounted on a single chip.

According to the fourth aspect of the present invention,
there is provided a solid state image sensor comprising: an
area sensor section in which pixels for performing photoelec-
tric conversion are arranged two-dimensionally; a pixel selec-
tion section for selecting a pixel of the area sensor section and
reading out a pixel signal from the pixel; an analog signal
processor section for performing signal processing for the
pixel signal read out from the pixel; an analog-digital conver-
sion section for converting the processed signal into a digital
signal; a digital signal processor section for performing signal
processing to convert the digital signal into a digital video
signal having a predetermined signal format; an interface
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section for externally outputting the digital video signal and
inputting an external command; and means capable of chang-
ing a charge integration time for at least some of the pixels in
accordance with an external command, wherein the area sen-
sor section, the pixel selection section, the analog signal
processor section, the analog-digital conversion section, the
digital signal processor section, the interface section, and the
means are mounted on a single chip.

According to the fifth aspect of the present invention, there
is provided a solid state image sensor comprising: an area
sensor section in which pixels for performing photoelectric
conversion are arranged two-dimensionally; a pixel selection
section for selecting a pixel of the area sensor section and
reading out a pixel signal from the pixel; an analog signal
processor section for performing signal processing for the
pixel signal read out from the pixel; an analog-digital conver-
sion section for converting the processed signal into a digital
signal; a digital signal processor section for performing signal
processing to convert the digital signal into luminance and
color difference signals; and an interface section for exter-
nally outputting the digital video signal by alternately output-
ting the luminance and color difference signals, wherein the
area sensor section, the pixel selection section, the analog
signal processor section, the analog-digital conversion sec-
tion, the digital signal processor section, and the interface
section are mounted on a single chip.

According to the sixth aspect of the present invention, there
is provided a solid state image sensor comprising: an area
sensor section in which pixels for performing photoelectric
conversion are arranged two-dimensionally; a pixel selection
section for selecting a pixel of the area sensor section and
reading out a pixel signal from the pixel; an analog signal
processor section for performing signal processing for the
pixel signal read out from the pixel; an analog-digital conver-
sion section for converting the processed signal into a digital
signal; a digital signal processor section for performing signal
processing to convert the digital signal into a digital video
signal having a predetermined signal format; an information
section which holds information indicating characteristic of
the sensor; and an interface section which externally outputs
the digital video signal, can input an external command, and
allows the information to be read out in accordance with the
external command, wherein the area sensor section, the pixel
selection section, the analog signal processor section, the
analog-digital conversion section, the digital signal processor
section, the information section and the interface section are
mounted on a single chip.

According to the seventh aspect of the present invention,
there is provided a video system comprising: a solid state
image sensor including: an area sensor section in which pixels
for performing photoelectric conversion are arranged two-
dimensionally, a pixel selection section for selecting a pixel of
the area sensor section and reading out a pixel signal from the
pixel, a signal processor section for performing signal pro-
cessing for the pixel signal read out from the pixel and out-
putting at least one of a digital video signal, an analog video
signal, a status signal, and characteristic information of the
solid state image sensor, and an interface section which oper-
ates in response to an external command and externally out-
puts at least one of a digital video signal, a status signal, and
characteristic information of the solid state image sensor,
wherein the area sensor section, the pixel selection section,
the signal processor section, and the interface section are
mounted on a single chip; and a visual processing unit for
performing visual information processing by using at least
one of a digital video signal, an analog video signal, a status
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signal, and characteristic information of said solid state image
sensor which are output from said solid state image sensor.

Additional object and advantages of the invention will be
set forth in the description which follows, and in part will be
obvious from the description, or may be learned by practice of
the invention. The object and advantages of the invention may
be realized and obtained by means of the instrumentalities
and combinations particularly pointed out in the appended
claims.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

The accompanying drawings, which are incorporated in
and constitute a part of the specification, illustrate presently
preferred embodiments of the invention, and together with the
general description given above and the detailed description
of the preferred embodiments given below, serve to explain
the principles of the invention.

FIG. 1 is a block diagram showing the basic structure of a
solid state image sensor according to an embodiment of the
present invention;

FIG. 2 is a block diagram showing the timing generator
section of the image sensor in FIG. 1;

FIG. 3 is a block diagram showing another timing genera-
tor section of the image sensor of the present invention;

FIG. 4 is a block diagram showing a solid state image
sensor including the timing generator section in FIG. 3;

FIG. 5 is a block diagram showing a digital signal proces-
sor section in FIG. 1;

FIG. 6 is a block diagram showing another digital signal
processor section in the image sensor of the present invention;

FIG. 7 is a block diagram showing still another digital
signal processor section in the image sensor of the present
invention;

FIG. 8 is a block diagram showing still another digital
signal processor section in the image sensor of the present
invention;

FIG. 9 is a view for explaining a plurality of read methods
of reading out video signals from the solid state image sensor;

FIG. 10 is a timing chart for explaining one state in which
a video signal is output in accordance with an output com-
mand;

FIGS. 11A and 11B are timing charts for explaining
another state in which a video signal is output in accordance
with an output command;

FIG. 12 is a timing chart for explaining an example of how
the video signal output rates are switched in accordance with
a command;

FIG. 13 is a perspective view of a personal computer incor-
porating the solid state image sensor of the present invention;

FIG. 14 is a perspective view of a personal computer to
which the solid state image sensor of the present invention is
connected;

FIG. 15 is a block diagram for explaining the connection
state between the solid state image sensor and the personal
computer,

FIG. 16 is a block diagram showing a video encoding
apparatus using a solid state image sensor;

FIG. 17 is a perspective view of a portable information
device incorporating the solid state image sensor of the
present invention;

FIG. 18 is a block diagram showing the portable informa-
tion device using the solid state image sensor;

FIGS. 19A and 19B are views for explaining pixel read
sequences in the solid state image sensor;
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FIGS. 20A and 20B are views for explaining another pixel
read sequence in the solid state image sensor;

FIG. 21 is a block diagram showing a timing generator
section for changing the pixel read sequence;

FIGS. 22A, 22B, and 22C are views for explaining pixel
sub-sampling read schemes;

FIG. 23 is a block diagram showing a timing generator
section capable of pixel sub-sampling reads;

FIG. 24 is a view for explaining a solid state image sensor
which allows pixels to be selectively read out;

FIGS. 25A to 25F are views for explaining selective pixel
read;

FIG. 26 is a view for explaining how an electronic shutter
is set by using a command;

FIGS. 27A 10 27D are timing charts for explaining how the
electronic shutter setting is changed;

FIGS. 28 A and 28B show a photoelectric surface of an area
sensor and timing charts for explaining how electronic shut-
ters are set in units of blocks;

FIG. 29 is a block diagram showing a timing generator
section;

FIG. 30 is a block diagram showing a solid state image
sensor including a motion video data compression circuit and
a motion vector detection section;

FIG. 31 is a block diagram showing a solid state image
sensor having a motion vector detection section;

FIG. 32 is a block diagram showing the digital signal
processor section of the solid state image sensor in FIG. 30;

FIG. 33 is a block diagram showing the digital signal
processor section of the solid state image sensor in FIG. 31;

FIG. 34 is a view showing the pixel structure of the area
sensor section of the solid state image sensor having the
motion vector detection section;

FIG. 35 is a block diagram showing another digital signal
processor section of the solid state image sensor;

FIG. 36 is a block diagram showing still another digital
signal processor section of the solid state image sensor;

FIG. 37 is a block diagram showing a portable information
device having a camera-shake sensor and a solid state image
sensor;

FIG. 38 is a block diagram showing the digital signal
processor section of a solid state image sensor used in a
portable information device having the structure shown in
FIG. 37,

FIG. 39 is a block diagram showing another portable infor-
mation device having a camera-shake sensor and a solid state
image sensor;

FIG. 40 is a block diagram showing still another solid state
image sensor having a motion vector detection section;

FIG. 41 is a block diagram showing still another solid state
image sensor having a motion vector detection section;

FIG. 42 is a block diagram showing still another solid state
image sensor having a motion vector detection section;

FIG. 43 is a block diagram showing still another solid state
image sensor having a motion vector detection section;

FIG. 44 is a block diagram showing the interface section of
a solid state image sensor;

FIG. 45 is a block diagram showing another interface sec-
tion of a solid state image sensor;

FIG. 46 is a timing chart of signals in the interface section
in FIG. 45;

FIG. 47 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 48 is a timing chart of signals in the interface section
in FIG. 47,

FIG. 49 is a block diagram showing still another interface
section of a solid state image sensor;
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FIG. 50 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 51 is a timing chart of signals in the interface sections
in FIGS. 49 and 50,

FIG. 52 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 53 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 54 is a timing chart of signals in the interface sections
in FIGS. 52 and 53;

FIG. 55 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 56 is a timing chart of signals in the interface section
in FIG. 55;

FIG. 57 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 58 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 59 is a timing chart of signals in the interface section
in FIG. 57 or 58;

FIG. 60 is another timing chart of signals in the interface
section in FIG. 57 or 58;

FIG. 61 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 62 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 63 is a timing chart of signals in the interface section
in FIG. 62;

FIG. 64 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 65 is a timing chart of signals in the interface section
in FIG. 64;

FIG. 66 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 67 is a timing chart of signals in the interface section
in FIG. 66;

FIG. 68 is a block diagram showing still another interface
section of a solid state image sensor;

FIG. 69 is a timing chart of signals in the interface section
in FIG. 68;

FIG. 70 is a block diagram showing a solid state image
sensor according to another embodiment of the present inven-
tion;

FIG. 71 is a block diagram showing a solid state image
sensor according to still another embodiment of the present
invention;

FIG. 72 is a block diagram showing a solid state image
sensor according to still another embodiment of the present
invention;

FIG. 73 is a timing chart for explaining a signal output in
horizontal synchronization periods in the solid state image
sensor according to still another embodiment of the present
invention;

FIG. 74 is a timing chart for explaining a signal output
when the signal output of the solid state image sensor in FI1G.
73 is changed in accordance with a command;

FIG. 75 is a timing chart for explaining a signal outputin a
vertical period in the solid state image sensor of the embodi-
ment in FIG. 73;

FIG. 76 is a timing chart for explaining a signal output
when the signal output of the solid state image sensor in FI1G.
75 is changed in accordance with a command;

FIG. 77 is a block diagram showing a timing generator
section for realizing a change by means of a command in the
solid state image sensor of the embodiment in FIG. 73;

FIG. 78 is a block diagram showing another solid state
image sensor associated with the embodiment in FIG. 73;
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FIG. 79 is a block diagram showing a solid state image
sensor according to yet another embodiment of the present
invention;

FIG. 80 is a timing chart for explaining how a sync signal
is set in the solid state image sensor according to still another
in accordance with a command;

FIG. 81 is a block diagram showing an output section of a
solid state image sensor which can realize sync signal setting
by using a command in the embodiment in FIG. 80;

FIG. 82 is a block diagram showing a digital signal pro-
cessor section which can realize sync signal setting by using
a command in the embodiment in FIG. 80;

FIG. 83 is a block diagram showing an output section
including an analog amplifier whose gain is set by acommand
in a solid state image sensor according to still another
embodiment;

FIG. 84 is a block diagram showing the analog signal
processor section of the solid state image sensor of the
embodiment in FIG. 83;

FIG. 85 is a block diagram showing another analog signal
processor section for setting the gain of the analog amplifier
in accordance with a command in the embodiment in FIG. 83;

FIG. 86 is a block diagram showing a digital signal pro-
cessor section which switches filters in accordance with a
command in a solid state image sensor according to still
another embodiment;

FIG. 87 is a block diagram showing the detailed structure
of the digital signal processor section in FIG. 86;

FIG. 88 is a block diagram showing a video system accord-
ing to still another embodiment of the present invention,
including a portable information device to which the solid
state image sensor of the present invention is applied;

FIG. 89 is a circuit diagram showing the cell structure of a
MOS type image sensor used in the solid state image sensor of
the present invention;

FIG. 90 is a circuit diagram for explaining a structure of a
MOS type image sensor using the cell in FIG. 89;

FIG. 91 is a block diagram showing the structure of a
vertical address circuit;

FIG. 92 is ablock diagram showing the structure of another
vertical address circuit;

FIG. 93 is a block diagram showing the structure of still
another vertical address circuit;

FIG. 94 is a timing chart for explaining the operation of the
MOS type image sensor in FIG. 90; and

FIG. 95 is a block diagram showing the overall structure of
a MOS type image sensor designed to reduce noise.

DETAILED DESCRIPTION OF THE INVENTION

The embodiments of the present invention will be
described in detail below with reference to the accompanying
drawing.

FIG. 1 is a block diagram showing the schematic internal
structure of an image sensor according to an embodiment of
the present invention. Referring to FIG. 1, an image sensor
100 incorporates a timing generator section 101, an area
sensor section 102, vertical and horizontal scanner sections
103 and 104 for selecting pixel outputs, an analog signal
processor section 105, an A/D converter section 106 for per-
forming analog/digital conversion, a digital signal processor
section 107 for converting a digital signal into an output
signal, and an interface section 108 for outputting digital
video data to the outside and receiving command data from
the outside.

For example, as the area sensor section 102, a CMOS type
image sensor is used. The vertical scanner section 103 per-
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forms vertical scanning control on the CMOS type image
sensor. The horizontal scanner section 104 performs horizon-
tal scanning control on the CMOS type image sensor. These
scanner sections perform predetermined scanning control on
the basis of output signals from the timing generator section
101.

It is important that in this embodiment commands can be
externally input to the image sensor 100, and the modes,
output signal formats, and signal output timings, and the like
of'the image sensor 100 can be controlled in accordance with
the commands. The interface section 108 is used to execute
this command input operation. Upon reception of a predeter-
mined command from the outside, the interface section 108
controls the associated constituent elements to perform con-
trol corresponding to the received command. The interface
section 108 also has the function of outputting digital video
data output through the digital signal processor section 107 to
the outside of the image sensor 100.

The analog signal processor section 105 performs prede-
termined signal processing for the video signal read out from
the area sensor section 102, and outputs the resultant signal to
the A/D converter section 106. The A/D converter section 106
converts this video signal into a digital signal, and outputs it.
The digital signal processor section 107 outputs the video
data, which has undergone digital conversion and is output
from the A/D converter section 106, to the interface section
108.

The timing generator section 101 generates timing signals
for reading out pixel signals having undergone photoelectric
conversion through the respective pixels on the basis of exter-
nal signals. The vertical and horizontal scanner sections 103
and 104 read out charges having undergone photoelectric
conversion in the respective pixels in accordance with these
timing signals.

As an external signal, a master clock signal having a fun-
damental frequency, a sync signal, or both of them may be
used.

Each of FIGS. 2 and 3 shows a detailed structure of the
timing generator section 101. The timing generator section
101 is constituted by a vertical scanning signal generator
101a, a horizontal scanning signal generator 101b, and a
digital processing signal generator 101c. The vertical scan-
ning signal generator 101a receives a clock signal, a horizon-
tal sync signal, and a vertical sync signal, and generates a
vertical scanning signal indicating a vertical scanning timing.
The horizontal scanning signal generator 101b receives a
clock signal, a horizontal sync signal, and a vertical sync
signal, and generates a horizontal scanning signal indicating
a horizontal scanning timing. The digital processing signal
generator 101c receives a clock signal, a horizontal sync
signal, and a vertical sync signal, and generates a signal
indicating a predetermined digital processing timing.

As an external signal, a master clock signal having a fun-
damental frequency, a sync signal, or both of them may be
used. The structure shown in FIG. 1 is designed to input the
two signals. In the detailed structure shown in FI1G. 2, a clock,
a horizontal sync signal, and a vertical sync signals are used.
With these three types of signals, the timing generator section
101 generates timing signals required for the image sensor
100, and supplies them to the respective components of the
image sensor 100.

In the structure shown in FIG. 3, only a clock is supplied
from the outside of the image sensor 100, and a sync signal is
generated by the timing generator section 101 of the image
sensor 100. The structure shown in FIG. 3 includes a sync
signal generator 101d, in addition to the vertical scanning
signal generator 101a, the horizontal scanning signal genera-
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tor 101b, and the digital processing signal generator 101c, to
internally generate a sync signal, a vertical scanning signal, a
horizontal scanning signal, and the like upon reception of an
external clock. The sync signal generator 101d generates
vertical and horizontal sync signals on the basis of an exter-
nally input clock signal, and outputs them to the outside.
These signals are also supplied to the vertical scanning signal
generator 101a, the horizontal scanning signal generator
101b, and the digital processing signal generator 101c.

In the structure shown in FIG. 3, vertical and horizontal
sync signals are output from the sync signal generator 101d.
This operation is performed to supply the sync signals to a
system, outside the image sensor 100, which requires timing
signals. FIG. 4 shows the overall structure of the image sensor
100 in this case. The structure shown in FIG. 4 is the same as
that shown in FIG. 3 except for the timing generator section
101.

The analog signal processor section 105 performs noise
reduction, amplification, gamma correction, and clamp pro-
cessing for a video signal. The resultant signal is then con-
verted into a digital signal by the A/D converter section 106.
The digital signal processor section 107 converts the pixel
array signal of the digital signal into an output signal suited
for external output. For example, as this signal, a luminance
signal, an RGB signal, luminance/color-difference signals
(YCrCb, YUV), or the like can be conceived.

The respective signals may be output in the order based on
the pixel sequential scheme of outputting the signals in units
of pixels or the frame sequential scheme of outputting the
signal in units of frames. Note that the pixel array signal may
be output without signal processing.

In addition, signal processing may be performed on the
basis of these signals. For example, still image data compres-
sion processing represented by JPEG, video compression
processing such as H. 261 or H. 263 for teleconferences,
MPEG 1, MPEG 2, or MPEG 4, the standard of which is
under deliberation, can be implemented on the basis of these
signals. Furthermore, gamma correction may be performed
by the digital signal processor section 107 instead of the
analog signal processor section 105.

As shown in FIG. 5, this digital signal processor section
107 can include a memory 107b as well as a signal processor
107a. The memory 107b stores video data required for signal
processing and corresponding to one or a plurality of lines,
one or a plurality of blocks, or one or a plurality of frames.
The stored video data is used for signal processing in the
signal processor 107a. The data processed by the signal pro-
cessor 107a is output externally from the image sensor 100
through the interface section 108. This interface section 108
also serves to load an external command into the image sensor
100.

Upon reception of an external command, the image sensor
100 of the present invention is set in a mode corresponding to
the command input, and can perform processing correspond-
ing to the command. This image sensor is characterized in this
point. This characteristic feature will be described in detail
below.

An embodiment in which the image sensor has a plurality
of output formats, and can change output data by switching/
selecting the output format in accordance with command data
will be described first.

Inthe embodiment shown in FIG. 6, the signal processor of
a digital signal processor section 107 is constituted by a
luminance/color difference signal generator (YCrChb genera-
tor) 107a, and includes a switch circuit 107b. The switch
circuit 107b has two switching terminals. One switching ter-
minal is connected to the output side of the luminance/color
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difference signal generator 107a, and the other switching
terminal is connected to the input side of the luminance/color
difference signal generator 107a so that the switch circuit
107b can selectively output one of outputs from the lumi-
nance/color difference signal generator 107a and an A/D
converter section 106 as an output from the digital signal
processor section 107. Switching control on the switch circuit
107b is performed by causing the interface section 108 to
send a switching signal to the digital signal processor section
107 in accordance with a command received by the interface
section 108.

In this structure, the digital signal processor section 107
has a path through which pixel data itself is output, and a path
through which pixel data is converted into a YCrCb signal by
the digital circuit. The digital signal processor section 107 can
switch to select one of the paths so as to output data through
the path designated upon switching.

The structure shown in FIG. 7 includes a motion video
signal processor 107¢ for performing signal processing for a
motion video signal and a still video signal processor 107d for
performing signal processing for a still video signal. Outputs
from these processors are switched to be selectively output by
a circuit like the above switch circuit 107b. In general, motion
and still video signals are processed by different signal pro-
cessing methods. Since this structure switches to select one of
outputs from these signal processors in accordance with a
command, an image with higher quality can be obtained.

FIG. 8 shows another digital signal processor section 107.
This digital signal processor section 107 includes signal pro-
cessors 107eto 107n. These signal processors are switched by
a switch circuit 107b. With this structure of the digital signal
processor section 107, an output format can be designated
from a system by using one command, and an appropriate
output can be output. In addition to the above schemes, the
signal output formats of the signal processors 107e to 107n
include formats used to record still image data in a computer,
such as the PICT format, the GIF format, and the TIFF format.

FIG. 9 shows a case in which the output order of video data
captured by an area sensor section 102 is changed. The area
sensor section 102 is an image sensor having an array of n
pixels (nis the number of pixels of the area sensor section). In
this case, when color video data are to be output, a command
is used to switch between the pixel sequential scheme of
reading out and outputting pixel signals in units of pixels each
consisting of a combination of R (red), G (green), and B
(blue) cells and the frame sequential scheme of reading out
and outputting video signals in units of R, G, and B frames.

In the case shown in FIG. 9, the numbers in the area sensor
section 102 are displayed in units of pixels. In this case, R, G,
and B data are generated for each pixel in the image sensor by
signal processing. FIG. 9 shows how the output orders based
on the pixel sequential output mode and the frame sequential
output mode are switched in accordance with a command.

In the above embodiment, the type of video data to be
output can be selected in accordance with a command.
Another embodiment in which data can be output in accor-
dance with an external command will be described next.

An image sensor used for a general video camera which
outputs video data to a TV monitor. For this reason, when the
NTSC scheme is used, the image sensor outputs video data at
a rate of 30 frames/second. When such an image sensor is
used for a teleconference, a videophone, a desktop confer-
ence, or the like, the number of frames output per second is
often smaller than 30 owing to a limitation imposed on trans-
mission capacity. For this reason, the image sensor need not
always output the currently sensed signal.
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Upon reception of an output request from the outside, the
image sensor outputs data. While no request is received,
unnecessary circuit operations on the image sensor are
stopped to reduce the power consumption.

FIG. 10 is a timing chart for a video signal output operation
in this embodiment. According to this timing chart, an area
sensor section 102 of an image sensor 100 always performs an
effective charge integration operation. When a readout com-
mand is supplied to the area sensor section 102, signals are
read out, from the head of the next frame, to the analog signal
processing and the subsequent processing. That is, the signal
circuit operates to output the signals.

FIGS. 11A and 11B are timing charts for a video signal
output operation in still another embodiment. According to
these timing charts, an area sensor section 102 performs
effective charge integration for the first time when an output
command is input. More specifically, a timing generator sec-
tion 101 generates signals required for the respective portions
in accordance with an output command. The area sensor
section 102 then performs an effective charge integration
operation on the basis of these signals. The readout signals are
subjected to digital signal processing in a digital signal pro-
cessor section 107. The resultant signals are output as video
data to the outside of an image sensor 100 through an inter-
face section 108. After the area sensor section 102 performs
an effective charge integration operation for each frame inter-
val inunits of pixels, lines, arrays, or blocks, the resultant data
are read out (FIGS. 11A and 11B show a case in which an
integration read operation is performed in units of lines). That
is, data is output at least one frame interval after an output
command. Note that the effective charge integration interval
is shortened while an electronic shutter is being operated.

Still another embodiment in which the output frame rates
are set stepwise for an image sensor 100 in advance, and these
rates are switched in accordance with an external command
will be described next.

According to this embodiment, letting M be a rational
number, a plurality of set values of M frames/second are
prepared. These set values can be switched so that a frame rate
suited to specific conditions for the system to be used or the
preference of the user can be selected. That is, the set values
of M are switched in accordance with a command input to the
image sensor 100.

Inthis case, a timing generator section 101 has the function
of implementing a plurality of read methods. The timing
generator section 101 can select one of the methods and
change the output rate in accordance with the above com-
mand. If; for example, a reference frame rate, i.e., N frames/
second, and frame rates obtained by multiplying the reference
rate by 1/n are set, like “30 frames/second”, “15 frames/
second”, ““7.5 frames/second”, and 3.75 frames/second”, are
set, as shown in FIG. 12, the circuit structure can be simpli-
fied. In this case, N=30 and n=2.

For example, the following methods are available frame
rate selection methods.

For example, a method of checking the data transfer rate of
a transmission line in a start-up operation, and causing soft-
ware to select a frame rate is used in a camera 301 using the
image sensor 100 of the present invention, as shown in FIG.
13, i.e., a structure in which a personal computer built-in
camera 301a is mounted in a personal computer 300, and a
cellar phone is connected to the personal computer 300
through an IF (interface), or in a camera 301 using the image
sensor 100 of the present invention, as shown in FIG. 14, i.e.,
a system in which a camera 301a for a personal computer is
connected to a personal computer 300 through an IF (inter-
face), and the personal computer 300 is connected to a net-
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work line through the built-in communication interface to
hold a desktop conference with a terminal in a remote place.

FIG. 15 shows a structure of the camera 301. The camera
301 is constituted by the image sensor 100 of the present
invention, a lens system (optical system) 302 for forming an
optical image on the image sensor 100, a video encoder 303
for encoding the image output from the image sensor 100, and
a command decoder 304 for decoding an external command,
and supplying the resultant data to the image sensor 100.

A structure of the camera 301 in FIG. 16 is constituted by
a lens system (optical system) 302 for forming an optical
image on the image sensor 100, an information source
encoder 305 for encoding the image output from the image
sensor 100, a video signal multiplexing encoder 306 for for-
matting the video data output from the information source
encoder 305, a transmission buffer 307 for temporarily hold-
ing an output from the video signal multiplexing encoder 306
to transmit it, a system multiplexing encoder 308 for multi-
plexing the data temporarily held in the transmission buffer
307 and transmitting the resultant data to the transmission
path, and an encoding controller 309 for controlling the infor-
mation source encoder 305, the image sensor 100, and the
video signal multiplexing encoder 306 to control video signal
read and transfer operations in accordance with the capacity
of the transmission buffer 307.

Assume that the camera 301 connected to the personal
computer 300 is the personal computer built-in camera 301a
in FIG. 13 or the personal computer optional camera 301b in
FIG. 14. In this case, upon reception of a frame rate selection
command, the command decoder 304 decodes the command
to switch to the camera 301 side to select a frame rate corre-
sponding to the command. It suffices therefore if the control-
ler (the CPU (processor) or the like) of the personal computer
300 outputs an output rate setting command to the image
sensor 100.

Assume that the camera 301 has the structure shown in
FIG. 16. In this case, since this structure is a combination of
an image sensing section, a video encoder, and a transmission
section, the system using the camera 301 may monitor the
data share of the encoded data in the transmission buffer 307
to obtain a reference for a command in the hardware of the
video encoder, as shown in FIG. 16.

For example, the above structure is designed such that the
data space occupation in the transmission buffer 307 in FIG.
16 becomes smaller than a predetermined value, an output
command is output. Alternatively, in the structure shown in
FIG. 15 or 16, signal processing may be performed for the
standard of a video transmission system (e.g., H. 263 or H.
261) by software or hardware to allow the user to determine
whether to give priority to the frame rate or image quality. The
software or hardware then transmits a command on the basis
of this determination.

Compact, lightweight, portable terminals such as hand-
hold personal computers have recently become popular. For
example, in a structure in which a communication means and
the image sensor 100 are incorporated into a portable infor-
mation device, as shown in FIG. 17, interruptions of commu-
nications due to battery exhaustion can be avoided to allow
the user to complete necessary communication by using a
control scheme in which the CPU detects the remaining quan-
tity of a battery BT serving as a power supply for the portable
information device so as to determine the output frame rate, as
shown in FIG. 18. With this scheme, even if the remaining
quantity becomes small, the operation time can be prolonged.
Ifthe CPU determines upon checking the battery ofthe device
that the remaining quantity is small, the CPU controls to
decrease the output frame rate so as to reduce the power
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consumption. With this control, a necessary operation can be
ensured at the expense of quality.

In the system shown in FIG. 13, 14, or 17, a power save
mode may be set. In this case, the frame rate of the image
sensor is decreased by activating this save mode.

An embodiment in which the pixel output order can be
changed or pixels to be read out can be selected in accordance
with an external command will be described next.

For example, an image sensor 100 of the present invention
uses a CMOS type image sensor as an area sensor. This
CMOS type image sensor can be designed to selectively
activate horizontal and vertical scanning lines to allow arbi-
trary pixels to be read out, unlike a CCD image sensor.

In a system for outputting video datato a TV or a personal
computer monitor, data are generally read out in units of lines.
For example, in a system using data compression by block
encoding, frame video data having an nxm pixel configura-
tion are generally processed in units of blocks each consisting
of' 8x8 pixels or 16x16 pixels. To cope with these read meth-
ods, a plurality of read schemes or read schemes and a plu-
rality of corresponding processing circuits may be incorpo-
rated into a timing generator section 101, a digital signal
processor section 107, or both of them. In this case, the above
processing can be easily coped with by switching these
schemes in accordance with an external command.

This case will be described next.

For example, FIGS. 19A and 19B show image read orders
set when video data are to be output to a monitor. FIG. 19A
shows noninterlaced scanning. FIG. 19B shows interlaced
scanning.

FIGS. 20A and 20B show the read order set when the H.
263 standard is used. According to this standard, a block
consisting of four 8x8-pixel blocks is defined as a macrob-
lock, and pixel signals or signals converted into luminance
components and color components are read out in units of
macroblocks in the GOB (Group of Blocks) order. The timing
generator section 101 has a structure like the one shown in
FIG. 21 to cope with this operation. More specifically, the
timing generator section 101 includes a vertical scanning
signal generator 101a, a horizontal scanning signal generator
101b, an interlace mode controller 1011, a noninterlace mode
controller 101g, a block mode controller 101h, and a switch
circuit 101e for selectively switching these controllers 101f,
101g, and 101h in accordance with a command. The timing
generator section 101 switches the modes in accordance with
an output switching command to change the signal to be
output to the scanner section of the area sensor section 102,
thereby changing the output order.

When the timing generator section 101 is designed to select
one of the read schemes in this manner, a single image sensor
can cope with the above methods.

The image sensor 100 of the present invention can selec-
tively output pixels. Therefore, the image sensor 100 can
easily sub-sample at intervals of a predetermined number of
pixels or read out only part of an image. These embodiments
will be described next.

FIGS. 22A to 22C show the former embodiment, i.e., the
embodiment in which sub-sampling is performed at intervals
of'a predetermined number of pixels. Referring to FIGS. 22A
to 22C, each pixel is constituted by three color cells, i.e., G,R
and B cells. FIG. 22A shows an all-pixels read scheme of
reading out all the cells of an entire frame. FIG. 22B shows a
sub-sampling read scheme of reading out video data from
alternate two adjacent horizontal lines at intervals of two
pixels on each horizontal line to be read out. FIG. 22C shows
another sub-sampling read scheme of reading out video data
from alternate cells.
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In a sub-sampling system that sub-samples at intervals of a
predetermined number of pixels, a small resolution (the reso-
Iution in this case indicates the number of pixels) can be set in
the motion video capture mode, a large resolution can be set
in the still image capture mode, and the resolution can be
changed in accordance with the transmission capacity set in a
desktop conference. In this case, it suffices if a timing gen-
erator section 101 is designed as shown in FIG. 23, and
switching is performed in accordance with an output switch-
ing command. More specifically, the timing generator section
101 includes a vertical scanning signal generator 101a, a
horizontal scanning signal generator 101b, a switch circuit
101e, an all-pixels output mode controller 1011, and a sub-
sampling mode controller 101;.

The all-pixels output mode controller 101i generates a
timing signal for reading out all pixels on the basis of a clock
sync signal. The sub-sampling mode controller 101j gener-
ates a timing signal for a read operation in the sub-sampling
mode on the basis of a clock sync signal. The switch circuit
101e switches and supplies these timing signals to the vertical
scanning signal generator 101a and the horizontal scanning
signal generator 101b. The switch circuit 101e selects and
extracts one of outputs from the mode controllers 101i and
101j in accordance with the switching command supplied
from the interface section 108. Upon reception of an external
command, the interface section 108 generates a switching
command in accordance with the command, and supplies it to
the switch circuit 101e. When an image read operation is to be
performed, all pixels are generally read out, as shown in FI1G.
22A.

The embodiment shown in FIG. 22B exemplifies the Bayer
pattern structure, in which the video data of the hatched cells
of the cells of the respective colors orderly arranged in the
vertical and horizontal directions are read out, thereby obtain-
ing an image having a size % that of the original image. In
addition, since the order of colors to be read need not be
changed, the structure of the digital signal processor section
107 need not be changed.

FIG. 22C shows a sub-sampling scheme of reading out
only green (G) pixels. A black-and-white image consists of
only gradation data, and the gradation data can be reproduced
by the luminance signal of the image. For this reason, in this
case, green pixels closest to the luminance signal are used to
obtain a black-and-white image.

According to this scheme, for example, green pixels closest
to the luminance signal are used to capture a black-and-white
image.

An embodiment in which only part of video data is output
will be described next. In outputting “only partial video data”,
which is the video data of only a partial frame area of a sensed
image, motion video data can be efficiently encoded by exclu-
sively outputting a moving portion or a portion to be seen in
detail. In this case, as shown in FIG. 24, an output position
designation command is newly prepared for an image sensor
100 of the present invention which is to be used as the image
sensing section of a camera. In this image sensor, when a
given point in the image sensing area of an area sensor section
102 is designated by this command, the video data of a spe-
cific area around the point is output.

In this case, the area around the point is a predetermined
range centered on the designated point P, as shown in FIGS.
25A and 25B, one or a plurality of blocks including the
designated point P, as shown in FIG. 25C, or a range with the
same characteristics. In this case, the range with the same
characteristics indicates a range obtained around the point by
edge recognition, an object (FIG. 25D) or block (FIG. 25E)
having the same motion vector value as that of the point or a
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motion vector value similar to that of the point, an object or
block having a luminance signal value or hue similar to that of
the point, or an object or block which satisfies a combination
of'the above conditions. Alternatively, a block may be desig-
nated by a command, instead of a point, to output the video
data of only the designated block, as shown in FIG. 25F.

An embodiment in which the electronic shutter setting in
an image sensor 100 can be changed in accordance with an
external command will be described next. As shown in FIG.
26, the image sensor of this embodiment has the function of
receiving an electronic shutter setting command, and incor-
porates a function means for recognizing an electronic shutter
setting command and performing an operation corresponding
to the command. With this structure, an electronic shutter
setting operation can be performed in accordance with an
external command.

This embodiment will be described in detail below with
reference to FIGS. 27A to 27D.

In a CCD image sensor, the charge integration times for all
pixels are the same. In contrast to this, in the image sensor 100
used in the present invention, when, for example, a CMOS
type image sensor is used as an area sensor, since this area
sensor reads out video data in units of pixels, lines, or blocks,
the starts and ends of the charge integration times differ in
units of pixels, lines, or blocks. In this case, video data are
read out in units of lines.

Assume that the pixels of each frame are line-sequentially
read out, as shown in FIG. 27A. In this case, as shown in FIG.
278, first of all, the ineftective charges accumulated in pixels
are reset, and an effective charge integration operation is
started. Pixels are read out after a lapse of a predetermined
period of time, and the image-sensed signal is then subjected
to signal processing on the next stage. Although the timings of
effective charge integration intervals differ in units of lines,
the lengths of the respective intervals are the same.

When the electronic shutter is to be operated, the effective
charge integration interval can be shortened by delaying the
pixel reset timing at which ineffective charges are reset, as
shown in FIG. 27C. This operation is performed when the
modes of the timing generator section 101 are switched in
accordance with an electronic shutter command.

In addition, effective charge integration operation setting
can be performed in units of lines or blocks in accordance
with a command. FIG. 27D shows a case in which the effec-
tive charge integration interval for the second line is set to
differ from that for the remaining lines. FIG. 28 is a timing
chart for an image sensor in which the area sensor section 102
is divided into blocks to read out video data in units of blocks.
In this case, the effective charge integration interval for
“block 13, which is the 13th block, of “block 1” to “block
m”, is set to be different from that for the remaining blocks.

By allowing electronic shutter setting in this manner, each
object can be image-picked up conveniently. Assume that the
object has a light-emitting portion. In this case, if the elec-
tronic shutter setting, i.e., the effective charge integration
interval, is set in accordance with this light-emitting portion,
the remaining portion becomes dark.

If, however, the effective charge integration interval for
pixels, lines, or blocks corresponding to the light-emitting
portion is set to be shorter than that for the remaining por-
tions, an excellent image can be obtained.

In another embodiment of the above method of switching
the modes of the timing generator section 101, a ROM 1011
is arranged in the timing generator section 101, as shown in
FIG. 29. The information to be read out from the ROM 1011
is changed by switching the addresses of the ROM 1011 using
a ROM address switch 101m capable of switching the
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addresses in accordance with a command. The signal to be
output from a signal generator 101k for generating a signal for
digital processing is changed in accordance with the readout
information. With the use of the ROM, the chip area can be
reduced, leading to a reduction in cost.

The structure of the timing generator section 101 in the
image sensor 100 of the present invention has been described
above. An embodiment in which an image sensor incorpo-
rates a vector detection circuit for detecting the motion vector
in motion video data will be described next.

In this embodiment, the image sensor 100 incorporates a
video data compression circuit 107q for compressing motion
video data, as shown in FIG. 30, or a video data compression
circuit 400 for compressing motion video data follows the
image sensor 100, as shown in FIG. 31. The image sensor
incorporates a motion vector detection circuit 107r.

The motion vector detection circuit 107r is a circuit for
detecting the motion vector in an image. The luminance sig-
nal (Y data) generated by the digital signal processor section
107 is input to the motion vector detection circuit 107r to be
used for processing. As a luminance signal, an output from a
Y color difference signal processing circuit 107p for obtain-
ing Y data and color difference data from the video data
output from an A/D converter section 106 is used.

In the image sensor 100 shown in FIG. 30, the digital signal
processor section 107 has a structure like the one shown in
FIG. 32. In the image sensor shown in FIG. 31, the digital
signal processor section 107 has a structure like the one
shown in FIG. 33, which is constituted by the Y color differ-
ence signal processing circuit 107p and the motion vector
detection circuit 107r. Filters of one color of the color filters
formed on the respective pixels of the area sensor section 102
may be used in place of luminance signals.

In a single-plate image sensor, one color filter is generally
formed on each pixel (more specifically, each of the cells
constituting each pixel), and a plurality of (three or four in
general) such color filters are used to obtain a color image.

These color filters are arranged into repetitive patterns in a
mosaic or stripe form, as a whole, on the respective cells
arranged in the form of a matrix. By selecting one of the
colors of the filters, the motion vector can be calculated. This
structure simplifies the circuit.

For example, in the image sensor 100 having the area
sensor section 102 with a Bayer pattern structure like the one
shown in FIG. 34, G pixel outputs closest to the luminance
signal are used in place of the luminance signal. FIG. 35 is a
block diagram showing the structure of the digital signal
processor section 107 in FIG. 33 which is used in this case.
More specifically, upon reception of G pixel video data from
the A/D converter section 106, the Y color difference signal
processing circuit 107p generates Y data and color difference
data, and outputs them to an interface section 108. A motion
vector detection circuit 107q detects the motion vector by
using the G pixel video data from the A/D converter section
106, and outputs the vector as motion vector data to the
interface section 108.

When the video data compression circuit 400 is externally
connected to the image sensor 100, as shown in FIG. 31, the
motion vector detected by the digital signal processor section
107 in the image sensor 100 is encoded and sent to the video
data compression circuit 400 on the next stage through the
interface section 108. As this motion vector data, a motion
vector standard itself, e.g., H. 261, H. 263, MPEG 1, MPEG
2, or MPEG 4, the standard of which is under deliberation,
can be conceived. According to the standard itself, a large
circuit size and high-speed processing are required. For this
reason, auxiliary data indicating an approximate motion vec-
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tor or direction, or the presence/absence of motion, may be
supplied to the video data compression circuit 400. This
operation is also effective. This can effectively reduce the
circuit size of the video data compression circuit 400 on the
next stage or obviate the need for high-speed processing.

When the camera using the image sensor 100 of the present
invention is mounted on the above portable information
device (see FIG. 17), the user may use the device while
holding it with his/her hand. In this case, the influence of
camera-shake must be considered. The following structure is
effective for such a case.

FIG. 36 shows an embodiment in which the motion vector
based on camera-shake is calculated in the image sensor 100,
and the calculated vector is output as data to the video data
compression circuit on the next stage. The video data having
undergone digital conversion in an A/D converter section 106
is subjected to signal processingina color difference signal
processing circuit 107p to obtain a luminance signal (Y data)
and color difference data. This embodiment also includes a
camera-shake motion vector detection circuit 107s to detect
camera-shake on the basis of the Y data. This circuit also
converts the detected camera-shake into a motion vector, and
outputs it as camera-shake data.

Referring to FIG. 37, a portable information device incor-
porates a sensor 401 for detecting the camera-shake amount
and outputting the detected amount as data. The data detected
by this camera-shake sensor 401 is input to an image sensor
100 of the present invention, which incorporates a video data
compression circuit, and the input data is used as camera-
shake correction data for the calculation of the motion vector.
The image sensor 100 is mounted as a camera in the portable
information device.

In this case, a digital signal processor section 107 in the
image sensor 100 has a structure like the one shown in FIG.
38. More specifically, the digital signal processor section 107
is constituted by aY color difference signal processing circuit
107p for obtaining color difference data and Y data from
video data, a motion vector detection circuit 107q for detect-
ing the motion vector from the Y data, and an adder 107t for
correcting motion vector data as an output from the motion
vector detection circuit 107q by adding (subtracting) camera-
shake data to (from) the motion vector data, and outputting
the resultant data. An output from the camera-shake sensor
401 is supplied to the adder 107t of the digital signal proces-
sor section 107 through an interface section 108.

FIG. 39 shows a structure which a portable information
device should have when the motion vector effective for
motion video data compression (motion video data compres-
sion in a video data compression circuit 400 to be externally
connected) on the next stage is to be calculated from the data
obtained by a camera-shake sensor 401 and the motion vector
data output from an image sensor 100 of the present inven-
tion. In this case, since motion video data compression is
performed on the stage next to the image sensor 100, an adder
402 is connected to the motion vector data output terminal of
the image sensor 100 to add (subtract) the data of the camera-
shake amount detected by the camera-shake sensor 401 and
motion vector data as one output from the image sensor 100
$0 as to obtain motion vector data having undergone camera-
shake amount correction. This motion vector data is supplied
to the video data compression circuit 400 to be compressed.

FIGS. 40 and 41 show an embodiment in which a motion
detection signal can be output from the outside of a motion
vector detection circuit 107q of a digital signal processor
section 107 of an image sensor 100. The motion vector detec-
tion circuit 107q outputs a motion detection signal upon
detection of the motion vector. Since the motion detection
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signal obtained by the digital signal processor section 107 can
be used outside the image sensor 100, when motion is
detected within the image sensing range, the system can be
notified of this detection by using the detection signal.

Assume that this structure is used for a supervisory camera
system. In this case, when motion is detected, the correspond-
ing video data can be recorded on a recording medium, or an
alarm can be generated. That is, a useful system can be
formed. In addition, when a system is formed by using a
personal computer, an interrupt may be generated in the per-
sonal computer in accordance with a motion detection signal.
As a motion detection signal, a status signal (to be described
later) may be output to the outside.

FIGS. 42 and 43 show a case in which the effective charge
integration interval for a pixel in motion, detected by a motion
vector detection circuit 107q of a digital signal processor
section 107, or a block including such pixel in motion is
changed. The above motion vector signal obtained by the
motion vector detection circuit 107q is fed back, as an elec-
tronic shutter signal, to a timing generator section 101. The
timing generator section 101 corrects various signals sup-
plied to a vertical scanner section 103 and a horizontal scan-
ner section 104 in accordance with this motion vector, thereby
controlling the read operation of an area sensor section 102.
That is, the timing generator section 101 controls the elec-
tronic shutter.

As the effective charge integration interval for a portion in
motion is shortened, the image blur decreases. As in this case,
when the electronic shutter setting is changed in accordance
with the magnitude of the motion vector, the image quality
improves.

Assume that no motion detection circuit is arranged in an
image sensor 100, but a video data compression circuit
including a motion vector detection section is externally con-
nected to the image sensor 100. In this case, the electronic
shutter setting of the image sensor 100 may be changed in
accordance with this motion vector detection result as a com-
mand input.

The structure obtained by adding the motion vector detec-
tion circuit to the digital signal processor section 107 of the
image sensor 100 of the present invention and its application
examples have been described above. An interface section
108 of an image sensor 100 of the present invention will be
described next.

FIG. 44 shows the structure of the interface section 108
having digital video data signal lines independently of com-
mand signal lines. The video data signal lines are exclusively
used for output operation. These lines are connected to the
output side of an output section 108a for performing output
control on signals from a digital signal processor section 107.
The command signal lines are exclusively used for input
operation. These lines are used to input external commands to
a command decoder 108b.

This structure requires a large number of signal lines, but
allows easy connection to the outside. In addition, the internal
structure of the image sensor 100 is not complicated. Video
data is output in accordance with an output enable signal
generated on the basis of a signal for activating the image
sensor 100.

FIG. 45 shows a structure in which an output enable signal
is output to the output terminal of the image sensor 100
through a buffer 108c. With this structure, the circuit on the
next stage, which receives video data from the image sensor
100, has a simple structure because the output data reception
timing is clear. FIG. 46 shows the data output timing of the
image sensor in this case.
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Alternatively, the image sensor may have a temporary stor-
age function so that video data can be output in accordance
with a data request from the system side. FIG. 47 shows a
structure in which the command decoder 108b supplies an
output enable signal to the output section 108a in accordance
with an external command, and the output section 108a out-
puts video data upon reception of an enable signal from the
command decoder 108b.

In the case shown in FIG. 47, data is output in accordance
with an output enable signal based on a command. FIG. 48
shows the operation timing of this structure. In this case, since
the system can read out data without any consideration for the
timing on the image sensor side, the circuit structure follow-
ing the image sensor can be simplified.

Still another embodiment will be described below with
reference to FIGS. 49 and 50.

Assume that an image sensor 100 reads data in units of
pixels. In this case, the image sensor may use either a scheme
of reading out one pixel of video data by one read operation,
and a scheme of reading out one pixel by a plurality of read
operations. In the former scheme, for example, an output
section 108a has read data pins for luminance signals inde-
pendently of read data pins for color signals to read out and
output luminance signals and color signals independently of
each other, as shown in FIG. 49.

In the latter scheme, the output section 108a alternately
reads out luminance signals and color signals in units of
pixels, as shown in FIG. 50. FIG. 51 shows the timing in this
case.

The data bits of one pixel can be read out by a plurality of
read operations.

Assume that the video data with a resolution of p bits is to
be read out through p signal lines, as shown in FIG. 52. In this
case, the video data is divided into upper p/2 bits and lower
p/2 bits to be read out by two read operations. With this
operation, the number of data signal lines of the image sensor
100 can be halved, as shown in FIG. 53. FIG. 54 shows the
timing of this read operation.

In the above read operation, if bits having larger influences
on the circuit on the subsequent stage are preferentially out-
put, the circuit on the subsequent stage can be simplified. For
example, such bits include the MSB (Most Significant Bit).
As is apparent, when p bits are to be read out by q read
operations, the number of signal lines can be reduced to p/q.

Still another embodiment will be described below with
reference to FIG. 55.

In this embodiment, an image sensor 100 incorporates a
circuit for calculating the motion vector. In this case, an
output section 108a has input and output terminals respec-
tively used for video data and motion vector data so that
motion vector data can be output from the image sensor
through signal lines independently of video data.

The image sensor of the embodiment shown in FIG. 55
operates in accordance with the output timing in FIG. 56.
More specifically, motion vector data are output in units of
blocks in synchronism with the video data of the correspond-
ing blocks. As these motion vector data, for example, motion
vector data complying with H. 261, H. 263, MPEG 1, MPEG
2, or MPEG 4 are output.

FIG. 57 shows a case in which video data and motion
vector data are output through common signal lines. With the
use of the common signal lines, the number of signal lines of
an image sensor can be decreased. More specifically, video
data and motion vector data can be input to an output section
108a of an interface section 108, and these data can be output
to the output lines in accordance with data switching signals.
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Since the data are switched in accordance with such a data
switching signal, two types of signals can be output through
the common signal lines.

FIG. 58 shows an embodiment in which the function of
outputting a signal to a discrimination line is added to the
embodiment shown in FIG. 57. According to this embodi-
ment, a data switching signal is extracted from an interface
section 108 through a bufter, and this signal is supplied to a
terminal of an image sensor 100, thereby realizing the same
function as that of the above embodiment. FIGS. 59 and 60
show the operation timings in this embodiment. FIG. 59
shows the timing at which video data and motion vector data
are switched in accordance with a sync signal. In this case,
video data is output in a non-blanking period in synchronism
with a horizontal sync signal, and the motion vector data of
the video data is output in the succeeding blanking period.

FIG. 60 shows the timing at which video data are output in
units of blocks, and the motion vector data of the correspond-
ing blocks are output after the respective video data such that
they are output alternately. In the case shown in FIG. 58, the
sync signal in FIG. 59 or the data switching signal in FIG. 60
may be output through the discrimination line.

In the structure in FIG. 57, an external data discrimination
signal (not shown) must be used. In the cases shown in FIGS.
59 and 60, the motion vector data are respectively set after the
corresponding video data. However, the motion vector data
may be set before or in the corresponding video data.

In the embodiment shown in FIG. 61, command pins as
command input terminals arranged on an image sensor 100
constitute an input/output system, and an interface section
108 in the image sensor 100 includes a command decoder
108b and a status register 108c. The contents of the status
register 108c can be read out in accordance with a status read
signal. Upon reception of an external status read signal, the
interface section 108 reads out the stored data from the status
register 108c. Data indicating the frame rate, the read order,
the signal processing method set in the image sensor 100, the
compression/non-compression mode, the number of output
pixels, the output format, and the like which can be changed
in accordance with commands are stored in the status register
108c. These data can be read out from the outside.

With this structure, the state of the image sensor 100 can be
checked on the system side using the image sensor 100.

FIG. 62 shows a case in which the same signal lines are
used both as output video data signal lines and command
signal lines in an interface section 108. With the use of these
common lines, the number of signal lines of an image sensor
100 can be decreased, leading to a reduction in cost. For the
use of such common lines, the signal lines serve as input/
output lines.

As a means for discriminating input/output of data, a
means for writing command data in the image sensor at inter-
vals of video data outputs may be used. For example, as
indicated by the timing chart of FIG. 63, a command B can be
input in a blanking period of a sync signal.

FIG. 64 shows an image sensor 100 having an interface
section 108 to which a signal line for discriminating the
output of data is added. FIG. 65 shows the operating timing of
the image sensor 100. According to this embodiment, the
image sensor 100 includes a command write signal terminal,
and a command write signal is input from the command write
signal terminal to a command decoder 108b of the interface
section 108 incorporated in the image sensor 100. Upon
reception of this command write signal, the command
decoder 108b recognizes the input of the command. This
structure is employed to reliably transfer a command input to
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the interface section 108 when the image sensor 100 is
designed to output video data and input commands through
common terminals.

According to this structure, while video data is output, a
signal indicating the output state is output from the image
sensor 100. While no video data is output, command data can
be written in the image sensor 100. That is, a system using the
image sensor 100 checks a signal indicating the output state,
and writes acommand in the image sensor 100 while no video
data is output.

FIG. 66 shows an image sensor 100 using the same signal
lines as video data, command, and status signal lines. An
interface section 108 has a status register 108c. The image
sensor 100 has a status read signal terminal, to which a status
read signal is input. The status read signal is input to the status
register 108c. Upon reception of this signal, the status register
108c outputs held status information to the outside.

The image sensor 100 in FIG. 66 has a data discrimination
line for indicating whether video data is being output, a com-
mand write signal line, and a status read signal line. With this
structure, the image sensor 100 can write command data as
well as video data and read status data through the common
lines. FIG. 67 shows the operation timing in this case. As
indicated by this timing, command data can be written or
status data can be read out in an interval in which no video
data is output, but a command write request and a status data
readout request are canceled while video data is being output.

FIG. 68 shows an image sensor which allows video data
read, command write, and status data read on the system side
outside the image sensor 100. When a storage function is
implemented in the image sensor 100, as described above,
video data can be read out at an arbitrary time on the system
side without any consideration for the operation timing of the
image sensor 100. FIG. 69 shows the operation timing in this
case. The data output of the image sensor is set at a high
impedance in intervals other than the intervals in which data
write and read requests are output. This structure is suited to
a scheme of making accesses from a computer to the image
sensor 100.

FIG. 70 shows an image sensor 100 which incorporates a
sensor information recording section 109 in which the char-
acteristics and specifications of the image sensor itself are
stored. These data can be read out from the section 109
through an interface section 108 from the outside of the image
sensor 100. For example, the characteristics and specifica-
tions include the number of pixels of the image sensor 100,
the aspect ratio of a pixel, the color filter arrangement, the
signal processing method, the output data format, and the
number of frames per second. The system can set the image
sensor 100 and process output data on the basis of these pieces
of information.

In the above embodiment, the image sensor having the
basic structure shown in FIG. 1 has been described. However,
the present invention can be applied to an image sensor 100
without an A/D converter section and a digital signal proces-
sor section 107. FIG. 71 shows the structure of this image
sensor 100. According to this structure, a video signal is
output as an analog signal, and the image sensor has digital
input terminals for receiving commands.

FIG. 72 shows an embodiment for outputting an analog
video signal to an image sensor shown in FIG. 1, which is
capable of applying to any of the above embodiments. The
analog video signal is processed by an analog signal proces-
sor section and outputted to an external circuit via an output
amplifier.
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An example of control including switching of the image
sensor output signal formats in accordance with a command
will be described referring to the solid state image sensor of
FIG. 72.

The output modes of this solid state image sensor include a
blanking waveform mode having blanking portions and a
non-blanking waveform mode having no blanking portion.
These waveform modes can be switched in accordance with a
command. FIG. 73 shows the mode having blanking portions.
The waveform shown on the lower side in FIG. 73 is the
analog video signal output from the output amplifier 504. The
upper side in FIG. 73 indicates the digital video data output
from the interface section 505. The above signal and data are
plotted along the same time axis.

In general, blanking portions are required as flyback peri-
ods for a scanning beam to output a video signal to a monitor.
In addition, when an image is to be captured into a personal
computer (to be referred to as a PC hereinafter) through a
video capture board with analog input specifications, the
input signal must comply with a video signal determined by
the capture board. A signal having blanking portions is gen-
erally used as such a signal. When, however, the input signal
is to be directly input as digital data to the PC, the input signal
need not always have blanking periods in which no effective
video data are present. In this case, therefore, time can be
saved by omitting these blanking periods, leading to an
increase in processing speed in subsequent processing. FIG.
74 shows the format of digital video data corresponding to the
waveform obtained by omitting the blanking periods from the
waveform shown in FIG. 73.

If a signal having blanking periods and a signal having no
blanking period can be switched, the waveforms/formats can
be switched in accordance with a system using the image
sensor, and no dedicated image sensors are required, resulting
in a reduction in cost. Even if the image sensor is to be used in
the fixed mode having no blanking period, a conventional
measuring instrument for a waveform with blanking periods
can be used in a shipment test on the image sensor.

FIGS. 75 and 76 respectively show vertical signal portions
with and without blanking periods. The waveform on the
lower side in FIG. 75 indicates the analog video signal output
from the output amplifier 504. The upper side in FIG. 75
indicates the digital video data output from the interface
section 505. The waveform on the lower side in FIG. 76
indicates the analog video signal having no vertical blanking
portions. The upper side in FIG. 76 indicates the digital video
data. To switch the blanking mode and the non-blanking
mode, the image sensor may have a timing generator section
513, as shown in FI1G. 77.

Referring to FIG. 77, the timing generator section 513
includes a blanking mode timing signal generator 514 for
generating a blanking mode timing signal corresponding to
the blanking mode on the basis of an input clock sync signal,
a non-blanking mode timing signal generator 515 for gener-
ating a non-blanking mode timing signal corresponding to the
non-blanking mode on the basis of an input clock signal, a
switch 516 for switching the blanking mode timing signal and
the non-blanking mode timing signal in accordance with a
switching command from the interface section 505, a vertical
scanning signal generator 517 for generating a vertical scan-
ning signal in the set mode, and a horizontal scanning signal
generator 518 for generating a horizontal scanning signal in
the set mode. With this structure of the timing generator
section 513, the mode of generating vertical and horizontal
scanning signals in the blanking mode or the mode of gener-
ating vertical and horizontal scanning signals in the non-
blanking mode can be selected. Note that the switching com-
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mand from the interface section is the command supplied
from the system using the image sensor to the image sensor.
Alternatively, setting (H or L level) of a terminal of the image
sensor may be used for this purpose.

In the embodiment shown in FIGS. 73 to 77, the technique
of setting the blanking mode and the non-blanking mode is
applied to the image sensor in FIG. 72 which has both a digital
output and an analog output. However, this technique is also
effective for a sensor having either a digital output or an
analog output. When only digital video data is output, the
solid state image sensor shown in FIG. 78 is used. This image
sensor has the same structure as that shown in FIG. 72 except
that the output amplifier 504 and the analog video signal
output terminal are omitted from the image sensor in FIG. 72.
This solid state image sensor, therefore, outputs only video
signals corresponding to the digital video data shown on the
upper sides in FIGS. 73, 74, 75, and 76.

If only an analog video signal output is used, the solid state
image sensor shown in FIG. 79 is used. Referring to FIG. 79,
the solid state image sensor 501 is the same as the solid state
image sensor shown in FIG. 72 except that the A/D converter
section 506 and the digital signal processor section 507 are
omitted. With this structure, the interface section 505 receives
only external commands. In this case, the image sensor out-
puts only analog video outputs corresponding to the signals
shown on the lower sides in FIGS. 73, 74, and 75. The analog
video signals shown on the lower sides in FIGS. 73 and 75
may have no sync signals.

An embodiment in which a sync signal mode and a non-
sync signal mode are switched in accordance with a com-
mand will be described next.

As shown in FIG. 80, an image sensor can generate an
analog video signal having sync signals and an analog video
signal having no sync signals. Sync signals are required to
provide a proper timing for a video signal between the trans-
mitting and receiving devices. If another synchronization
means is available, sync signals need not always be superim-
posed on the analog video signal. If these sync signals are
omitted, the dynamic range can be used more effectively,
resulting in increased S/N ratio. A sync signal combining
section 519 is arranged between a analog signal processor
section 503 and an output amplifier 504 of the solid state
image sensor to select either an analog video signal having
horizontal sync signals in horizontal blanking periods or an
analog video signal having no horizontal sync signals in FIG.
80. The sync signal combining section 519 adds sync signals
to an analog video signal in accordance with a switching
command from an interface section 505. The sync signal
combining section 519 in FIG. 81 can be applied to the image
sensors having the output amplifiers 504 in FIGS. 72 and 79.

The sync signal mode or the non-sync signal mode may
also be set for digital video data corresponding to the structure
in FIG. 81. This setting can be realized by using a structure
like the one shown in FIG. 82 for the digital signal processor
section 507 in FIG. 72 or 78. Referring to FIG. 82, the digital
signal processor section 507 is constituted by a video signal
processing circuit 520 for generating video data by perform-
ing signal processing for the digital video signal input from an
A/D converter section 506, a sync signal combining circuit
521 for adding sync signals to this video data, and a switch
522 for switching video data having no sync signals and video
data having sync signals in accordance with a switching com-
mand from the interface section 505.

An embodiment in which the gains of the analog amplifier
of a solid state image sensor can be switched in accordance
with a command will be described next with reference to
FIGS. 83 and 85.



US RE44,888 E

25

In this embodiment, the gains of an analog amplifier 523 in
an analog signal processor section 503 are switched in accor-
dance with an external amplifier switching command. More
specifically, each of the analog signal processor sections 503
shown in FIGS. 72, 78, and 79 includes an analog amplifier
513. As shown in FIG. 83, this analog amplifier is constituted
by the gain changeable analog amplifier 523. The gain of this
gain changeable analog amplifier can be changed in accor-
dance with an external change command. With this change in
gain, even when a video is input in a dark place, a clear image
can be obtained.

The analog signal processor section 503 used in the struc-
ture shown in FIG. 72 or 78 will be described below with
reference to FIG. 84. According to this structure, the video
signal output from an area sensor section 502 is subjected to
noise reduction in a noise reduction circuit 524. The resultant
signal is amplified by the analog amplifier 523 and input to a
gamma correction circuit 525. After gamma correction in the
gamma correction circuit 525, the video signal is clamped by
a clamp circuit 526. The resultant signal is then output to an
A/D converter section 506.

When the analog signal processor section 503 in F1G. 84 is
to be applied to an embodiment in which gain control is
performed in accordance with a command, the analog signal
processor section 503 has a structure like the one shown in
FIG. 85. More specifically, when an amplifier switching com-
mand is input to the analog amplifier 523, the amplification
gains of the analog amplifier 523 are switched. As a result, an
analog video signal with a different amplification degree
based on a different gain is output from the analog signal
processor section 503. As this analog amplifier 523, an AGC
(Auto Gain Control) amplifier as one type of analog amplifier
may be used. When this AGC amplifier is to be used, the
output level setting is changed. In addition, when the analog
signal processor section 503 in FIG. 85 is applied to the solid
state image sensor in FIG. 79, the same circuit structure as
that shown in FIG. 78 is used except that the output of the
analog signal processor section 503 is connected to the output
amplifier 504.

An embodiment in which signal processing filters are
switched in accordance with a command will be described
next.

According to this embodiment, in a command switching
structure, a command is used to switch filters used for signal
processing in the digital signal processor section 507 in FIG.
72 or 78. As described above, the digital signal processor
section can convert the video data input from the A/D con-
verter section 506 into a video signal suited to a system.
When, for example, the luminance signal, color difference
signal, RGB signal, and the like of a video signal are to be
converted, band-limitation filters are used in some case. If
these filters are switched in accordance with each image, an
improvement in image quality can be attained. For example,
a digital signal processor section 507 of a solid state image
sensor in FIG. 86 is made up of a video signal processing
circuit 520, a 3-taps filter 527, a S-taps filter 528, and a switch
529 for switching the filters 527 and 528 in accordance with
a filter selection command from an interface section 505.
Assume that filters with different dimensions, i.e., a 3-taps
filter and a S-taps filter, are prepared, as in this case. When
priority is given to the processing speed, the 3-taps coefficient
is selected. When priority is given to the image quality, the
S-taps coefficient is selected. With this operation, a filter
corresponding to desired image quality can be used.

In this case, two types of filters are used. However, a
plurality of types of filters may be used, as shown in FIG. 87.
More specifically, a digital signal processor section 507
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includes a video signal processing circuit 520 for performing
signal processing for the video signal input from an A/D
converter section 506, first, second, . . . , nth filters 508a,
508b, ..., 508n, and a selection. circuit 509 for selecting one
of the filters 508a, 508b, . . ., 508n. In each of the structures
shown in FIGS. 86 and 87, a filter can be selected in accor-
dance with a filter selection command from the interface
section.

Other filter switching operations may be performed as
follows. Filters having the same number of taps but having
different coefficients may be switched. A band-limitation fil-
ter for general image generation and a filter for special image
generation such as contour extraction are switched. A one-
dimensional filter, a two-dimensional filter, and a three-di-
mensional filter may be switched. In addition, a correction
filter may be used to correct any pixel defect in the image
sensor.

According to the above embodiments of the present inven-
tion, there is provided a high-performance image sensor
which incorporates peripheral circuits as well as an image
sensing function to perform various types of processing for
video data, and allows the various types of processing to be
executed upon designation using commands.

A video system using a solid state image sensor according
to the embodiments described above will be described last
with reference to FIG. 88. F1G. 88 is a block diagram showing
a case in which a video system using an image sensor accord-
ing to the present invention is applied to a portable informa-
tion device. Referring to FIG. 88, a video system 530 is
applied to, e.g., a portable information device, and includes a
video input unit 531 including a solid state image sensor like
the one used in each of the previous embodiments, a CPU
(Central Processing Unit) 532 for performing various types of
signal processing, communication control, and the like, a
display unit 533 using, e.g., a liquid crystal display (LCD) and
the like, an input unit 534 to which a data input device such as
a keyboard or a mouse is connected, a communication unit
535 for communicating information with other devices
through radio communication channels and the like, an exter-
nal interface unit 536 allowing connection of the information
device to an external device, a memory 537 for storing nec-
essary video data, an internal bus 538 through which video
data are transferred between the respective units, the CPU,
and the memory, and a battery 539 for supplying necessary
driving power to the respective constituent elements. The
video input unit 531 has an optical system 540 for forming an
optical image on a solid state image sensor 500. An image is
input through this video input unit 531. The image sensor 500
of'the video input unit 531 is connected to the internal bus 538
of the video system 530 serving as a portable information
device. Upon reception of an instruction from the CPU 532,
the image sensor 500 changes its output format.

As described above, the solid state image sensor can output
data corresponding to a request from the image system to
which the image sensor is applied, contributing to a decrease
in the number of parts of the overall video system. In addition,
since both an analog video signal output and a digital video
data output in the embodiment of FIG. 72 can be extracted
from the image sensor, the sensor can easily cope with the
existing systems. That is, a highly versatile solid state image
sensor can be provided. In addition, since an area sensor
section and peripheral circuits can be mounted on the semi-
conductor chip, the cost of the image sensor itself can be
reduced. Therefore, a high-performance image sensor can be
provided, which can cope with a plurality of types of image
systems and has various other advantages.

A CMOS sensor which can be applied to the above solid
state image sensor will be described next.
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FIG. 89 shows a unit cell (i.e., one pixel) of the CMOS
sensor. This unit cell P is constituted by a photodiode 62, an
amplification transistor 64, a vertical selection transistor 65,
and a reset transistor 66. The cathode of the photodiode 62 for
detecting incident light is connected to the gate of the ampli-
fication transistor 64 for amplifying a detection signal from
the photodiode 62. The reset transistor 66, which performs a
feedback operation, and the vertical selection transistor 65,
which is connected to the drain of the amplification transistor
64 to select a horizontal line through which a signal is read
out, are connected between the gate and drain of the amplifi-
cation transistor 64.

Assume that in this structure, a reference voltage is applied
to a vertical signal line 8 while the vertical selection transistor
65 is turned off and the reset transistor 66 is turned on. In this
case, when electrons flow into the drain of the reset transistor
66 through the gate channel of the reset transistor 66, the drain
voltage drops.

When the reset transistor 66 is turned on, since the drain
and gate of the reset transistor 66 are electrically connected to
each other, the gate voltage drops, and the quantity of incom-
ing electrons decreases. Finally, the reference voltage applied
to the source becomes almost equal to the channel potential.
In this state, the channel potential becomes equal to the exter-
nally applied voltage. No variations arising from the specific
structures of transistors used therefore appear.

According to this embodiment, the feedback transistor (re-
set transistor 66) is inserted between the gate and drain of the
amplification transistor 64 to perform a feedback operation so
as to apply a constant voltage to the source. With this opera-
tion, threshold variations can be corrected.

FIG. 90 shows a CMOS sensor constituted by unit cells
each identical to the one shown in FIG. 89. According to this
sensor, unit cells P4-i-j are arranged in the form of a two-
dimensional matrix. FIG. 90 shows only a 2x2 matrix. The
actual sensor, however, includes several thousandxseveral
thousand unit cells. Reference symbol i denotes a variable in
the horizontal (row) direction; j, a variable in the vertical
(column) direction.

Vertical address lines 6-1, 6-2, . . . extending horizontally
from a vertical address circuit 5 as a component of a vertical
scanning circuit section are respectively connected to the unit
cells on the respective rows to determine horizontal lines
through which signals are to be read out. Similarly, reset lines
7-1,7-2, .. . extending horizontally from the vertical address
circuit 5 are respectively connected to the unit cells on the
respective columns.

The unit cells on the respective columns are respectively
connected to vertical signal lines 8-1, 8-2, . . . arranged in the
column direction. Each of load transistors 9-1, 9-2, . . . is
connected to one end of a corresponding one of the vertical
signal lines 8-1, 8-2, . . . . The gates and drains of the load
transistors 9-1, 9-2, . . . are commonly connected to a drain
voltage terminal 20.

The other end of each of the vertical signal lines 8-1,
8-2, . . . is connected to the gate of a corresponding one of
MOS transistors 26-1, 26-2, . . . . The sources of the MOS
transistors 26-1, 26-2, . . . are respectively connected to the
drains of MOS transistors 28-1, 28-2, . . . . The MOS transis-
tors 26-1, 26-2, . . . and 28-1, 28-2, . . . operate as a source
follow circuit. The gates of the MOS ftransistors 28-1,
28-2, . .. are connected to a common gate terminal 36.

Each of the nodes between the MOS transistors 26-1,
26-2, ... and the MOS transistors 28-1, 28-2, . . . is connected
to one end of a corresponding one of clamp capacitances
32-1, 32-2, . . . through a corresponding one of sample/hold
transistors 30-1, 30-2, . . . . A corresponding one of sample/
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hold capacitances 34-1, 34-2, . . . and a corresponding one of
clamp transistors 40-1, 40-2, . . . are connected in parallel with
the other end of each of the clamp capacitances 32-1,
32-2, . .. The other end of each of the sample/hold capaci-
tances 34-1,34-2, . . .is grounded. The other end of each of the
clamp capacitances 32-1, 32-2, . . . is also connected to a
horizontal signal lines 15 through a corresponding one of
horizontal selection transistors 12-1, 12-2.

The vertical address circuit 5 is a circuit for shifting a
plurality of signals, two signals in this case, together, and is
realized by the circuit shown in FIGS. 91, 92, or 93. Accord-
ing to the circuit in FIG. 91, outputs from an address circuit 44
constituted by a shift register for sequentially shifting and
outputting an input signal 46 from many output terminals are
multiplexed with a 2-input signal 50 by a multiplexer 48.
According to the circuit in FIG. 92, outputs from a decoder 52
for decoding encoded inputs 54 are multiplexed with a 2-in-
put signal 58 by a multiplexer 56. According to the circuit in
FIG. 93, the outputs of two address circuits 60a and 60b are
bundled into control signal lines for the respective rows.

The operation of the MOS type solid state image sensor
having the above structure will be described next with refer-
ence to the timing chart of FIG. 94. Note that since the
common drain terminal 20 of the load transistors 9, the com-
mon gate terminal 36 of the transistors 28 of the impedance
conversion circuits, and the common source terminal 38 of
the clamp transistors 40 are DC-driven, their operations are
omitted from the timing chart.

When a high-level address pulse is applied to the vertical
address line 6-1, the vertical selection transistors 65 of the
unit cells P4-1-1, P4-1-2, . . . connected to the vertical address
line 6-1 are turned on. As a result, the amplification transistors
64 and the load transistors 9-1, 9-2, . . . constitute a source
follower circuit.

The common gate 37 of the sample/hold transistors 30-1,
30-2, . . . is set at high level to turn on the sample/hold
transistors 30-1, 30-2, . . . . Thereafter, the common gate 42 of
the clamp transistors 40-1, 40-2, . . . is set at high level to turn
on the clamp transistors 40-1, 40-2, . . ..

Subsequently, the common gate 42 of the clamp transistors
40-1, 40-2, . . . is set at low level to turn off the clamp
transistors 40-1,40-2, . ... With this operation, the signal plus
noise components appearing on the vertical signal lines 8-1,
8-2, . ... are accumulated in the clamp capacitances 32-1,
32-2,....

After the vertical address pulse is restored to low level, a
reset pulse is applied to the reset line 7-1. As a result, the reset
transistors 66 of the unit cells P4-1-1, P4-1-2, . . . connected
to the reset line 7-1 are turned on, and the charges at the input
terminals of output circuits 68 are reset.

When a high-level address pulse is applied to the vertical
address line 6-1 again, the vertical selection transistors 65 of
the unit cells P4-1-1, P4-1-2, . . . connected to the vertical
address line 6-1 are turned on. As a result, the amplification
transistors 64 and the load transistors 9-1, 9-2, . . . constitute
a source follower circuit, and only noise components whose
signal components are reset appear on the vertical signal lines
81,82, ....

Since the signal plus noise components are accumulated in
the clamp capacitances 32-1, 32-2, . . ., as described above,
only voltage changes on the vertical signal lines 8-1,
8-2,...,1.e., only signal voltages without fixed pattern noise
obtained by subtracting the noise components from the signal
component pulse noise components, appear on clamp nodes
41-1, 41-2.

The common gate 37 of the sample/hold transistors 30-1,
30-2, . . . is set at low level to turn off the sample/hold
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transistors 30-1, 30-2, . . . . As a result, the voltages without
noise which are appearing on the clamp nodes 41-1,
41-2, . . . are accumulated in the sample/hold capacitances
34-1,34-2, .. ..

Horizontal address pulses are sequentially applied to the
horizontal selection transistors 12-1, 12-2. As a result, the
signals without noise which are output from the photodiodes
62 and accumulated in the sample/hold capacitances 34-1,
34-2, . . . are read out from the output terminal (horizontal
signal line) 15.

Subsequently, the above operation is repeated with respect
to the vertical address lines 6-1, 6-2, . . . in the same manner
as described above, thereby extracting signals from all the
cells arranged two-dimensionally.

The sequence of operation based on the timing shown in
FIG. 94 will be described below. The following is the essen-
tial sequence:

“rise of vertical address pulse-rise of sample/hold pulserise
of clamp pulse”—=“rise of reset pulse”—=“fall of reset
pulse”—“fall of sample/hold pulse”—“fall of wvertical
address pulse” Note that the sequence of the rise of the ver-
tical address pulse, the rise of the sample/hold pulse, and the
rise of the clamp pulse can be arbitrarily set. The above
sequence is, however, preferable.

As described above, according to the operation shown in
FIG. 94, since a voltage corresponding to the difference
between the voltage set when a signal (plus noise) is present
and the voltage set when no signal is present upon resetting of
the gate of the amplification transistor appears on the clamp
node 41, the fixed pattern noise caused by threshold variations
in the amplification transistor 64 which cannot be eliminated
by the feedback operation of the unit cell for some reason is
compensated for. That is, the circuit constituted by the clamp
transistor 30, the clamp capacitance 31, the sample/hold tran-
sistor 40, and the sample/hold capacitance 34 serves as a
noise canceler.

Note that the noise cancelers of this embodiment are con-
nected to the vertical signal lines 8 through the impedance
conversion circuits 26 and 28 constituted by source follow
circuits. That is, the vertical signal lines are connected to the
gates of the transistors 26. Since the capacitances of these
gates are very small, the amplification transistors 64 of the
cells charge only the vertical signal lines 8-1, 8-2, . . .. For this
reason, the time constant of each CR is small, and a steady
state is quickly set. Therefore, the reset pulse application
timing can be quickened, and noise cancellation can be per-
formed within a short period of time.

FIG. 95 shows the overall circuit structure of the above
CMOS sensor. According to this structure, a vertical address
signal A1, ..., Aiis inputto a vertical address buffer BVA, and
an output signal from this vertical address buffer is decoded
by a vertical decoder circuit DV. A horizontal address signal
Ai+l, ..., Anis input to a horizontal decoder DH through a
horizontal address buffer DHA.

A cell matrix CM is addressed by the vertical decoder
circuit DV to output pixel signals from the corresponding
vertical cells to a noise canceler NC. The noise canceler NC
performs noise cancel processing for the pixel signals read
out from the cell matrix CM. In this case, when the horizontal
address signal is input form the horizontal decoder circuit DH
to the noise canceler NC, the video signal having undergone
noise cancel processing is output from the CMOS sensor.

Additional advantages and modifications will readily
occur to those skilled in the art. Therefore, the invention in its
broader aspects is not limited to the specific details and rep-
resentative embodiments shown and described herein.
Accordingly, various modifications may be made without
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departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lent.

What is claimed is:

1. A solid state image sensor controlled by a command
signal, comprising:

an area sensor having pixels arranged two-dimensionally;

an interface configured to receive the command signal;

a selector configured to select one of a plurality of readout
schemes of reading out a pixel signal from the area
sensor in accordance with the command signal from the
interface;

a scanner configured to scan the area sensor in accordance
with the scheme selected by the selector, to read out the
pixel signal from the area sensor;

an analog signal processor configured to subject the pixel
signal to signal processing and output a processed sig-
nal;

an analog-to-digital converter configured to convert the
processed signal into a digital signal; and

a digital signal processor configured to convert the digital
signal into the digital video signal having a predeter-
mined signal format;

wherein said area sensor, said selector, said scanner, said
analog signal processor, said analog-to-digital con-
verter, said digital signal processor, and said interface
are mounted on a single chip.

2. A solid state image sensor according to claim 1, wherein
said interface selects one of a video signal obtained by digi-
tizing the pixel signal and a signal obtained by processing
luminance and color difference signals of the pixel signal.

3. A solid state image sensor according to claim 1, wherein
said interface externally outputs the digital video signal in
accordance with the command signal.

4. A solid state image sensor according to claim 1, wherein
said interface selects one of a motion video signal obtained by
subjecting the digital video signal to a motion video process-
ing and a still video signal obtained by subjecting the video
signal to a still video processing.

5. A solid state image sensor according to claim 1, wherein
said interface externally outputs the video signal in units of
one frame in accordance with the command signal.

6. A solid state image sensor according to claim 1, which
includes a changing device configured to change a frame rate
of the digital video signal in accordance with the command
signal.

7. A solid state image sensor according to claim 1, which
includes a changing device configured to change an effective
charge integration time for at least some of said pixels in
accordance with the command signal.

8. A solid state image sensor according to claim 1, wherein
said interface externally outputs the digital video signal by
alternately outputting luminance and color difference signals
of the pixel signal.

9. A solid state image sensor according to claim 1, wherein
said interface has a common terminal used for receiving the
command signal and externally outputting the digital video
signal.

10. A solid state image sensor according to claim 1,
wherein said interface has a common terminal used for
receiving the command signal and externally outputting a
status signal indicating a state of said solid state image sensor.

11. A solid state image sensor according to claim 1,
wherein said interface has a common terminal used for
receiving the command signal, externally outputting the digi-
tal video signal, and externally outputting a status signal
indicating a state of said solid state image sensor.
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12. A solid state image sensor according to claim 1,
wherein said interface holds information indicating charac-
teristics of said sensor, and allows the information to be read
out in accordance with the command signal.

13. A video system comprising: a solid state image sensor
according to claim 1; and

avisual processing unit configured to perform visual infor-

mation processing by using at least one of the digital
video signal, the pixel signal, a status signal of said solid
state image sensor, and characteristic information of
said solid state image sensor.

14. A solid state image sensor according to claim 1,
wherein said interface comprises shared signal lines for
inputting the command signal and outputting information.

15. A solid state image sensor according to claim 1,
wherein said interface comprises a rvegister storing input
information.

16. A solid state image sensor according to claim 1,
wherein said interface comprises input lines and a register,
information being input to the register through the input lines.

17. A solid state image sensor according to claim 1, further
comprising a timing generator, wherein said interface is con-
nected to the timing generator.

18. A solid state image sensor according to claim 17,
wherein said interface controls the timing generator based
upon the command signal.

20

25

32

19. A solid state image sensor according to claim I, further
comprising a timing generator, wherein said timing generator
is controlled based upon the command signal.

20. A video system according to claim 13, wherein said
interface comprises shared signal lines for inputting the com-
mand signal and outputting information.

21. A video system according to claim 13, wherein said
interface comprises a register storing input information.

22. A video system according to claim 13, wherein said
interface comprises input lines and a register, information
being input to the register through the input lines.

23. A video system according to claim 13, further compris-
ing a timing generator, wherein said interface is connected to
the timing generator.

24. A video system according to claim 23, wherein said
interface controls the timing generator based upon the com-
mand signal.

25. A video system according to claim 13, further compris-
ing a timing generator, wherein said timing generator is con-
trolled based upon the command signal.

26. A video system according to claim 13, further compris-
ing a changing device configured to change a frame rate of the
digital video signal in accordance with the command signal.

27. A video system according to claim 13, further compris-
ing a changing device configured to change an effective
charge integration time for at least some of said pixels in
accordance with the command signal.
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