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ROBOTIC ARM AND CONTROL SYSTEM

RELATED APPLICATIONS

[0001] This application claims the benefit of provisional
patent application number 60/966,137 to Robert L. Kay, filed
August 24, 2007.

BACKGROUND OF THE INVENTION

Field of the Invention

[0002] " This invention relates generally to robotics, and
more particularly to robotic arms and systems for controlling

such arms.

Description of the Related Art

{0003] Robotic arms - i.e;, articulated mechanisms designed
to perform one or more tasks, typically under the control of a
computer - are commonly used in factory and assembly line
environments. For example, one common task performed by a
robotic arm is to grip a target object and then move it to a
desired location. This is accomplished with the help of an
‘effector’ mechanism, typically located on the end of a
robotic arm; a typicél effector is a “gripper” which has at
least one movable jaw that is closed in order to grip or grasp
a target object.

[0004] Traditionally, angle sensors such as encoders are
incorporated into a robotic arm’s joints, and are used to
determine the position of the arm. By knowing the exact length
of each portion of the arm, and the size and angle of each
joint, a computer can calculate the spatial position of the
arm.

[0005] However, there are drawbacks associated with this
method of operation. For example, the accuracy with which an

arm can be positioned may be degraded as the mechanism’s parts
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become worn. Positional accuracy requirements may also limit
the speed with which the robotic arm can be manipulated, and
require that a target object be precisely positioned prior to

its being manipulated.

SUMMARY OF THE INVENTION

[0006] A robotic arm and control system are presented which
overcome the problems noted above, providing efficient and
accurate effector positioning and movement under a variety of
operating conditions.

[0007] A robotic arm in accordance with the present
invention moves in response to one or more command signals.
One or more fiducials are located on the arm. Each fiducial is
an “active” fiducial, meaning that each emits its own light. A
3D sensing device having an associated field-of-view (FOV) is
positioned such that at least one of the fiducials and a
target object to be manipulated with the arm are in the FOV.
To determine their spatial positions, the arm fiducials are
activated and the target object is preferably illuminated with
a scanning laser, thereby enabling the sensing device to
produce output signals which vary with the spatial locations
of the fiducials and target object.

[0008] The system also includes a controller which receives
the output signals from the sensing device. The controller
uses the spatial position information provided by the sensing
device as feedback to continuously guide the arm towards the
target object. Providing a <closed 1loop 3D motion control
system in this way enables the arm to be made of non-precision
construction, having few, if any, position and/or angle
sensors. 4

[0009] Multiple active fiducials may be employed, each
having respective characteristics with which they can be

differentiated. Active fiducials might also be deployed on the
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target objects, or on a holding fixture in which target
objects are placed. Variations involving multiple robotic arms
and/or multiple 3D sensing devices are also described.

[0010]) These and other features, aspects, and advantages of
the present invention will become better understood with

reference to the following drawings, description, and claims.

BRIEF DESCRIPTION OF THE DRAWINGS
[0011] FIG. 1 is a diagram illustrating the basic

configuration of a robotic arm and control system per the
present invention.

[0012] FIG. 2 1is a block diagram illustrating one possible
embodiment of a control loop as might be used with a robotic
arm and control system per the pfesent invention.

[0013] FIG. 3 1is a block diagram illustrating additional
details of a control loop such as that shown in FIG. 2.

[0014] FIG. 4 is a diagram illustrating a configuration of
a robotic arm and control system per the present invention
which includes a target object holding fixture.

[0015] FIG. 5 is a diagram illustrating a configuration of
a robotic arm and control system per the present invention
which includes two robotic arms.

[0016] FIG. 6. is a diagram illustrating a configuration of
a robotic arm and control system per the present invention
which includes a first camera dedicated to imaging the
system’s robotic arm and a second camera dedicated to imaging

a target object.

DETAILED DESCRIPTION OF THE INVENTION

[0017] The basic configuration of a robotic arm and control
system in accordance with the present invention is shown in
FIG. 1. The system includes a robotic arm 10 which moves in

response to one or more command signals 12. There is at least
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one “active” fiducial 14 located on robotic arm 10. As used
herein, an “active” fiducial is one that emits its own light -
i.e., it is self-illuminating. o

[0018] The system also includes a 3D sensing device 16
having an associated field-of-view (FOV) 18, positioned such
that at least one of the fiducials 14 on arm 10, and a target
object 20 to be manipulated with the arm, are in the sensing
device’s FOV. 3D sensing device 16. is preferably a 3D camera,
though other types of devices, such as [?7?], could alsoc be
used. However, for simplicity, sensing device 16 is referred
to as a 3D camera hereinafter.

[0019] The fiducials are preferably controllable - i.e.,
they can be activated and deactivated on demand. To determine
the spatial positions of the arm and target object, the arm
fiducials are activated and the target object is preferably
illuminated with a scanning laser, so that each can be
detected by 3D camera 16. 3D camera 16 is arranged to produce
output signals 22 with which target object 20 and the spatial
locations of the fiducials in FOV 18 can be determined.

[0020] A controller 24 receives output signals 22 from 3D
camera 16, and provides command signals 12 to robotic arm 10.
Controller 24 is arranged to provide closed loop control of
arm 10: the controller uses the spatial position data provided
by 3D camera 16 as feedback to continuously guide the arm
towards target object 20. Providing a closed loop 3D motion
control system in this way enables arm 10 to be made of non-
precision construction, having few, if any, position and/or
angle sensors.

[0021] Robotic arm 10 would typically include an effector
26, such as a gripper, with which target object 20 1is
manipulated. To ensure that the spatial 1location of the

gripper can be determined by the system, at least one of the
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active fiducials is located on or a known distance from the
effector.

[0022] As noted above, each active fiducial emits its own
light, which is preferably controllable so that the light can
be commanded ON or OFF. When multiple active fiducials are
employed within the FOV of the 3D camera, the fiducials have
respective characteristics with which they can be
differentiated. For example, different fiducials can emit
light having different wavelengths (preferably within the
visible spectrum), a given fiducial could emit light which
includes at least two different wavelengths, a fiducial could
be arranged such that the wavelength of its emitted light
changes in a predetermined pattern, or the emitted light could
be modulated in a predetermined pattern. Another possible way
to distinguish between fiducials is to have the fiducials form
respective predetermined patterns, such as a cross, a bar, or
an equivalent feature. These differentiation techniques allow
one or more 3D cameras to operate and control one or more
robotic arms in simultaneous operation. They also increase thé
3D camera’s detection capability when the background or
environment contains other light sources that might interfere
with the identification process.

[0023] The system preferably employs multiple active
fiducials on each robotic arm. This allows the 3D camera to
lose sight of one or more fiducials, but still have at least
one fiducial visible with which spatial position information
can be determined.

[0024] - As noted above, each active fiducial emits its own
light. This can be achieved by using light-emitting diodes,
incandescent lamps, and/or optical fibers, for exXample, or any
other compact light sources that may be mounted on the robotic

arm or effector.
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[0025] It may be possible for 3D camera 16 to detect target
object 20 and determine its spatial location as long as the
object is within the FOV of device 16. However, the system
preferably includes a means 30 of illuminating target object
20, to improve the ability of 3D camera 16 to determine the
spatial location of the target object.

[0026] One possible illumination means 30 is a scanning
laser, which uses a laser to scan the target object and
thereby enable 3D camera 16 to detect the target object and
ascertain its spatial location. Such a laser would preferably
be incorporated into 3D camera 16. The laser illuminates
target object 20 with a scanning spot or line. 3D camera 16,
which preferably comprises dual 2D cameras separated by a
known distance, triangulates on the laser spot or 1line to
generate a 3D image of the target object. Thus, by
illuminating target object 20 and activating one or more
fiducials on arm 10, 3D camera 16 determines the spatial
locations of both target object 20 and effector 26, from which
the target object’s location in space relative to robotic arm
10 can be determined. Use of a scanning laser could also
enable the illuminated target object to be identified and
measured. .

[0027] A diagram illustrating the closed loop operation of
the present system is shown in FIG. 2. In this exemplary
embodiment, controller 24 comprises image processing circuitry
32 and servo processing circuitry 34. The functionalities
provided by controller 24 are preferably implemented
digitally, using a software-driven processor, but might also
be implemented with analog <circuitry. Image processing
circuitry 32 receives signals 22 from 3D camera 16, and
produces outputs 36 which vary with the spatial positions of
fiducials 14 and target object 20. Image processing circuitry
30 is also arranged to control the operation of 3D camera 16,

fiducials 14 and target illuminator 30.
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{o028] Servo processing circuitry 34 receives spatial
position signals 36, and provides command signals 12 to
robotic arm 10 such that fiducials 14 are moved towards target
object 20; in this way, command signals 12 serve as feedback
to continuously guide arm 10 towards target object 20, thereby
providing closed loop 3D motion control.

[0029] One possible sequence of operations for a system
which includes a 3D camera and laser scanner proceeds as
follows:

1. Controller 24 prepares to move robotic arm 10 and its
effector 26 to a spatial location to be determined.

2. Controller 24 enables scanning laser 30 to locate and
illuminate one or more target objects 20, which is imaged by
3D camera 16. When done, the controller disables the scanning
laser and commands 3D camera 16 to operate in a fiducial
detection mode.

3. Controller 24 activates one or more of the active
fiducials on robotic arm 10. This may include initiating the
characteristic behaviors which differentiate the fiducials as
discussed above.

4. 3D camera 16 detects the active fiducial(s). The camera
may perform a subtractive action by capturing “scene” data
when the fiducials are off and then again when they are on, so
as to.remove the effects of background or other interfering
items or sources in the field of view.

5. The 3D camera (or computations performed in controller
24) computes the spatial locations of the active fiducials and
target object.

6. Controller 24 computes the difference between the spatial
location of target object 20 and the spatial location of end
effector 26. Using this information, controller 24 produces
command signals 12 which cause arm 10 to be guided towards

target object 20.
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7. Steps 3 through 6 are executed until end effector 26
reaches the desired location.
[0030] A diagram illustrating additional details of image

processing circuitry 32 and servo processing circuitry 34 is
shown in FIG. 3. The location of target object 20 is
preferably ascertained first, wusing a scanning laser as
described above. The spatial positions of the active fiducials
are determined next. Image processing circuitry 32 preferably
includes a background rejection processing module 40, which is
arranged to perform the subtractive action described above in
step 4. Here, 3D camera 16 captures the scene in its FOV when
the active fiducials are not illuminated, and again when they
are illuminated. Background rejection processing module 40
subtracts the non-illuminated image from the illuminated
image, and outputs the result.

[0031] A fiducial detection and separation module 42
receives the image produced by background rejection processing
module 40. Assuming there are multiple fiducials in the FOV,
and each  has characteristics which enable it to be
differentiated from the others, fiducial detection and
separation module 42 detects the presence of each fiducial and
notes its characteristics.

[0032] The characteristics of the respective fiducials are
passed on to a fiducial cross-referencing and arm position
computation module 44, which has access to a library 46 that
includes of information on each fiducial and its corresponding
characteristics. By identifying and knowing the spatial
position of each fiducial, and combining this data with
knowledge of where each fiducial is physically located on
robotic arm 10, module 44 can compute the spatial location of
the arm.

[0033] As noted above, image processing circuitry 32 is

also arranged to activate the scanning laser and determine the
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spatial location of target object 20. Data 36 representing the
spatial locations of arm 10 and target object 20 is provided
to servo processing circuitry 34.

[0034] Servo processing circuitry 34 accepts the spatial
position data and, based upon the sensed position of the arm,
determines the required command signals 12 to output to the
robotic arm drive system. In a preferred implementation, the
position data 1is operated on by servo error and forward
kinematics algorithms 48, followed by one or more servo
compensation algorithms 50 which allow the arm to perform
efficient, smooth motion based upon the characteristics of the
arm. As robotic arm 10 moves, 3D camera 16 captures the
positions of the various fiducials, with image processing
circuitry 32 controlling each of the active fiducials and the
3D camera.

[0035] Note that the implementations of controller 24
described above are merely exemplary. It is only essential
that controller 24 be arranged to receive spatial position
data from a device such as a 3D camera, and to provide closed
loop 3D motion control of a robotic arm in response.

[0036] As noted above, 3D camera 16 preferably comprises
dual 2D cameras. The cameras are separated by a known
distance, and, when a scanning laser is employed, triangulate
on the spot or line created by the scanning laser to generate
a 3D image of the target object. The 2D cameras are suitably
CCD-type cameras. A laser and galvanometer are added to form a
laser scanning 3D camera.

[0037] In many applications, it is not practical to place
active fiducials on the target objects. The present system
avoids the need for such fiducials by illuminating the target
objects with a scanning 1laser or similar device, and then
determining the position of the illuminated object with the 3D

camera.
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[0038] However, as an alternative to a scanning laser,
active fiducials might also be located on the target object.
This 1is illustrated in FIG. 4. Here, one or more active
fiducials are positioned on target object 20. When so
arranged, 3D camera 16 can determine the spatial location of
target object 20 in the same way that it determines the
spatial location of robotic arm 10 - by imaging the object
while its fiducials are activated - thereby eliminating the
need for a scanning laser.

[0039] In some applications, a holding fixture such as a
test tube holder or holding bin is employed to hold a target
object while it is being manipulated by robotic arm 10. This
possibility is also illustrated in FIG. 4. Here, target object
20 is placed within a holding fixture 62. In this case, one or
more active fiducials 64 are preferably located on the
fixture, so that its spatial location may be determined with
3D camera 16. If it is necessary to pinpoint the location of
the target object itself, one or more active fiducials could
also be located on the target object, or scanning laser 30
could be used for this purpose.

[0040] A system in accordance with the present invention
could be implemented using . any of a number of different
configurations. For example, as shown in FIG. 5, 3D camera 16
could be used to control robotic arm 10, and a second arm 70.
In this arrangement, arm 70 includes one or more active
fiducials 72 which can be differentiated from those used on
arm 10. Both fiducials 72 and the target object 74 to be
manipulated by arm 70 must be within the FOV of 3D camera 16,
or the system must be arranged such that the position of 3D
camera 16 can be moved as needed to accommodate both arms.
Controller 24 1is arranged to process the spatial position
information for both arms, and provides command signals 12 and
76 to arms 10 and 70, respectively, to —control their

movements.
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[0041)] Another possible configuration is also shown in FIG.
5; here, robotic arm 70 is controlled with the use of a second
3D camera 80 and a second controller 82. In this arranéement,
fiducials 72 and target object 74 are within the FOV 84 of
camera 80.

[0042] Another possible configuration is illustrated in
FIG. 6. Here, one 3D camera 90 is dedicated to imaging the
active fiducials on robotic arm 10, and a second 3D camera 92
is dedicated to imaging target object 20. Target object 20 can
be sensed by any of the methods described above, including the
use of a scanning laser or the use of an active fiducial on
the object or its holding fixture. The imaging data from both
cameras is fed to one or more controllers 94, which processes
the data to determine the spatial positions of arm 10 and
target object 20, which is used as feedback to continuously
guide the arm towards target object 20. Dedicated camera 90
might also be used to image acti&e fiducials on other robotic
arms, and dedicated camera 92 might also be used to image
other target objects.

[0043] The embodiments of the invention described herein
are exemplary and numerous modifications, variations and
rearrangements can be readily envisioned to achieve
substantially equivalent results,. all of which are intended to
be embraced within the spirit and scope of the invention as

defined in the appended claims.
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I CLAIM:

1. A robotic arm and control system, comprising:

a robotic arm which moves in response to one or more
command signals;

one or more fiducials located on said arm, each of
said fiducials being an “active” fiducial such that each emits
its own light;

a 3D sensing device having an associated field-of-
view (FOV), positioned such that at least one of said
fiducials and a target object to be manipulated with said arm
are in said sensing device’s FOV, said sensing device arranged
to produce output signals with which the spatial locations of
said at least one of said fiducials and said target object can
be determined; and '

a controller arranged to receive said output signals
from said sensing device and to provide said one or more
command signals to said robotic arm, said controller arranged
to provide closed loop control of said arm such that said at
least one of said fiducials is moved towards said target

object.

2. The system of claim 1, wherein said robotic arm
includes an effector with which said target object is
manipulated, at least one of said active fiducials located on

or a known distance from said effector.

3. The system of claim 1, wherein said active fiducials
have respective characteristics with which they can be

differentiated.

4. The system of claim 1, wherein one or more of said
active fiducials emit 1light which includes at least two

different wavelengths.
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5. The system of claim 1, wherein one or more of said
active fiducials are arranged such that the wavelength of

their emitted light changes in a predetermined pattern.

6. The system of claim 1, wherein one or more of said
active fiducials emit 1light that is modulated in a

predetermined pattern.

7. The system of claim 1, wherein one or more of said

active fiducials are arranged to form a predetermined pattern.

8. The system of claim 1, wherein one or more of said
active fiducials comprise light-emitting diodes, incandescent

lamps, and/or optical fibers.,

9. The system of claim 1, further comprising a means of

illuminating said target object.

10. The system of claim 9, wherein said means of

illuminating said target object comprises a scanning laser.

11. The system of claim 1, wherein said 3D sensing
device is a 3D camera, said controller arranged to:
capture the image in said camera’s FOV when said
active fiducials are not illuminated;
capture the image in said camera’s FOV when said
active fiducials are illuminated; and
subtract the non-illuminated image from the
illuminated image and use the resulting image to determine the

spatial locations of said fiducials.

12. The system of claim 1, wherein said controller

comprises:
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an image processing module arranged to:
receive said 3D sensing device’s output
signals;
determine the spatial location of said at least
one of said fiducials on said robotic arm; and
determine the spatial location of said target
object; and
a servo processing module arranged to:
receive spatial location data for said at least
one of said fiducials and said target object from said image
processing circuit; and
provide said one or mofe command signals to .
said robotic arm such that said controller provides closed
loop control of said arm such that said at least one of said

fiducials is moved towards said target object.

13. The system of claim 12, wherein said image
processing circuit is - further arranged to control the
operation of said at least one of said fiducials and/or the

positioning of said 3D sensing device.

14. The system of <claim 12, wherein said active
fiducials comprise at least two fiducials, each of which is in
said sensing device’s FOV and emits light having associated
characteristics which enables said fiducials to be
differentiated, said image processing circuit further arranged
to detect and determine the spatial positions of said at least

two fiducials.

15. The system of claim 1, further comprising one or
more active fiducials located on said target object, said 3D
sensing device positioned such that at least one of said
fiducials located on said target object 1is in said sensing

device’s FOV, said sensing device arranged to produce output
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signals with which the spatial locations of said at least one
of said fiducials located on said target object can be

determined.

16. The system of claim 1, wherein said target object is
held in a fixture, further comprising one or more active
fiducials 1located on said fixture, said 3D sensing device
positioned such that at least one of said fiducials located on
said fixture is in said sensing device’s FOV, said sensing
device arranged to produce output signals with which the
spatial locations of said at least one of said fiducials

located on said fixture can be determined.

17. The system of claim 1, further comprising at least
one additional robotic arm, each of said additional arms
moving in response to one or more command signals and having

one or more active fiducials located on said arm.

18. The system of claim 17, wherein said 3D sensing
device is positioned such that at least one of said fiducials
on each of said arms is in said sensing device’s FOV, said
sensing device arranged to produce output signals with which
the spatial locations of said at least one of said fiducials

on each of said arms can be determined.

19. The system of claim 17, further comprising at least
one additional 3D sensing device, each of said sensing devices
positioned such that at least one fiducial on a respective arm
and a target object are in said sensing device’s field-of-view
(FOV) .

20. The system of claim 1, wherein said 3D sensing

device is a 3D camera.
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21. A robotic arm and control system, comprising:

a robotic arm which moves in response to one or more
command signals;

one or more fiducials located on said arm, each of
said fiducials being an “active” fiducial such that each emits
its own light;

- a first 3D sensing device having an associated
field-of-view (FOV), positioned such that at least one of said
fiducials is in said first sensing device’s FOV, said first
sensing device arranged to produce output signals with which
the spatial location of said at least one of said fiducials
can be determined;

a second 3D sensing device having an associated FOV,
positioned such that at least one target object to be
manipulated with said arm is in said second sensing device’s
FOV, said second sensing device arranged to produce output
signals with which the spatial location of said target object
can be determined; and

a controller arranged to receive said output signals
from said sensing devices and to provide said one or more
command signals to said robotic arm, said controller arranged
to provide closed loop control of said arm such that said at
least one of said fiducials is moved towards said target

object.

22. A robotic arm and control system, comprising:

a robotic arm which moves in response to one or more
command signals;

one or more fiducials located on said arm, each of
said fiducials being an “active” fiducial such that each emits
its own light;

an effector coupled to said arm with which a target
object is manipulated, at least one of said fiducials located

on or a known distance from said effector;
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a means of illuminating said target object;

a 3D camera positioned such that at least one of
said fiducials and said target object are in said camera’s
field-of-view (FOV), said camera arranged to produce output
signals with which the spatial locations of said at least one
of said fiducials and said target object can be determined;
and

a controller arranged to receive said output signals
from said 3D camera and to provide said one or more command
signals to said robotic arm, said controller arranged to
provide closed loop control of said arm such that said at
least one of said fiducials is moved towards said target

object.

23. The system of «claim 22, wherein said means of

illuminating said target object comprises a scanning laser.

24. A method of controlling a robotic arm, comprising:

activating at least one fiducial located on a-
robotic arm, each of said fiducials being an “active” fiducial
such that each emits its own light when activated;

determining the spatial location of at least one
fiducial;

determining the spatial location of a target object;
and

moving said arm éo as to reduce the difference
between the spatial locations of said at least one fiducial
and said target object, such that said at least one active

fiducial is moved towards said target object.

25. The method of claim 24, further comprising

illuminating said target object.
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