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NETWORK-CENTRIC PROCESSING 

RELATED APPLICATIONS 

0001. This application claims priority to Provisional 
Application Ser. No. 60/982,479 filed on Oct. 25, 2007 and 
titled METHODS AND APPARATUS FOR NET 
WORKED URBAN OPERATIONS TEST BED FRAME 
WORK, which is incorporated herein in its entirety. 

BACKGROUND 

0002. A research, development, test and evaluation 
(RDT&E) process involves, as its name implies, research, 
development, test and evaluation of a system to solve a need. 
For example, a user has need for an aircraft that has certain 
operational characteristics to meet a particular need (e.g., a 
military need, a commercial need and so forth). Research is 
performed to determine a best or optimal solution and an 
aircraft is developed that includes the possible solution. The 
developed aircraft is tested and evaluated to determine if it 
meets the certain operational characteristics desired by the 
USC. 

0003. An acquisition process involves acquiring systems 
and/or services. Using the previous example, the acquisition 
process involves acquiring the aircraft that meets the certain 
operational characteristics desired by the user, for example. A 
training process involves training personnel to use the 
acquired system. Again, using the first example, the training 
process involves, for example, the training of personnel on the 
acquired aircraft. 

SUMMARY 

0004. In one aspect, a network-centric processing (NCP) 
system includes sensors configured to monitor activities asso 
ciated with testing of an asset, a first system configure to 
provide the testing on the asset, a second system configured to 
provide training of personnel using the asset, a third system 
configured to record problems associated with the testing and 
the training of the assetas input for an acquisition process and 
a network connected to the first system, the second system, 
the third system and the sensors. 
0005. In another aspect, a method of network centric pro 
cessing includes processing data from sensors configured to 
monitor activities associated with testing of an asset, process 
ing data from a first system configured to provide the testing 
on the asset, processing data from a second system configured 
to provide training of personnel using the asset and process 
ing data from a third system configured to record problems 
associated with the testing and the training of the asset as 
input for an acquisition process. A network connects the first 
system, the second system, the third system and the sensors. 
0006. In a further aspect, an article includes a machine 
readable medium that stores executable instructions to pro 
vide a network-centric process. The instructions cause a 
machine to process data from sensors configured to monitor 
activities associated with testing of an asset, process data 
from a first system configured to provide the testing on the 
asset, process data from a second system configured to pro 
vide training of personnel using the asset and process data 
from a third system configured to record problems associated 
with the testing and the training of the asset as input for an 
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acquisition process. A network connects the first system, the 
second system, the third system and the sensors. 

DESCRIPTION OF THE DRAWINGS 

0007 FIG. 1 is a block diagram of a network-centric pro 
cessing (NCP) system. 
0008 FIG. 2 is a block diagram of an example of the NCP 
system of FIG. 1. 
0009 FIG. 3 is a flowchart of an example of a process to 
perform network-centric processing. 
0010 FIG. 4 is a diagram depicting a protocol used in the 
NCP system. 
0011 FIG. 5 is a flowchart of an example of a process to 
perform resource allocating in the network-centric process 
ing. 
0012 FIG. 6 is a block diagram of a computer used to 
implement the processes of FIGS. 4 and 5. 

DETAILED DESCRIPTION 

0013 Prior art approaches to research, development, test 
and evaluation (RDT&E), acquisition and training were sepa 
rate and distinct processes that did not overlap and were also 
known as Stove-piped processes. Likewise the systems that 
Supported these processes were also stove-piped. Described 
herein is a network-centric processing (NCP) system (e.g., an 
NCP system 10 (FIG. 1)), that integrates the processes of 
RDT&E, acquisition and training to provide assets that 
address a user's need. 
0014. The NCP system addresses problem areas plaguing 
the ability to leverage technologies. Five of these problem 
areas include problems in policy, technology, deployment, 
timeliness and prediction. 
0015 The policy problem occurs when rules, laws or regu 
lations obstruct deployment of these assets. For example, a 
user has a need to have certain radio equipment. Radio fre 
quency technology has evolved to the point where dynamic 
use of broad spectrums can be leveraged by agile and cogni 
tive radio approaches. The barrier to deployment of these 
concepts is that use of the spectrum is managed by law; and 
therefore, certain emerging technologies may violate the law. 
However, in order to get these laws changed, it must be proven 
empirically that the capabilities and mechanisms can and do 
exist so that new or modified policies can be written. This 
requires the ability to test communications capabilities in an 
operationally valid environment that is not held to the policies 
defined by law. 
0016. The technology problem stems from an inability to 
effectively transition technology into assets that a user can 
use. Generally, success of a technology stems from demon 
strating its capabilities and proving it is viable. However, to 
the user, most technologies are not easily understood or 
appreciated for what they could provide to the user. 
0017. The deployment problem concerns an inability to 
provide users with operationally relevantassets. For example, 
assets may be developed and tested and ready for use by the 
user that offer significant improvements to the user but are 
instead stored in a warehouse. One reason the assets are not 
being used is that the assets are being provided without proper 
training. Another reason is that the assets, although good in 
and of themselves, are found after the fact to be incompatible 
with existing infrastructures. A further reason for not employ 
ing these new technologies in an operational arena (e.g., in a 
military or civilian environment) is that there is assessment 
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from management that either deems that implementing the 
improvement is too risky due to the severity of the outcome or 
from an inability by the user to assess the improvement 
deploying the assets offers. 
0018. The timeliness problem is an inability to provide 
relevant technology in a timely manner. For example, tech 
nologies may be developed at a faster rate than the deploy 
ment cycle thereby making the new technologies obsolete at 
the time of deployment. Since the RDT&E, acquisition and 
training processes are presently stove-piped processes, the 
total cycle can be even longer between the discoveries of 
technologies that can fill the user's needs to when those tech 
nologies are generally available to the user. 
0019. The prediction problem involves an inability to 
effectively integrate and transition the pure modeling and 
simulation domain through the operational domain in order to 
provide a seamless transition of operational improvements. 
Modeling and simulation by itself provides great insight, but 
models require empirical validation and exercised before they 
can be trusted. Thus, the ability to transition modeled and 
predicted effects is important to the effective, efficient, and 
timely development and deployment of relevant technologies 
and appropriate and relevant training. 
0020. To address these problems, the NCP system is used 
as a common test bed framework to be used for integrated 
technology research, development, evaluation, and deploy 
ment. As a test bed, the NCP system provides for test man 
agement, test observation and witnessing, stimulation and 
monitoring of the tested capabilities, information capture and 
retention relevant to the test, and information analysis of the 
test execution similar to the basic functions of any test system. 
Many of these same witnessing characteristics of a test sys 
tem are formally required by the traditionally separate acqui 
sition system in which the only difference is independence of 
analysis. One role of an acquisition system is to compare 
observations against System, component, and part specifica 
tions and regulations to validate operational compliance. One 
important difference in the NCP system is the embedment of 
the test bed into a training environment, which provides a 
number of advantages. One advantage is that Synergistic 
leveraging of measurement capabilities that both test and 
training need and use, to include personnel tracking, Scenario 
coordination management and execution through stimulus, 
monitoring, data recording, observation and witnessing, and 
after action review and analysis. 
0021. The operations orientation of the test bed is also 
accomplished by embedding the RDT&E process into the 
training process. The training process, continually aligned 
with current operational mission needs, stimulates and mea 
Sures the people part of a system's capabilities thereby 
improving performance by increasing personnel skills. The 
complex operational environments of stressed situations are 
effectively driven by the training process in order to provide 
skills that meet the mission and operational needs of the 
nation. Technology insertion uses the basic components and 
process flow but holds the people part of the equation nearly 
constant while empirically inserting and migrating the tech 
nology of the systems being used by people. This provides an 
operational validation of not only technology improvements 
but the application and use of that technology to the best 
benefit of the user. The results of these tests can benefit not 
only the next changes to be considered in technology but also 
creates a feedback mechanism into the training processes to 
help migrate operations strategies and Tactics, Techniques, 
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and Procedures (TTPs). By combining these two processes 
within the NCP system, the traditional “design of experi 
ments' can be applied to the large groups of personnel being 
trained to effectively evaluate technologies and the inverse 
impact of technologies on training. 
0022. In one example, the NCP system may be used in an 
urban environment. For example, the urban environment 
focus provides the setting for addressing the continuum of 
operational domains challenging the various user communi 
ties, with needs being addressed from a home front civil peace 
keeping and a law enforcement/first response through home 
land security, civil Support, homeland defense, up through 
foreign force projection and stabilization activities. All of 
these require complex emersion types of Solution validation 
mechanisms exercising not only the front line responders and 
war fighters, but also echelons of command up through local, 
state, national, and international levels. Testing of potential 
Solutions as well as acquisition validation in these complex 
environments is necessary to understand the benefit or mis 
sion assurance aspects of any Solution being considered for 
fielding. 
0023. In one example, the NCP system is networked and 
includes a distributed architecture. The networked nature of 
the NCP system capitalizes on the exploitation of existing 
distributed capabilities by providing mechanisms for 
abstracting the test and training infrastructures across nodes. 
These mechanisms include: a meta-framework for network 
ing across multiple network structures; organizational and 
business relationships and models for interacting, sharing, 
and operating; and neutral party consortiums which provide 
sovereignty and user/supplier coordination thereby preserv 
ing open access for Federal, civil, academic, and industrial 
communities. The distributed approach allows remote par 
ticipation, even to the point of virtualization, to Support solu 
tion systems that are network oriented or network-centric in 
nature. The distributed nature of the NCP system provides the 
ability to enact and measure true force-on-force, multi-ech 
elon and multi-organization level exercises which can then be 
used to test and evaluate potential or conceptual complex 
technology based solutions. Another benefit is the reduction 
of overall cost since services can be accessed over the distrib 
uted infrastructure that presently need to be physically co 
resident at the training or testing sites. 
0024. Referring to FIG. 1, in one example, the NCP sys 
tem is an NCP system 10. The NCP system 10 includes an 
asset 12, sensors 16, injectors 22, observer ports 26 and pro 
cessing systems 32 that are connected by a network36. In one 
example, the network 36 includes at least one of a satellite, 
local area network or a wide area network or any combination 
thereof. 
0025. The asset 12 may be a product, system, equipment 
and so forth that is evaluated to determine if it is suitable to 
meet a user's need. The sensors 16 may include for example, 
infrared sensors, cameras, radar and so forth that observe the 
asset 12 and personnel interacting with the asset, for example, 
in a training exercise. In one example, the sensors 16 may 
include at least one of a radio frequency (RF) spectrum usage 
sensor, a radio frequency identification (RFID) system, a 
Deployable Force-on-Force Instrumented Range System 
(DFIRSTTM) individual position locator or video imaging. 
0026. The injectors 22 provide real-world and or virtual 
world data to the NCP system 10 in a form of test data. The 
data from the injectors may interact directly with the asset 12 
or indirectly with the asset through personnel using the asset. 
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In one example, an injector may be a system stimulator (SIS 
TIM) virtual unit messaging emulator. 
0027. The observerports 26 allow observers, both analysts 
and safety monitors, to observe the testing environment in 
which the asset is being used without physically being there, 
which may disrupt the operations and training. In one 
example, the observer ports 26 are personal computers (PCs). 
The processing systems 32 process and coordinate the flow of 
data amongst the sensors 16, the injectors 22 and the observer 
ports 26. This information is changed form the sources format 
into a neutral data format for effective and efficient transfer 
and then changed into the destination format upon delivery. In 
Some examples, depending on the particular asset, the pro 
cessing systems 32 control and coordinate the flow of data 
from the asset 12 if the asset is directly connected to the 
network36 as shown in FIG.1. In other examples, the asset 12 
may not be directly connected to the network 36 (not shown). 
0028. Referring to FIG.2, one example of the NCP system 
10 is an NCP system 100 that includes a distributed architec 
ture. The NCP system 100 includes four components (e.g., a 
first component 102a, a second component 102b, a third 
component 102c and a fourth component 102d). These com 
ponents 102a-102d may be collocated or separated by many 
miles (e.g., thousand of miles). The components 102a-102d 
may represent a particular function. For example, the com 
ponent 102b represents an RDT&E system, the component 
102b represents a training system and the component 102c 
represents an acquisition system. The component 102d rep 
resents the testing environment where the asset 12 operates. 
In some examples, each component 102a-102d is run by a 
separate type of organization (e.g., city organizations, state 
organizations, federal organizations, international organiza 
tions, academic organizations, commercial organizations or 
any combination thereof). 
0029. The component 102a includes an injector 122a, an 
observer port 126a and a processing system 132a that are 
connected by a network 136a. The component 102b includes 
an injector 122b, an observer port 12.6b and a processing 
system 132b that are connected by a network 136b. The 
component 102c includes an injector 122c, an observer port 
126c and a processing system 132C that are connected by a 
network 136b. The component 102d includes the asset 12, a 
sensor 116a, a sensor 116b, a processor system 132d con 
nected by the network 136d. The network 136d is connected 
to the networks 136a-136c. In this particular example, the 
sensor 116a is used by the component 102a and the sensor 
116b is used by the component 102b. In one example, the 
component 102c shares the sensor 116a with the component 
102a. In one example, the sensors 116a-116b correspond to 
the sensors 16, the injectors 122a-122c correspond to the 
injectors 22, the observer ports 126a-126c correspond to the 
observer ports 26 and the processor systems 132a-132d cor 
respond to the processor Systems 32. 
0030. Because each of the components 102a-102d may be 
diverse systems, the NCP system 100 executes a common 
protocol 140 to facilitate communications amongst the com 
ponents 102a-102d. In one example, each of the processing 
systems 132a-132d stores the protocol 140. 
0031 Referring to FIG. 3, the protocol 140 includes at 
least six separately managed information flows or Sub-proto 
cols. For example, the protocol 140 includes NCP control 
data 140a: NCP test data 140b; NCP supplied operational 
scenario data 140c; asset operational scenario data 140d. 
operations control data 140e; and operations sense data 140f. 
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Each information flow 140a-140f is managed for access 
authorization and role by NCP system users. NCP control 
data 140a, NCP test data 140b and NCP supplied operational 
scenario data 140c support NCP distributed node interactions 
and synchronization. Asset operational scenario data 140d. 
operations control data 140e; and operations sense data 140f 
support NCP visibility into the internal information flows of 
the asset 12 being evaluated. 
0032 NCP control data 14.0a includes information chan 
nelization and data fields that Support the exchange of the 
following types of information between collaborative nodes 
Supporting simultaneous user Scenarios and events: com 
mand messages (e.g., Verbal, digital, analog and so forth); 
environmental stimulus control messages (e.g., cueing infor 
mation, control of emulations of virtual units, control of emu 
lations of real environments such as RF noise or spectrum 
usage, control of video streams; and control of data streams 
and so forth); and inter-node collaboration of distributed 
nodes. In one example, the nodes refers to the components 
102a-102d. 
0033 NCP test data 140b includes information channel 
ization and data fields to define, identify, distribute, capture, 
store, catalog, retrieve, and replay the test and exercise and 
control data generated for each user event. 
0034 NCP supplied operational scenario data 140c 
includes information channelization and data fields to define, 
coordinate, identify, distribute, capture, store, catalog, 
retrieve, and replay the scenario information used at each and 
across the distributed nodes of the NCP system 10. 
0035 Asset operational scenario data 140d includes infor 
mation channelization and data fields to identify, capture, 
store, catalog, and retrieve scenario information that is part of 
the asset 12 being trained, tested, or otherwise evaluated. 
0036) Operations control data 140e includes information 
channelization and data fields to identify, capture, Store, cata 
log, and retrieve control information that is part of the asset 12 
being trained, tested, or otherwise evaluated. 
0037 Operations sense data 140f includes information 
channelization and data fields to identify, capture, Store, cata 
log, and retrieve the sensor side information, or system per 
ceived input information that is part of the asset 12 being 
trained, tested, or otherwise evaluated. 
0038. In one example, the NCP system 10 may be used to 
perform training with the asset 12 by using procedures that 
personnel are going to use in the real-world environment with 
its anticipated variables. Throughout training, the shortfalls 
are identified and analyzed. This includes the evaluation of 
necessary skills, equipment shortfalls, and TTPs. Shortfalls 
are also addressed and minimized with quick-reaction solu 
tions focused on the user's needs. For skill shortfalls, training 
regimens are modified. For equipment shortfalls, cooperative 
RDT&E and acquisition functions can provide quick-reac 
tion solutions that are documented appropriately to provide 
full deployment improvements to Subsequent equipment 
deployments. For TTP shortfalls, improved tactics, tech 
niques, procedures, strategies, guidance, and other doctrine 
are developed and deployed for personnel use. The improve 
ments are revalidated during operational training exercises by 
the personnel that are using them in the mission during the 
remaining training activities. Thus, the personnel using the 
asset 12 can execute the mission with the equipment, skills, 
and TTPs they used in training. 
0039 Referring to FIG.4, an example of a network-centric 
processing is a process 200. NCP system 10 determines if 
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resources (e.g., sensors 16) need to be allocated (202). If 
allocation is needed, an allocation process is performed (206) 
such as a process 300, for example. Data from the injectors 22 
is provided to the asset 12 (212) and testing is performed on 
the asset (218). Performance of the testing on the asset 12 and 
the training of the personnel are monitored (226). For 
example, the sensors 16 monitor the asset 12 and the person 
nel. The results of the monitoring are provided to the observ 
ers (232). For example, the results are provided to the observ 
ers through the observer ports 26. The observers can then 
make adjustments to the training, RDT&E and acquisition 
processes. If the testing is not complete (234), the NCP sys 
tem 10 receives adjustments made as a result of the observa 
tions (236) and the testing and training is performed again. 
0040. Referring to FIG. 5, one of the advantages of using 
the NCP system 10 is a mechanism to share and allocate 
resources (e.g., sensors 16). One example of a process to 
allocate a resource is a process 300. A request is received to 
allocate a resource (302). For example, the processor system 
132a receives a request from the processor system 132c to 
share the sensor 116a. NCP system 10 determines whether 
the resource is being used (308). For example, the processor 
system 126a determines if the sensor 116a is being used. If 
the resource is being used, the NCP system 10 determines if 
the resource is being used as requested (310). For example, if 
a sensor 16 is being used to measure infrared in a particular 
area, then a request to measure infrared within the same area 
would have the same purpose. However, if the request speci 
fies a different area to measure infrared data than what the 
sensor can presently measure, then the request has a different 
purpose. If the request has a different purpose the request is 
denied (312). If the request has the same purpose, the resource 
is allocated in a sharing arrangement (322). Allocation of 
resources includes time period of allocation. 
0041) If the resource is not being used, the NCP system 10 
determines if there is more than one request pending to use the 
resource (318). For example, the processor system 126a 
determines if any other component (Such as the component 
126b, for example) is also making a request. If no other 
request is received, NCP system 10 allocates the resource. For 
example, the processor system 126a allocates use of the sen 
Sor 116a to the component 126c. In one example, the alloca 
tion is subject to a credit/debit transaction. 
0042. If there is more than one request, the NCP system 10 
conducts an auction to determine allocation (332). For 
example, component 102b and component 102c are request 
ing use of the sensor 116.a for different purposes. An auction 
is conducted to determine the component that gets the allo 
cation. The auction process may use many different allocation 
criteria to determine who gains access the resource. The cri 
teria may be based on mission need, a credit/debit system, 
priority and so forth. The winner of the auction process is 
allocated the resource (322). 
0043 Referring to FIG. 6, an example of one of the pro 
cessor systems 32 is a processor system 400. The processor 
system 400 includes a processor 402, a volatile memory 404, 
a non-volatile memory 406 (e.g., hard disk), a graphical user 
interface (GUI) 408 (e.g., a mouse, a keyboard, a display, for 
example). The non-volatile memory 406 stores the protocol 
140, computer instructions 414, an operating system 416 and 
data 412 including training data 422, test data 424 and allo 
cation data 426 (e.g., allocation criteria, debit/credit data for 
use by a debit/credit system and so forth). In one example, the 
computer instructions 414 are executed by the processor 402 
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out of volatile memory 404 to perform all or part of the 
process 200 and/or the process 300. 
0044) The processes described herein (e.g., processes 200 
and 300) are not limited to use with the hardware and software 
of FIG. 6; they may find applicability in any computing or 
processing environment and with any type of machine or set 
of machines that is capable of running a computer program. 
These processes may also be applied to the allocation of 
facilities and personnel. The processes may be implemented 
in hardware, software, or a combination of the two. The 
processes may be implemented in computer programs 
executed on programmable computers/machines that each 
includes a processor, a storage medium or other article of 
manufacture that is readable by the processor (including Vola 
tile and non-volatile memory and/or storage elements), at 
least one input device, and one or more output devices. Pro 
gram code may be applied to data entered using an input 
device to perform the processes and to generate output infor 
mation. 

0045. The system may be implemented, at least in part, via 
a computer program product, (e.g., in a machine-readable 
storage device), for execution by, or to control the operation 
of data processing apparatus (e.g., a programmable proces 
Sor, a computer, or multiple computers)). Each Such program 
may be implemented in a high level procedural or object 
oriented programming language to communicate with a com 
puter system. However, the programs may be implemented in 
assembly or machine language. The language may be a com 
piled oran interpreted language and it may be deployed in any 
form, including as a stand-alone program or as a module, 
component, Subroutine, or other unit Suitable for use in a 
computing environment. A computer program may be 
deployed to be executed on one computer or on multiple 
computers at one site or distributed across multiple sites and 
interconnected by a communication network. A computer 
program may be stored on a storage medium or device (e.g., 
CD-ROM, hard disk, or magnetic diskette) that is readable by 
a general or special purpose programmable computer for 
configuring and operating the computer when the storage 
medium or device is read by the computer to perform process 
200 and/or process 300. The processes may also be imple 
mented as a machine-readable storage medium, configured 
with a computer program, where upon execution, instructions 
in the computer program cause the computer to operate in 
accordance with the respective process. 
0046. The processes described herein are not limited to the 
specific embodiments described. For example, the processes 
200 and 300 are not limited to the specific processing order of 
FIGS. 4 and 5, respectively. Rather, any of the processing 
blocks of FIGS. 4 and 5 may be re-ordered, combined or 
removed, performed in parallel or in serial, as necessary, to 
achieve the results set forth above. 

0047. The processing blocks in FIGS. 4 and 5 associated 
with implementing the system may be performed by one or 
more programmable processors executing one or more com 
puter programs to perform the functions of the system. All or 
part of the system may be implemented as, special purpose 
logic circuitry (e.g., an FPGA (field programmable gate 
array) and/or an ASIC (application-specific integrated cir 
cuit)). 
0048 Elements of different embodiments described 
herein may be combined to form other embodiments not 
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specifically set forth above. Other embodiments not specifi 
cally described herein are also within the scope of the follow 
ing claims. 
What is claimed is: 
1. A network-centric processing (NCP) system, compris 

ing: 
sensors configured to monitor activities associated with 

testing of an asset; 
a first system configured to provide the testing on the asset; 
a second system configured to provide training of person 

nel using the asset; 
a third system configured to record problems associated 

with the testing; and the training of the asset as input for 
an acquisition process; and 

a network connects the first system, the second system, the 
third system and the sensors. 

2. The NCP system of claim 1 wherein the first system is 
configured to provide data to Support a research, develop 
ment, test and evaluation (RDT&E) process. 

3. The NCP system of claim 1, further comprising an 
injector configured to provide test data to the NCP system. 

4. The NCP system of claim 1 wherein the sensor is one of: 
a radio frequency (RF) spectrum usage sensor; 
an infrared sensor; 
a radar, 
a radio frequency identification (RFID) system; 
a satellite; 
a Deployable Force-on-Force Instrumented Range System 

(DFIRSTTM) individual position locator; or 
a CaCa. 

5. The NCP system of claim 1, further comprising a pro 
tocol used by the first system, the second system and the third 
system to facilitate communications, the protocol comprising 
a first portion to Support distributed node interactions and 
synchronization and a second portion to Support visibility 
into the internal information flows of the asset. 

6. The NCP system of claim 1 wherein a first sensor of the 
sensors is assigned to one of the first system, the second 
system or the third system; and 

wherein the first sensor is shared by another system than 
the one assigned system through an allocation process. 

7. The NCP system of claim 6, wherein the allocation 
process is an auction process. 

8. A method of network centric processing, comprising: 
processing data from sensors configured to monitor activi 

ties associated with testing of an asset, 
processing data from a first system configured to provide 

the testing on the asset; 
processing data from a second system configured to pro 

vide training of personnel using the asset; and 
processing data from a third system configured to record 

problems associated with the testing and the training of 
the asset as input for an acquisition process; and 

wherein a network connects the first system, the second 
system, the third system and the sensors. 

9. The method of claim 8 wherein processing data from a 
first system configured to provide the testing on the asset 
comprises processing data to Support a research, develop 
ment, test and evaluation (RDT&E) process. 

10. The method of claim 8, further comprising processing 
data from an injector configured to provide test data to the 
NCP system. 
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11. The method of claim 8 wherein processing data from 
sensors comprises processing data from sensors comprising 
at least one: 

a radio frequency (RF) spectrum usage sensor; 
an infrared sensor, 
a radar, 
a radio frequency identification (RFID) system; 
a satellite; 
a Deployable Force-on-Force Instrumented Range System 

(DFIRSTTM) individual position locator; or 
a CaCa. 

12. The method of claim 8, further comprising processing 
the data using a protocol used by the first system, the second 
system and the third system to facilitate communications, 

wherein the protocol comprising a first portion to Support 
distributed node interactions and synchronization and a 
second portion to support visibility into the internal 
information flows of the asset. 

13. The method of claim 8 wherein a first sensor of the 
sensors is assigned to one of the first system, the second 
system or the third system; and 

further comprising performing an allocation process to 
determine whether the sensor may be shared another 
system than the one assigned. 

14. The NCP system of claim 13, wherein performing an 
allocation process comprises performing an auction process. 

15. An article comprising a machine-readable medium that 
stores executable instructions to provide a network-centric 
process, the instructions causing a machine to: 

process data from sensors configured to monitor activities 
associated with testing of an asset, 

process data from a first system configured to provide the 
testing on the asset; 

process data from a second system configured to provide 
training of personnel using the asset; and 

process data from a third system configured to record prob 
lems associated with the testing and the training of the 
asset as input for an acquisition process; and 

wherein a network connects the first system, the second 
system, the third system and the sensors. 

16. The article of claim 15 wherein instructions causing a 
machine to process data from a first system configured to 
provide the testing on the asset comprises instructions caus 
ing a machine to process data to support a research, develop 
ment, test and evaluation (RDT&E) process. 

17. The article of claim 15, further comprising instructions 
causing a machine to process data from an injector configured 
to provide test data to the NCP system. 

18. The article of claim 15 wherein instructions causing a 
machine to process data from sensors comprises instructions 
causing a machine to process data from sensors comprising at 
least one: 

a radio frequency (RF) spectrum usage sensor; 
an infrared sensor, 
a radar, 
a radio frequency identification (RFID) system; 
a satellite; 
a Deployable Force-on-Force Instrumented Range System 

(DFIRSTTM) individual position locator; or 
a CaCa. 

19. The article of claim 15, further comprising instructions 
causing a machine to process the data using a protocol used by 
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the first system, the second system and the third system to 
facilitate communications, 

wherein the protocol comprises a first portion to Support 
distributed node interactions and synchronization and a 
second portion to support visibility into the internal 
information flows of the asset. 

20. The method of claim 15 wherein a first sensor of the 
sensors is assigned to one of the first system, the second 
system or the third system; and 
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further comprising instructions causing a machine to per 
form an allocation process to determine whether the first 
sensor may be shared with another system than the one 
assigned, 

wherein instructions causing a machine to performan allo 
cation process comprises instructions causing a machine 
to perform an auction process. 
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