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1. 

APPARATUS AND METHOD FOR FORMING 
SEARCH ENGINE QUERIES BASED ON 

SPOKEN UTTERANCES 

PRIORITY INFORMATION 

The present application is a continuation of U.S. patent 
application Ser. No. 11/128,564, filed May 13, 2005, the 
contents of which is incorporated herein by reference in its 
entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to speech processing and 

more specifically to speech recognition driven data retrieval. 
2. Introduction 
In existing spoken language understanding (SLU) sys 

tems, when a call arrives at a call center and a caller makes 
a request, speech recognition is invoked. Often, the caller 
requests information, which would require a customer Ser 
vice representative (CSR) to search for information, retrieve 
the information, and provide the information to the caller. 
Such requests require more time than many other types of 
calls, resulting in longer waiting times for callers. If waiting 
times could be reduced, customer satisfaction and Subse 
quently, customer retention would increase. 

SUMMARY OF THE INVENTION 

Additional features and advantages of the invention will 
be set forth in the description which follows, and in part will 
be obvious from the description, or may be learned by 
practice of the invention. The features and advantages of the 
invention may be realized and obtained by means of the 
instruments and combinations particularly pointed out in the 
appended claims. These and other features of the present 
invention will become more fully apparent from the follow 
ing description and appended claims, or may be learned by 
the practice of the invention as set forth herein. 

In a first aspect of the invention, a machine-implemented 
method is provided. Automatic speech recognition is per 
formed on a received utterance. A meaning of the utterance 
is determined based, at least in part, on the recognized 
speech. At least one query is formed based, at least in part, 
on the determined meaning of the utterance. The at least one 
query is sent to at least one searching mechanism to search 
for an address of at least one web page that satisfies the at 
least one query. 

In a second aspect of the invention, a combination is 
provided. The combination includes an automatic speech 
recognizer, a spoken language understanding component, 
and at least one search query component. The automatic 
speech recognizer is configured to receive an utterance and 
convert the utterance to text. The spoken language under 
standing component is configured to process the text and 
produce an indication of a meaning of the utterance based, 
at least in part, on the text. The at least one search query 
component is configured to process the indication of the 
meaning and, based at least in part on the indication of the 
meaning, produce at least one query for a corresponding 
searching entity that is configured to search for an address of 
at least one web site that satisfies the at least one query. Each 
of the at least one search query component is further 
configured to send the at least one query to the correspond 
ing searching entity. 
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2 
In a third aspect of the invention, a machine-readable 

medium having instructions for at least one processor 
recorded thereon is provided. The machine-readable 
medium includes instructions for performing automatic 
speech recognition on a received utterance, instructions for 
determining a meaning of the utterance based, at least in 
part, on the recognized speech, instructions for forming a 
query based, at least in part, on the determined meaning of 
the utterance, and instructions for sending the query to a 
searching mechanism to search for an address of at least one 
web page that satisfies the query. 

In a fourth aspect of the invention, a combination is 
provided. The combination includes means for converting a 
received utterance to text, means for processing the text and, 
based at least in part on the text, producing an indication of 
a meaning of the utterance, means for processing the indi 
cation of the meaning of the utterance and, based at least in 
part on the indication of the meaning of the utterance, 
producing a query for a searching entity configured to search 
for an address of at least one web site that satisfies the query. 

BRIEF DESCRIPTION OF THE DRAWINGS 

In order to describe the manner in which the above-recited 
and other advantages and features of the invention can be 
obtained, a more particular description of the invention 
briefly described above will be rendered by reference to 
specific embodiments thereof which are illustrated in the 
appended drawings. Understanding that these drawings 
depict only typical embodiments of the invention and are not 
therefore to be considered to be limiting of its scope, the 
invention will be described and explained with additional 
specificity and detail through the use of the accompanying 
drawings in which: 

FIGS. 1A and 1B illustrate exemplary systems consistent 
with the principles of the invention: 

FIG. 2 illustrates an exemplary processing system which 
may be used to implement an embodiment consistent with 
the principles of the invention; 

FIGS. 3A-3C illustrate three different exemplary imple 
mentations consistent with the principles of the invention; 

FIG. 4 shows an exemplary search result; and 
FIG. 5 is a flowchart that illustrates an exemplary process 

that may be implemented in embodiments of the invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

Various embodiments of the invention are discussed in 
detail below. While specific implementations are discussed, 
it should be understood that this is done for illustration 
purposes only. A person skilled in the relevant art will 
recognize that other components and configurations may be 
used without parting from the spirit and scope of the 
invention. 

Overview 

FIG. 1A illustrates an exemplary system 100 in which 
embodiments consistent with the principles of the invention 
may be implemented. System 100 may include a network 
102, a telephone 104, and a customer service representative 
station 106. Both telephone 104 and station 106 may be 
connected to network 102 via a physical or wireless con 
nection. 
Network 102 may include a network suitable for carrying 

Voice traffic. Such as any one of a public Switched telephone 
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network (PSTN), a packet switched network, such as, for 
example, the Internet, or an intranet, an optical network, a 
wireless network, or any combination of the above net 
works. 

Telephone 104 may be, for example, a conventional 
telephone, a wireless telephone, Such as, for example, a 
cellular phone or a personal communication system (PCS). 
Telephone 104 may also be a Voice over Internet Protocol 
(VoIP) phone that may convert voice to digitized packets for 
transmission through a packet-switched network and that 
may convert received digitized packets back into voice for 
a U.S. 

Station 106 may include a processing device and may 
receive and send Voice signals in a form of digitized packets, 
Such as, for example, VoIP packets. In other implementa 
tions, station 106 may instead receive and send conventional 
telephone signals from and to network 102 over a standard 
telephone line. Station 106 may be equipped with a speaker 
and a microphone (not shown) for a customer service 
representative to communicate with a calling party. 

FIG. 1A illustrates an exemplary system. Systems con 
sistent with the principles of the invention may have many 
telephones and customer service representative stations. 

Typically, a caller may place a call to a customer service 
center via telephone 104. The call may travel through 
network 102 to customer service representative station 106. 
Station 106 may translate the received voice message or 
utterance from telephone 104 to text and may analyze the 
text to determine a meaning. Upon determining a meaning, 
station 106 may form a query for a search engine. Such as, 
for example, an Internet search engine or a search engine 
that may retrieve web pages from a knowledge base of web 
pages or other resource. The search engine results may be 
displayed on a monitor of station 106 for the customer 
service representative. Thus, the customer service represen 
tative may be presented with a selection of web pages that 
may be relevant to a customer's query. 

In an alternate embodiment, in addition to station 106 
forming a query for an Internet search engine or a search 
engine that may retrieve web pages, station 106 may form a 
query to search local and/or remote databases, as well as 
other data resources and may display search results on the 
monitor of station 106 for the customer representative. 

Further, station 106 of the above embodiments may 
maintain a local or remote log of resources searched for a 
particular call, search results, time and date of a search, as 
well as resources selected from the presented search results 
by the customer service representative. 

FIG. 1B illustrates an alternative exemplary system 150 
consistent with the principles of the invention. Exemplary 
system 150 may include network 102, telephone 104, cus 
tomer service representative station 106', network 152, and 
processing device 154. 

Telephone 104 and network 102 may be the same as 
illustrated by exemplary system 100. Station 106" may be 
similar to station 106 of FIG. 1A, but instead, may send 
utterances received from telephone 104 via network 102 to 
processing device 154 via network 152 for processing. 

Network 154 may be, for example, a local area network 
or other network, in a form of an optical network or a 
packet-switched network. Utterances may be in digitized 
form and may be sent to processing device 154 via network 
152. Server 154 may convert the received utterances to 
textual format, may process the text to determine a meaning 
from the text, and may form a query for a search engine, 
Such as, for example, an Internet search engine or a search 
engine that may retrieve web pages from a knowledge base 
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4 
of web pages or other resource. Processing device 154 may 
send the query back to station 106", which further sends the 
query to the search engine. Thus, the customer service 
representative may be presented with a selection of web 
pages that may be relevant to a customer's query while the 
customer representative is conversing with the customer. 
The customer representative may then select one or more 
web pages for displaying. 

In an alternate embodiment, in addition to server 154 
forming a query for an Internet search engine or a search 
engine that may retrieve web pages, server 154 may form a 
query to search local and/or remote databases, as well as 
other data resources and may send the query back to station 
106", which may further send the query to a search engine 
and/or other searching resource. Station 106" may receive 
and display search results on the monitor of station 106" for 
the customer representative. 

Similar to station 106, discussed previously, station 106' 
may maintain a local or remote log of resources searched for 
a particular call, search results, time and date of a search, as 
well as resources selected from the presented search results 
by the customer service representative. 
Many other variations of implementations consistent with 

the principles of the invention are included within the scope 
of the invention. As an example of another implementation, 
station 106" may receive an utterance and may convert the 
utterance to text, which may then be sent to processing 
device 154 via network 152. Processing device 154 may 
determine a meaning of the utterances and may construct a 
message indicating the meaning and may send the message 
back to station 106". Station 106" may form a query for one 
or more search engines and/or other searching resources for 
local and/or remote web pages, databases, and/or other data 
resources based on the message and may send the message 
to the one or more search engines and/or other searching 
resources. In another variation, station 106" may convert a 
received utterance to text and may send a message including 
the text to processing device 154 via network 152. Process 
ing device 154 may then determine a meaning of the 
utterance, form a query and may send the query back to 
station 106", which further sends the query to the one or 
more search engines of local or remote databases and/or 
other searching resources as discussed above. 

FIG. 1B illustrates an exemplary system and may include 
a number of telephones 104, stations 106", and processing 
devices 154. 

Exemplary Processing System 

FIG. 2 illustrates an exemplary processing system 200 in 
which station 106, station 106", and processing device 154 
may be implemented. Thus, system 100 and system 150 may 
include at least one processing system, Such as, for example, 
exemplary processing system 200. System 200 may include 
a bus 210, a processor 220, a memory 230, a read only 
memory (ROM) 240, a storage device 250, an input device 
260, an output device 270, and a communication interface 
280. Bus 210 may permit communication among the com 
ponents of system 200. 

Processor 220 may include at least one conventional 
processor or microprocessor that interprets and executes 
instructions. Memory 230 may be a random access memory 
(RAM) or another type of dynamic storage device that stores 
information and instructions for execution by processor 220. 
Memory 230 may also store temporary variables or other 
intermediate information used during execution of instruc 
tions by processor 220. ROM 240 may include a conven 
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tional ROM device or another type of static storage device 
that stores static information and instructions for processor 
220. Storage device 250 may include any type of media, 
Such as, for example, magnetic or optical recording media 
and its corresponding drive. 

Input device 260 may include one or more conventional 
mechanisms that permit a user to input information to 
system 200. Such as a keyboard, a mouse, a pen, a voice 
recognition device, etc. Output device 270 may include one 
or more conventional mechanisms that output information to 
the user, including a display, a printer, one or more speakers, 
or a medium, Such as a memory, or a magnetic or optical disk 
and a corresponding disk drive. Communication interface 
280 may include any transceiver-like mechanism that 
enables system 200 to communicate via a network. For 
example, communication interface 280 may include a 
modem, or an Ethernet interface for communicating via a 
local area network (LAN). Alternatively, communication 
interface 280 may include other mechanisms for communi 
cating with other devices and/or systems via wired, wireless 
or optical connections. 

System 200 may perform such functions in response to 
processor 220 executing sequences of instructions contained 
in a computer-readable medium, Such as, for example, 
memory 230, a magnetic disk, or an optical disk. Such 
instructions may be read into memory 230 from another 
computer-readable medium, Such as storage device 250, or 
from a separate device via communication interface 280. 

FIG. 3A illustrates a functional block diagram of an 
implementation of station 106 of system 100. Station 106 
may include an automatic speech recognizer module (ASR) 
302, a spoken language understanding module (SLU) 304, 
and one or more search query modules (SQ). 306. Station 
106 may also include other components that are not shown 
in order to make the figure more understandable. 
ASR module 302 may analyze received speech input or 

utterances and may provide a transcription of the utterances 
as output. SLU module 304 may receive the transcribed 
input and may use a spoken language understanding model 
to analyze the group of words that are included in the 
transcribed input to derive a meaning from the input. ASR 
modules and SLU modules are well known to those of skill 
in the art. Training of ASR module 302 and SLU module 304 
may be performed using existing methods that are known to 
those of skill in the art. In one implementation, ASR module 
302 and SLU module 304 may be trained using application 
dependent vocabulary, Such as, for example, vocabulary 
pertaining to a travel agency application or other applica 
tion. 
SQ module 304 may receive an indication of a meaning 

of the transcribed utterance from SLU module 304. For 
example, if the utterance is “What can you tell me about the 
Bahamas, SLU module 304 may determine that this is a 
request for information about a vacation destination and may 
send, for example, a “Request Info (Bahamas) command to 
one or more SQ modules 304. SQ module(s) 304 may then 
format a query for a search engine, such as, Google. Alta 
Vista, Web.crawler, Ask Jeeves, or other search engines, and 
may send the query to the search engine (not shown) via an 
interface. Such as, for example, a standard browser applica 
tion interface. SQ module(s) 304 may also format one or 
more queries for local and/or remote databases and/or other 
data resources and may send the one or more queries to one 
or more corresponding searching resources. The search 
engine and/or the one or more searching resources may 
respond with one or more pages of relevant information, 
Such as links to web pages, databases or other data resources 
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6 
which may be displayed at station 106 to a customer service 
representative during a call with a user. 

Optionally, station 106 may include a logging module (not 
shown) for logging resources searched for a particular call, 
search results, time and date of a search, as well as resources 
selected from the presented search results by the customer 
service representative. 

FIG. 3B illustrates a functional block diagram of an 
implementation of station 106' and processing device 154 of 
system 150. Station 106 may include ASR module 302 and 
SQ module 306. Processing device 154 may include SLU 
module 304. 
ASR module 302 may analyze received speech input or 

utterances and may provide a transcription of the utterances 
as output. Station 106" may send the transcription to SLU 
module 304 in processing device 154 via network 152. SLU 
module 304 may analyze the group of words that are 
included in the transcribed input to derive a meaning from 
the input. An indication of the meaning may then be sent 
from processing device 154 to station 106' where one or 
more SQ modules 306 may form a query for one or more 
search engines from the received indication of the meaning 
and may then send the one or more queries to the one or 
more search engines via network 102 or network 152. The 
search engine may return results to a display of station 106". 

Further, one or more SQ modules 306 may form, from the 
received indication of the meaning, one or queries for one or 
more other searching resources to search local and/or remote 
databases, and/or other data resources. The one or more 
other searching resources may return results to the display of 
station 106 

Optionally, in this implementation station 106" may 
include a logging module (not shown) for logging resources 
searched for a particular call, search results, time and date of 
a search, as well as resources selected from the presented 
search results by the customer service representative. 

FIG. 3C illustrates a functional block diagram of another 
implementation of station 106' and processing device 154 of 
system 150. Station 106" may include ASR module 302. 
Processing device 154 may include SLU module 304 and 
one or more SQ modules 306. 
ASR module 302 may analyze received speech input or 

utterances and may provide a transcription of the utterances 
as output. Station 106" may send the transcription to SLU 
module 304 in processing device 154 via network 152. SLU 
module 304 may analyze the group of words that are 
included in the transcribed input to derive a meaning from 
the input. An indication of the meaning may then be pro 
vided to one or more SQ modules 306, which may form one 
or more queries for a search engine and/or other searching 
resources, as described above with respect to FIG. 3B, based 
on the indicated meaning of the words. SQ module 306 may 
then send the one or more queries to station 106" via network 
152 and station 106" may then send the one or more queries 
to a search engine and/or the other searching resources via 
network 102 or network 152. 
As described with respect to the implementation of FIG. 

3B, the implementation of station 106" of FIG. 3C may 
optionally include a logging module (not shown) for logging 
resources searched for a particular call, search results, time 
and date of a search, as well as resources selected from the 
presented search results by the customer service represen 
tative. 
The implementations shown in FIGS. 3A-3C are only 

exemplary and are not intended to limit the scope of the 
invention to only those implementations. 



US 9,653,072 B2 
7 

In the above-mentioned exemplary implementations, the 
customer service representative working at station 106 or 
106" may receive the results of the search engine and/or the 
other searching resources, which may be displayed at station 
106 or 106". FIG. 4 illustrates an exemplary display of search 
results based on a customer's utterance, during a phone call 
with the customer Service representative, regarding the 
Bahamas. Implementations consistent with the principles of 
the invention may display the search engine results as one or 
more links and may display a brief description of each web 
site or other data resource corresponding to the results, as 
shown in FIG. 4. 

Exemplary Processing 

FIG. 5 is a flowchart that illustrates exemplary processing 
in an implementation consistent with the principles of the 
invention. The process may be performed in any of the 
implementations illustrated with respect to FIGS. 1A-1B 
and FIGS. 3A-3C, as well as other implementations. In one 
implementation, the acts shown in FIG. 5 may be imple 
mented entirely within station 106. In another implementa 
tion, the acts of FIG. 5 may be implemented partially in 
station 106' and partially in processing device 154. 
The process may begin with station 106 or 106" receiving 

a spoken utterance via network 102 (act 502). ASR module 
302 may convert the utterance to text (act 504). SLU module 
304 may process the text from ASR module 302 and may 
determine a meaning of the text (act 506). Output from SLU 
module 304 may be provided to SQ module(s) 306, each of 
which may form a query based on the determined meaning 
from SLU module 304 and may send the query to one or 
more searching resources (act 508). Each of the one or more 
searching resources may perform a search based on the 
provided query and may provide the results to station 106 or 
106" for display to a customer service representative (act 
510). 

Implementations consistent with the principles of the 
invention may log search results, time and date of search, 
resources searched for a particular call, and resources 
selected from the presented search results by the customer 
service representative during the process described in FIG. 
5. The logged results may be later viewed by, for example, 
the customer service representative, computer system 
administrator, or others. 

Although the above implementations describe performing 
speech recognition on speech from a calling party, other 
implementations may perform speech recognition on speech 
from a called party, Such as the customer service represen 
tative. In yet other implementations, speech recognition may 
be performed on both speech input from the calling party 
and speech input from the customer service representative. 

Conclusion 

Embodiments within the scope of the present invention 
may also include computer-readable media for carrying or 
having computer-executable instructions or data structures 
stored thereon. Such computer-readable media can be any 
available media that can be accessed by a general purpose or 
special purpose computer. By way of example, and not 
limitation, Such computer-readable media can comprise 
RAM, ROM, EEPROM, CD-ROM or other optical disk 
storage, magnetic disk storage or other magnetic storage 
devices, or any other medium which can be used to carry or 
store desired program code means in the form of computer 
executable instructions or data structures. When information 
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8 
is transferred or provided over a network or another com 
munications connection (either hardwired, wireless, or com 
bination thereof) to a computer, the computer properly views 
the connection as a computer-readable medium. Thus, any 
Such connection is properly termed a computer-readable 
medium. Combinations of the above should also be included 
within the scope of the computer-readable media. 

Computer-executable instructions include, for example, 
instructions and data which cause a general purpose com 
puter, special purpose computer, or special purpose process 
ing device to perform a certain function or group of func 
tions. Computer-executable instructions also include 
program modules that are executed by computers in stand 
alone or networked environments. Generally, program mod 
ules include routines, programs, objects, components, and 
data structures, etc. that perform particular tasks or imple 
ment particular abstract data types. Computer-executable 
instructions, associated data structures, and program mod 
ules represent examples of the program code means for 
executing steps of the methods disclosed herein. The par 
ticular sequence of Such executable instructions or associ 
ated data structures represents examples of corresponding 
acts for implementing the functions described in Such steps. 

Those of skill in the art will appreciate that other embodi 
ments of the invention may be practiced in networked 
computing environments with many types of computer 
system configurations, including personal computers, hand 
held devices, multi-processor Systems, microprocessor 
based or programmable consumer electronics, network PCs, 
minicomputers, mainframe computers, and the like. 
Embodiments may also be practiced in distributed comput 
ing environments where tasks are performed by local and 
remote processing devices that are linked (either by hard 
wired links, wireless links, or by a combination thereof) 
through a communications network. In a distributed com 
puting environment, program modules may be located in 
both local and remote memory storage devices. 

Although the above description may contain specific 
details, they should not be construed as limiting the claims 
in any way. Other configurations of the described embodi 
ments of the invention are part of the scope of this invention. 
For example, hardwired logic may be used in implementa 
tions instead of processors, or one or more application 
specific integrated circuits (ASICs) may be used in imple 
mentations consistent with the principles of the invention. 
Further, implementations consistent with the principles of 
the invention may perform more or fewer acts than as 
described in FIG. 5, or may implement acts in a different 
order than as shown in FIG. 5. Accordingly, the appended 
claims and their legal equivalents should only define the 
invention, rather than any specific examples given. 

We claim as our invention: 
1. A method, comprising: 
performing, via a processor, automatic speech recognition 

on a first utterance comprising a first group of words 
from a first party in a conversation, to yield first 
recognized speech; 

determining a meaning of the first group of words via a 
spoken language understanding unit, wherein deter 
mining the meaning is based on the first recognized 
speech; 

performing automatic speech recognition on a second 
utterance comprising a second group of words from a 
second party to yield second recognized speech; 

forming a query based on the meaning of the first group 
of words and a meaning of the second group of words 
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as determined by the spoken language understanding 
unit and based on the second recognized speech; 

sending the query to a web-based search engine to search 
for a web page that satisfies the query; 

Sending an address of the web page to a device associated 
with the second party in the conversation; 

logging a time and date of the query, search results 
obtained by the web-based search engine, and a selec 
tion of the search results made by the second party, to 
yield a log; and 

presenting the log for analysis. 
2. The method of claim 1, wherein the log is presented to 

the second party. 
3. The method of claim 2, wherein the second party is a 

customer service representative. 
4. The method of claim 1, wherein the conversation is 

ongoing during the automatic speech recognition, the deter 
mining of the meaning, the forming of the query, and the 
sending of the query. 

5. The method of claim 1, wherein determining of the 
meaning of the utterance further comprises performing a 
spoken language understanding analysis of the utterance. 

6. The method of claim 1, wherein the web-based search 
engine comprises a knowledge base of web pages. 

7. A system comprising: 
a processor; and 
a computer-readable storage medium having instructions 

stored which, when executed by the processor, result in 
the processor performing operations comprising: 
performing, via a processor, automatic speech recog 

nition on a first utterance comprising a first group of 
words from a first party in a conversation, to yield 
recognized speech; 

determining a meaning of the first group of words via 
a spoken language understanding unit, wherein 
determining the meaning is based on the recognized 
speech; 

performing automatic speech recognition on a second 
utterance comprising a second group of words from 
a second party to yield second recognized speech: 

forming a query based on the meaning of the first group 
of words and a meaning of the second group of 
words as determined by the spoken language under 
standing unit and based on the second recognized 
speech; 

sending the query to a web-based search engine to 
search for a web page that satisfies the query; 

sending an address of the web page to a device asso 
ciated with the second party in the conversation; 

logging a time and date of the query, search results 
obtained by the web-based search engine, and a 
selection of the search results made by the second 
party, to yield a log; and 

presenting the log for analysis. 
8. The system of claim 7, wherein the log is presented to 

the second party. 
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9. The system of claim 8, wherein the second party is a 

customer service representative. 
10. The system of claim 7, wherein the conversation is 

ongoing during the automatic speech recognition, the deter 
mining of the meaning, the forming of the query, and the 
sending of the query. 

11. The system of claim 7, wherein determining of the 
meaning of the utterance further comprises performing a 
spoken language understanding analysis of the utterance. 

12. The system of claim 7, wherein the web-based search 
engine comprises a knowledge base of web pages. 

13. A computer-readable storage device having instruc 
tions stored which, when executed by a computing device, 
result in the computing device performing operations com 
prising: 

performing, via a processor, automatic speech recognition 
on a first utterance comprising a first group of words 
from a first party in a conversation, to yield recognized 
speech; 

determining a meaning of the first group of words via a 
spoken language understanding unit, wherein deter 
mining the meaning is based on the recognized speech; 

performing automatic speech recognition on a second 
utterance comprising a second group of words from a 
Second party to yield second recognized speech; 

forming a query based on the meaning of the first group 
of words and a meaning of the second group of words 
as determined by the spoken language understanding 
unit and based on the second recognized speech: 

sending the query to a web-based search engine to search 
for a web page that satisfies the query; 

sending an address of the web page to a device associated 
with the second party in the conversation; 

logging a time and date of the query, search results 
obtained by the web-based search engine, and a selec 
tion of the search results made by the second party, to 
yield a log; and 

presenting the log for analysis. 
14. The computer-readable storage device of claim 13, 

wherein the log is presented to the second party. 
15. The computer-readable storage device of claim 14, 

wherein the second party is a customer service representa 
t1Ve. 

16. The computer-readable storage device of claim 13, 
wherein the conversation is ongoing during the automatic 
speech recognition, the determining of the meaning, the 
forming of the query, and the sending of the query. 

17. The computer-readable storage device of claim 13, 
wherein determining of the meaning of the utterance further 
comprises performing a spoken language understanding 
analysis of the utterance. 

18. The computer-readable storage device of claim 13, 
wherein the web-based search engine comprises a knowl 
edge base of web pages. 
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