
(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property
Organization I

International Bureau
(10) International Publication Number

(43) International Publication Date WO 2013/102229 A2
4 July 2013 (04.07.2013) P O P C T

(51) International Patent Classification: AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
H04L 12/58 (2006.01) BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,

DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
(21) International Application Number: HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,

PCT/US20 12/072344 KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,

(22) International Filing Date: ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,

3 1 December 2012 (3 1.12.2012) NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU,
RW, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,

(25) Filing Language: English TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,

(26) Publication Language: English ZM, ZW.

(30) Priority Data: (84) Designated States (unless otherwise indicated, for every

13/342,092 1 January 2012 (01.01 .2012) US kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,

(71) Applicant: QUALCOMM INCORPORATED [US/US]; UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
Attn: International IP Administration, 5775 Morehouse TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
Drive, San Diego, California 92121 (US). EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,

MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
(72) Inventor: ROGERS, Sean S.; 5775 Morehouse Drive, San

TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, GW,
Diego, California 92121 (US).

ML, MR, NE, SN, TD, TG).
(74) Agent: HAGLER, James T.; 5775 Morehouse Drive, San

Declarations under Rule 4.17 :
Diego, California 92121 (US).

— as to applicant's entitlement to apply for and be granted a
(81) Designated States (unless otherwise indicated, for every patent (Rule 4.1 7(H))

kind of national protection available): AE, AG, AL, AM,

[Continued on nextpage]

(54) Title: DATA DELIVERY OPTIMIZATION

(57) Abstract: The various embodiments provide sy s
tems, devices, and methods which optimize the way in
which data is delivered between devices a group of in
terconnected devices. In one embodiment a data set in
tended for multiple devices may be segmented and dif
ferent portions of the data set may be provided to each
device. The intended devices may then share their data
set portions to recreate the complete data set on each
device. In another embodiment, multiple devices each
storing a complete data set may need to upload the com
plete data set to a single device. The multiple devices
may assign upload responsibility for segments of the
complete data set among each other, and the multiple
devices may each upload their assigned segments to the
single device. The single device may then combine the
segments to recreate the complete data set.

<

o FIG. 3 1

o
o



w o 2013/102229 A2 1 inn mil i mil inn i 1 ill i i il il il ιmini i n i

as to the applicant's entitlement to claim the priority of e

the earlier application (Rule 4.1 7(Hi)) — without international search report and to be republished
upon receipt of that report (Rule 48.2(g))



DATA DELIVERY OPTIMIZATION

FIELD

[0001] The present invention relates generally to data transfer between computer

devices and more particularly to methods and systems for optimizing the delivery of

data to mobile devices.

BACKGROUND

[0002] Today's busy information worker may have multiple mobile devices all

capable of working with data. As an example a traveler may have two mobile

devices, such as a smart phone and a laptop computer. The smart phone and laptop

computer may both be capable of manipulating and presenting the traveler with the

same data, such as e-mail. While the smart phone and laptop computer may be

capable of performing the same tasks, under various circumstances the user may

prefer to work with one device over the other. For example, travelers may find

occasionally checking e-mail on a smart phone useful, but may feel more productive

doing involved work or reading on a laptop computer due to the laptop computer' s

generally larger screen and larger keyboard.

[0003] A common problem faced by many travelers involves synchronizing multiple

mobile device data sets with a central database server when working in locations

where all of the traveler's mobile devices may not have connectivity. As an example,

a traveler may sync their laptop computer and smart phone with an e-mail exchange

server prior to boarding an airplane, such that the laptop computer and smart phone

are both up to date with respect to sent and received e-mail. The traveler may work on

the airplane writing and answering e-mails on the laptop computer. Should the

traveler write several e-mails on their laptop computer, which may be isolated from a

network connection while in flight, those drafted e-mails may be held in a queue for

transmission to the e-mail exchange server when a network connection becomes

available. The traveler's laptop computer and smart phone would then be out of sync

in terms of e-mail because the laptop computer would contain drafted e-mails which

the smart phone does not. Upon landing, the traveler's smart phone may connect to a



cellular data network and download the latest e-mail from the e-mail exchange server.

The traveler may use their smart phone to write and answer e-mails in the airport, and

the cellular data network connection may enable the smart phone and server to remain

updated in terms of e-mail. However, the laptop computer will remain out of sync

both in terms of both incoming and the outgoing e-mail until it establishes a network

connection. The traveler may now be faced with a data synchronization problem

because the laptop computer, smart phone, and e-mail exchange server may all contain

different e-mail data sets. This data synchronization problem may cause the traveler

frustration and hinder traveler productivity.

SUMMARY

[0004] The systems, methods, and devices of the various embodiments optimize the

way in which data is delivered between mobile computing devices. The various

embodiments leverage the interconnected nature of modern computing devices to

optimize the delivery of a data set between a group of interconnected devices. In one

embodiment a data set intended for a user having multiple computing devices may be

segmented by an e-mail server and different portions of the data set may be

transmitted to each of the user's computing devices. The two or more mobile

computing devices may then share their data set portions with each other to recreate

the complete data set on each computing device. In another embodiment, multiple

computing devices each storing a complete data set may upload the complete data set

to a single computing device (e.g., an e-mail server) by assigning upload

responsibility for different segments of the complete data set to each device. Each of

the multiple computing devices may upload their assigned segments to the single

computing device. The single computing device may then combine the segments to

recreate the complete data set.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The accompanying drawings, which are incorporated herein and constitute part

of this specification, illustrate exemplary embodiments of the invention, and together



with the general description given above and the detailed description given below,

serve to explain the features of the invention.

[0006] FIG. 1 is a communication system block diagram of a network suitable for use

with various embodiments.

[0007] FIG. 2 is a process flow diagram illustrating a first embodiment method for

optimizing data delivery.

[0008] FIG. 3 is a schematic diagram of example data set characteristics.

[0009] FIG. 4 is a data structure diagram of example user preference settings.

[0010] FIG. 5 is a data structure diagram of example data segment map elements.

[0011] FIG. 6 is another process flow diagram illustrating a second embodiment

method for optimizing data delivery.

[0012] FIG. 7 is a data structure diagram of example packet header information.

[0013] FIG. 8 is another process flow diagram illustrating a third embodiment method

for optimizing data delivery.

[0014] FIG. 9 is another process flow diagram illustrating a fourth embodiment

method for optimizing data delivery.

[0015] FIG. 10 is another process flow diagram illustrating a fifth embodiment method

for optimizing data delivery.

[0016] FIG. 11 is another process flow diagram illustrating a sixth embodiment

method for optimizing data delivery.

[0017] FIG. 12 is another process flow diagram illustrating a seventh embodiment

method for optimizing data delivery.



[0018] FIGs. 13A and 13B are process flow diagrams illustrating an embodiment

method for managing interactions between computing devices to optimize data

delivery.

[0019] FIG. 14 is another process flow diagram illustrating an eighth embodiment

method for optimizing data delivery.

[0020] FIG. 15 is a process flow diagram illustrating an embodiment method for

synchronizing the transmission of data segments.

[0021] FIG. 16 is a process flow diagram illustrating an embodiment method for

synchronizing the receipt of data segments.

[0022] FIG. 17 is a process flow diagram illustrating a first embodiment method for

synchronizing a data set.

[0023] FIG. 18 is another process flow diagram illustrating a second embodiment

method for synchronizing a data set.

[0024] FIG. 19 is a process flow diagram illustrating an embodiment method for

assigning and transmitting data pending synchronization among computing devices.

[0025] FIG. 20 is a process flow diagram illustrating a first embodiment method for

assigning upload responsibility.

[0026] FIG. 2 1 is another process flow diagram illustrating a second embodiment

method for assigning upload responsibility.

[0027] FIG. 22 is another process flow diagram illustrating a third embodiment

method for assigning upload responsibility.

[0028] FIG. 23 is another process flow diagram illustrating a fourth embodiment

method for assigning upload responsibility.

[0029] FIG. 24 is another process flow diagram illustrating a fifth embodiment method

for assigning upload responsibility.



[0030] FIG. 25 is a process flow diagram illustrating an embodiment method for

directing the transmission of data pending synchronization among computing devices.

[0031] FIG. 26 is another process flow diagram illustrating another embodiment

method for assigning and transmitting data pending synchronization among

computing devices.

[0032] FIG. 27 is a process flow diagram illustrating an embodiment method for

optimizing e-mail delivery.

[0033] FIGs. 28A and 28B are additional process flow diagrams illustrating another

embodiment method for managing interactions between computing devices to

optimize data delivery.

[0034] FIG. 29 is a component diagram of an example mobile computing device

suitable for use with the various embodiments.

[0035] FIG. 30 is a component diagram of an example server suitable for use with the

various embodiments.

[0036] FIG. 3 1 is a component diagram of another example mobile computing device

suitable for use with the various embodiments.

DETAILED DESCRIPTION

[0037] The various embodiments will be described in detail with reference to the

accompanying drawings. Wherever possible, the same reference numbers will be

used throughout the drawings to refer to the same or like parts. References made to

particular examples and implementations are for illustrative purposes, and are not

intended to limit the scope of the invention or the claims.

[0038] The word "exemplary" is used herein to mean "serving as an example,

instance, or illustration." Any implementation described herein as "exemplary" is not

necessarily to be construed as preferred or advantageous over other implementations.



[0039] As used herein, the terms "mobile device" and "mobile computing device"

refer to any one or all of cellular telephones, tablet computers, personal data assistants

(PDAs), palm-top computers, notebook computers, laptop computers, personal

computers, wireless electronic mail receivers and cellular telephone receivers (e.g., the

Blackberry ® and Treo ® devices), multimedia Internet enabled cellular telephones

(e.g., Blackberry Storm ®), multimedia enabled smart phones (e.g., Android ® and

Apple iPhone ®), and similar electronic devices that include a programmable

processor, memory, a communication transceiver, and a display.

[0040] The various embodiments are described herein using the example of a traveler

working with two mobile computing devices which synchronize data with a central

database server (i.e., an e-mail server). This example is useful for describing the

various components and functionality of the embodiment computing devices, systems

and methods. However, the embodiments and the scope of the claims are not limited

to such a configuration and application unless specifically recited. Describing the

embodiments in terms of other potential applications would be unnecessary and

repetitive. Thus, the term traveler is used herein to refer generally to any computing

device user to which the embodiments could be applied, and is not intended to limit

the scope of the claims unless specifically recited.

[0041] Similarly, the term e-mail is used herein to refer generally to any and all data to

which the embodiments could be applied, including a variety of word, spread sheet,

and multimedia files, and is not intended to limit the scope of the claims unless

specifically recited.

[0042] The various embodiments are described herein using the term server. The term

server is used to refer to any computing device capable of functioning as a server,

such as a master exchange server, mail server, document server, or any other type of

server. A server may be a dedicated computing device or a computing device running

an application which may cause the computing device to operate as a server. A server

application may be a full function server application, or a light or secondary server

application that is configured to provide synchronization services among the dynamic



databases on mobile computing devices. A light server or secondary server may be a

slimmed-down version of server type functionality that can be implemented on a

mobile computing device thereby enabling it to function as an Internet server (e.g., an

enterprise e-mail server) only to the extent necessary to provide the functionality

described herein.

[0043] In overview, the methods, systems, and devices of the various embodiments

optimize the way in which data is delivered between computing devices. The various

embodiments leverage the interconnected nature of modern computing devices to

optimize the delivery of a data set between a group of interconnected computing

devices. In one embodiment a data set intended for multiple mobile computing

devices may be segmented and different portions of the data set may be provided to

each mobile computing device. The intended mobile computing devices may then

share their data set portions to recreate the complete data set on each mobile

computing device. In another embodiment, multiple mobile computing devices each

storing a complete data set may need to upload the complete data set to a single

computing device. The multiple mobile computing devices may assign upload

responsibility for segments of the complete data set among each other, and the

multiple mobile computing devices may each upload their assigned segments to the

single computing device. The single computing device may then combine the

segments to recreate the complete data set.

[0044] In another embodiment a user's two or more mobile computing devices may be

configured to recognize when one of the mobile computing devices is out of

synchronization with the other in terms of a particular data set. If such a situation is

detected, the mobile computing devices may accomplish an update or synchronization

so that both mobile computing devices reflect a common data set. In another

embodiment a mobile computing device may validate itself to other mobile computing

devices so that synchronization is only accomplished between two mobile computing

devices authorized by the user. In another embodiment, mobile computing devices

may be configured to receive temporary data generated in one mobile computing

device that is pending synchronization with another computing device, such as a



server. In another embodiment, the mobile computing devices may be configured to

translate data between applications to match the application format implemented on

each mobile computing device. In a further embodiment, alternating or load-

balancing of data delivery may be accomplished to optimize the overall speed or cost

of data delivery. In a further embodiment conditional data delivery capabilities

implemented on one or more of the mobile computing devices may de-conflict data

delivery occurring simultaneously from multiple parties or multiple party e-mail

threads.

[0045] FIG. 1 illustrates a network system 100 suitable for use with the various

embodiments. The network system 100 may include three devices, a server 102, and

two mobile computing devices, a smart phone 104 and a laptop computer 106. While

the various embodiments are particularly useful in relation to a server 102, smart

phone 104, and laptop computer 106, the embodiments are not limited to these devices

and may be implemented in any device with no changes to the methods. Additionally,

while the various embodiments are discussed in relation to interactions between three

devices, the embodiments are not limited to three devices, and the methods may be

implemented in network systems comprised of an unlimited number of devices.

[0046] The server 102 may be a master exchange server, mail server, document server,

or any other type of central database server. The server 102 and the smart phone 104

may exchange data with each other via a communication pathway 108. The laptop

computer 106 and the server 102 may exchange data with each other via

communication pathway 110. The laptop computer 106 and the smart phone 104 may

communicate with each other via the communication pathway 112. The

communication pathways 108, 110, and 112 may be used to transmit data between the

devices. The communication pathways 108, 110, and 112 may be any connection type

known in the art.

[0047] As an example, the communication pathways 108 and 110 used to connect to

the server 102 may be wireless connections, such as a wireless Wi-Fi connection

between the smart phone 104 and/or the laptop computer 106 and a Wi-Fi access point



118. The Wi-Fi access point 118 may connect to the Internet 114. The server 102

may be connected to the Internet 114, and in this manner data may be transmitted

from/to the smart phone 104 and/or the laptop computer 106 via the Wi-Fi access

point 118, and over the Internet 114 to/from the server 102 by methods well known in

the art. As additional examples, communication pathways 108 and 110 may be

established using a cellular network. The smart phone 104 and/or the laptop computer

106 may transmit data wirelessly to a cellular network cell tower or base station 116

which may connect to the Internet 114. The server 102 may be connected to the

Internet 114, and in this manner data may be transmitted from/to the smart phone 104

and/or the laptop computer 106 via the wireless cellular tower or base station 116, and

over the Internet 114 to/from the server 102 by methods well known in the art. As a

further example, the communication pathway 110 between the laptop computer 106

and the server 102 may be a wired local area network connection, such as an Ethernet

connection 126.

[0048] As an example, the communication pathway 112 between the smart phone 104

and the laptop 106 may be a wireless data link, such as a BlueTooth connection 120.

As an additional example, the communication pathway 112 between the smart phone

104 and the laptop computer 106 may be a wireless Wi-Fi data link via a Wi-Fi access

point 122. In this manner data may be transmitted from/to the smart phone 104 and/or

the laptop computer 106 via the Wi-Fi access point 122 by methods well known in the

art. As an additional example, the communication pathway 112 may also be a wired

connection between the laptop computer 106 and smart phone 104, such as a USB

cable 124 connected between the devices.

[0049] The communication pathways 108, 110, and 112 may be any wired

connections, such as a USB connection, a FireWire connection or local area network

connection (e.g., Ethernet), as well as any wireless communication links, such as

Bluetooth, Wi-Fi, ZigBee, cellular, CDMA, TDMA, GSM, PCS, G-3, G-4, LTE, or

any other type wired or wireless connection. While the various aspects are

particularly useful with the various embodiments, the communication pathways 108,

110, and 112 are not limited to these communication technologies and communication



pathways 108, 110, and 112 may be established using any communication technology

known in the art without changing the implementation of the embodiment methods.

[0050] FIG. 2 illustrates an embodiment method 200 for optimizing data delivery

among three or more computing devices. As an example, the method 200 may be

implemented between a server 102 and two or more mobile computing devices, such

as a smart phone 104 and laptop computer 106. While discussed in relation to a server

102, smart phone 104, and laptop computer 106, the method 200 may be implemented

in any device with the ability to act as a data server for other devices. At block 202

the server 102 may identify a data set to be communicated to the mobile computing

devices. A data set may include any group of data, such as content objects, e-mails,

lines of e-mails, text, blocks of text, web pages, parts of web pages, zip files, spread

sheets, documents, portions of documents, files, and/or parts of files. At block 204 the

server 102 may determine characteristics of the data set. Data set characteristics may

include various characteristics discussed further below. At block 206 the server 102

may separate the data set into segments. A segment may include any grouping of the

data within the data set, so the separation of the data set at block 206 may be

performed based on the data set characteristics determined in block 204, or the data

set may be separated according to pre-determined parameters, such as a set segment

size. At block 208 the server 102 may assign an identification ("ID") to each

segment. This segment ID may be a unique number, name, or identification element

generated by the server 102. Additionally a segment ID may contain or provide

information about the segment, such as information regarding the segment contents,

the time of creation of the segment, the server 102, or the segment size. At block 210

the server 102 may write the segment ID into each segment. The segment ID may be

written into data representing the entire segment, or may be written into each data

element comprising the individual segment.

[0051] At block 212 the server 102 may determine the total number of segments

created from the data set. In block 214 the server 102 may determine the available

mobile computing devices. Available mobile computing devices may be a smart

phone 104 and a laptop computer 106, for example, which may be connected to the



server 102. Alternatively, available mobile computing devices may be mobile

computing devices that are registered with the server 102, but that may not currently

be connected to the server 102. At determination block 216, the server may determine

whether the mobile computing devices are synchronization enabled. A

synchronization enabled mobile computing device may be a mobile computing device

that is capable of synchronizing/exchanging information with another mobile

computing device. For example, a synchronization enabled smart phone 104 may be

able to synchronize its data set with a data set of a synchronization enabled laptop

computer 106. If the available mobile computing devices are not synchronization

enabled (i.e., determination block 216 = "No"), in block 218 the server 102 may

update the mobile computing devices independently with the entire data set.

[0052] If the available mobile computing devices are synchronization enabled (i.e.,

determination block 216 = "Yes"), at block 220 the server 102 may determine the

geographic location of the mobile computing devices. The server 102 may determine

the geographic location of the mobile computing devices by global positioning system

(GPS) information provided to the server 102 by the mobile computing devices, by

reference to information about the connections through which the mobile computing

devices may be communicating to the server 102 (i.e., which cell network nodes the

mobile computing devices may be using), through a mobile computing device user

input identifying the location of each mobile computing device, or other methods. At

determination block 222 the server may determine if the mobile computing devices

are collocated. As examples, collocation may be determined by comparing mobile

computing device GPS information, cellular network information, or user inputs. As

an example, the server 102 may determine two mobile computing devices are more

than a distance threshold setting apart based on GPS information. The distance

threshold setting may be a maximum distance between devices defining collocation.

If the mobile computing devices are not collocated (i.e., determination block 222 =

"No"), at block 218 the server 102 may update the mobile computing devices

independently with the entire data set.



[0053] If the mobile computing devices are collocated (i.e., determination block 222 =

"Yes"), at block 224 the server 102 may determine the mobile computing device

connection bandwidths. Alternatively, the server 102 may determine an estimated

mobile computing device connection bandwidth for each mobile computing device

based on the type of connection the mobile computing device may be using to

communicate with the server 102. At block 226 the server 102 may determine user

preference settings. User preference settings may be related to connections or devices

to use for updates. User preference settings are discussed below.

[0054] At block 228 the server 102, may assign data segments to each mobile

computing device. The assignments of data segments to each mobile computing

device may be made based on various considerations discussed below. At block 230,

the server may generate a data segment map identifying each data segment and the

mobile computing device to which each segment may be assigned or other elements as

discussed below. At block 232 the server 102 may write data segment assignment

information into each data segment. The data segment assignment information may

be written into data representing the entire segment, or may be written into each data

element comprising the individual segment. At block 234 the server 102 may transmit

the data segments to their assigned mobile computing devices. In this manner each

mobile computing device may receive different data segments. As an example, a

laptop computer 106 may receive a first portion of the data segments and a smart

phone 104 may receive a second portion of the data segments, such that the

combination of the first and second portions will yield the entire data set. At block

236 the server 102 may transmit the data segment map to each mobile computing

device. In this manner each mobile computing device may receive a copy of the entire

data segment map. The data segment map may allow the individual mobile

computing devices to determine the contents or the original data set even though each

mobile computing device may not receive all the segments of the original data set

from the server.

[0055] At block 238 the server 102 may store copies of the transmitted data segments

and at block 240 the server 102 may store a copy of the data segment map. In this



manner, the server 102 may be able to support future single device sessions, or

retransmission of assigned data segments should a device connection fail.

[0056] FIG. 3 is a schematic diagram illustrating potential data set characteristics 302.

Data set characteristics 302 may include the calculated total size 304 of the data set.

The total size 304 may be calculated in bytes or any other unit representative of the

total size 304 of the data set. Data set characteristics 306 may also include the number

of objects 206, type of objects 308, object priority 310, and individual object size 312.

[0057] FIG. 4 is a data structure diagram illustrating potential elements of user

preference settings 402 which may be stored in a memory of a server 102. User

preference settings 402 may include a listing of devices to update 404, an order of

device updates 406, a connection preference 408, a speed preference 410, a data limit

for a device 412, or a data preference 414. As an example, a listing of devices to

update 404 may identify a selected number of a user's mobile computing devices,

enabling a user to control which devices are updated. As an example, an order of

device updates 406 may direct a server 102 to update the selected devices in a

particular order or priority sequence. As an example, a connection preference 408

may direct a server 102 to use a Wi-Fi connection rather than a CDMA connection.

Alternatively, a connection preference 408 may direct a server 102 to use the least

expensive connection among a group of available connections. As an example, a

speed preference 410 may direct a server 102 to use the fastest connections available.

As an example, a data limit for a device 412 may set a maximum amount of data to

transmit from the server 102 to a device. As an example, a data preference 414 may

direct a server 102 to assign a specific data type, such as e-mail, to a specific mobile

device, such as a smart phone 104.

[0058] FIG. 5 is a data structure diagram illustrating potential data segment map

elements 502. Data segment map elements 502 may include the total number of

segments 504, the segment IDs 506, data set characteristics 508, segment device

assignments 510, segment size 512, a segment creation time stamp 514, and a server

validation key 516. The data segment map elements 502 may be used individually or



in combination by the server 102 or mobile devices to aid in recreating the data set,

identifying the data set, or communicating between any of the server 102 and mobile

devices. Specifically, a segment creation time stamp 514 may allow mobile devices to

ensure they have the most up to date segments. A server validation key 516 may act

as a trust/verification tool for mobile devices when communicating together and act as

a security feature. The server validation key 516 may be provided by the server 102

as a way to validate the segments and/or mobile computing device to other mobile

computing devices. The server validation key 516 may be an encrypted key provided

from the server 102. A mobile computing device receiving a server validation key

516 from a second mobile computing device may be able to use the serve validation

key 516 to confirm that the information on the second mobile computing device

actually originated at the server 102.

[0059] FIG. 6 illustrates an embodiment method 600 for optimizing data delivery

similar to method 200 described above with reference to FIG. 2, except that at block

602 the server 102 may create a packet for each segment. At block 604 the server 102

may write header information into each packet. Header information may include

various types of information as will be discussed further below. At block 214 the

server 102 may determine available mobile computing devices. At block 606 the

server 102 may assign packets to each mobile computing device in a manner similar to

how data segments were assigned in block 228 discussed above. At block 230 the

server 102 may generate a data segment map. At block 608 the server 102 may

transmit the packets to their assigned mobile computing devices. At block 236 the

server 102 may transmit the data segment map to the mobile computing devices.

[0060] FIG. 7 is a data structure diagram illustrating potential packet header

information 702. Packet header information 702 may include the segment ID 704, a

master data set ID 706, a server ID 708, a segment creation time stamp 710,

reassembly instructions 712, and a packet creation time stamp 714. A master data set

ID 706 may be a unique identification created by the server 102 to identify the overall

data set from which the segments were created. The server ID 708 may be a unique

identification associated with the server 102 that created the packet. The reassembly



instructions 712 may be instructions controlling the order in which packets are

intended to be unpacked or the placement in the overall data set of the segment

contained in the packet. The packet creation time stamp 714 may be an indication of

the time at which the packet was created.

[0061] FIG. 8 illustrates an embodiment method 800 for optimizing data delivery

which may be used in conjunction with method 200 described above with reference to

FIG. 2 . A discussed above in block 224, the server 102 may determine the mobile

computing device connection bandwidths for each mobile computing device. At

block 802, the server 102 may determine the total available bandwidth for all the

mobile computing devices. As an example, the server 102 may sum the individual

mobile computing device connection bandwidths to determine the total available

bandwidth for all the mobile computing devices. At block 804 the server 102 may

assign data segments to each mobile computing device in proportion to each mobile

computing device's connection bandwidth as a percentage of the total available

bandwidth. As an example a mobile computing device with a connection to the server

representing 70% of the total available bandwidth between the two mobile computing

devices may be assigned 70% of the data segments, while a mobile computing device

with a connection to the server representing 30% of the total available bandwidth may

be assigned 30% of the data segments. The server 102 may then transmit the data

segments to the respective mobile computing devices as per methods 200 or 600

described above.

[0062] FIG. 9 illustrates an embodiment method 900 for optimizing data delivery

which may be used in conjunction with method 200 described above with reference to

FIG. 2 . As discussed above in block 224 the server 102 may determine the mobile

computing device connection bandwidths. At block 902 the server 102 may

determine data segment assignments that will result in the shortest estimated

download time. At block 904 the server 102 may assign the data segments to each

mobile computing device based on the determined shortest download time. The

server 102 may then transmit the data segments to the respective mobile computing

devices as per methods 200 or 600 described above.



[0063] FIG. 10 illustrates an embodiment method 1000 for optimizing data delivery

which may be used in conjunction with method 200 described above with reference to

FIG. 2 . At block 1002 the server 102 may determine the mobile computing device

connection types. As an example, a connection between the server 102 and a smart

phone 104 may be a 3G connection, and a connection between the server 102 and a

laptop computer 106 may be a Wi-Fi connection. At block 1004 the server 102 may

determine a cost associated with each mobile computing device connection. As an

example, the server 102 may be provided information that a 3G connection results in a

fee being charged to a user for data transmitted over the connection and that no fee is

charged for data transmitted over a Wi-Fi connection. At block 1006 the server 102

may determine data segment assignments that will result in the lowest total download

cost. At block 1008 the server 102 may assign data segments to each mobile

computing device based on the determined lowest total download cost. In this

manner, a server 102 implementing method 1000 may operate in a cost saving mode.

The server 102 may then transmit the data segments to the respective mobile

computing devices as per methods 200 or 600 described above.

[0064] FIG. 11 illustrates an embodiment method 1100 for optimizing data delivery

similar to methods 200 and 800 above described with reference to FIGs. 2 and 8,

except that data segmentation may address changes in mobile computing device

connection bandwidth. As discussed above, at block 234 the server 102 may transmit

the data segments to the assigned mobile computing devices. At determination block

1102 the server 102 may determine if a bandwidth change in any mobile computing

device connection has occurred. If a bandwidth change has occurred (i.e.,

determination block 1102 = "Yes"), at block 224 the server 102 may again determine

the mobile computing device connection bandwidths. At block 802 the server 102

may again determine the total available bandwidth. At block 804 the server 102 may

again assign data segments to each mobile computing device in proportion to each

mobile computing device's connection bandwidth as a percentage of total available

bandwidth, and at block 234 the server 102 may transmit the data segments to their

now potentially newly assigned mobile computing devices. In this manner, the server



102 may continually adjust the assignment of data segments as bandwidth changes

during data segment transmission.

[0065] If the bandwidth does not change in any mobile computing device (i.e.,

determination block 1102 = "No"), at block 1104 the server 102 may generate a data

segment map. In this manner, the data segment map may not be generated until the

data segment assignments are finalized. At block 236, the server 102 may transmit the

data segment map to the mobile devices.

[0066] FIG. 12 illustrates an embodiment method 1200 for optimizing data delivery

similar to method 1100 described above with reference to FIG. 11, except that data

segmentation may compensate for the loss of a mobile computing device connection.

As discussed above, at block 234 the server 102 may transmit data segments to the

assigned mobile computing devices. At determination block 1202 the server may

determine if a mobile computing device connection is lost. If a mobile computing

device connection is lost (i.e., determination block 1202 = "Yes"), at block 1204 the

server 102 may transmit a full download query to the remaining mobile computing

devices. As an example, a full download query may be an indication to an application

running on a mobile computing device to prompt the user to approve or disapprove the

full download of the entire data set. If a mobile computing device connection is not

lost (i.e., determination block 1202 = "No"), at block 1104 the server 102 may

generate a data segment map and at block 235 the server 102 may transmit the data

segment map to the mobile computing devices. The server 102 may then transmit the

data segments to the respective mobile computing devices as per methods 200 or 600

described above.

[0067] At determination block 1206 the server 102 may determine whether a full

download indication is received. As an example, a full download indication may be a

message received from an application running on a mobile computing device

indicating that the user requests a full download of the entire data set. If a full

download indication is received (i.e., determination block 1206 = "Yes"), at block

1208 the server may transmit the entire data set to the remaining connected mobile



computing devices. If a full download indication is not received (i.e., determination

block 1206 = "No"), at block 1104 the server 102 may generate a data segment map

and at block 235 the server 102 may transmit the data segment map to the mobile

computing devices. The server 102 may then transmit the data segments to the

respective mobile computing devices as per methods 200 or 600 described above.

[0068] FIGs. 13A and 13B illustrate another embodiment method 1300 for managing

interactions between a server 102, a smart phone 104, and a laptop computer 106 to

optimize data delivery. At blocks 202, 206, 208, and 210 the server 102 may perform

operations of method 200 described above with reference to FIG. 2 . At block 1302

and block 1304 the server 102 and the smart phone 104 may establish a data

communication connection. The connection may be any connection suitable for

transmitting data, such as those connections discussed previously in relation to FIG. 1.

At block 1306 and block 1308 the server 102 and laptop computer 106 may establish a

data communication connection. The connection may be any connection suitable for

transmitting data, such as those connections discussed previously in relation to FIG. 1.

At blocks 214, 228, 230, and 232 the server 102 may perform operations of method

200 described above with reference to FIG. 2 .

[0069] At block 1310 the server 102 may transmit the assigned data segments to the

smart phone 104. At block 1312 the smart phone 104 may receive its assigned data

segments. At block 1314 the server 102 may transmit assigned data segments

assigned to the laptop computer 106. At block 1316 the laptop computer 106 may

receive its assigned data segments. At block 1318 the server 102 may transmit the

data segment map to the smart phone 104. At block 1320 the smart phone 104 may

receive the data segment map. At block 1322 the server 102 may transmit the data

segment map to the laptop computer 106. At block 1324 the laptop computer 106

may receive the data segment map.

[0070] At block 1326 and block 1328 the smart phone 104 and the laptop computer

106 may establish a data communication connection with each other. The connection

may be any connection suitable for transmitting data, such as those connections



discussed previously in relation to FIG. 1. At block 1330 the smart phone 104 may

determine what data segments to transmit to the laptop computer 106. The

determination may be based at least in part on information in the data segment map

received by the smart phone 104. At block 1332 the laptop computer 106 may select

data segments to transmit to the smart phone 104. The selection may be based at least

in part on the information in the data segment map received by the laptop computer

106. At block 1334 the smart phone 104 may transmit selected data segments to the

laptop computer 106 and at block 1336 the laptop computer 106 may receive the data

segments. At block 1338 the laptop computer 106 may transmit selected data

segments to the smart phone 104, and at block 1340 the smart phone 104 may receive

the data segments. In this manner, the full data set resident on the server 102, may be

assembled in both the smart phone 104 and the laptop computer 106.

[0071] FIG. 14 illustrates an embodiment method 1400 for optimizing data delivery

which may be used in conjunction with method 200 describe above with reference to

FIG. 2 . At block 1402 the server 102 may determine the mobile computing device

types with which the server 102 has established connections. As an example, the

server 102 may determine that the mobile computing devices are two different types

of devices, i.e. a smart phone 104, and a laptop computer 106. At block 1404 the

server 102 may determine the amount of each data segment to send based on the

mobile computing device types. In this manner the server may determine a portion of

the data to be sent to each mobile computing device based on the type of device. As

an example, a smart phone 104 may only be able to receive and display the first three

lines of an e-mail message. When the server 102 determines that the smart phone 104

is connected, the server 102 may determine that only a limited amount of the data

segment (i.e., the first three lines of the e-mail message) should be sent to the smart

phone 104. In block 228 the server 102 may assign data segments to each mobile

device. In block 1406 the server 102 may transmit the appropriate amount of each of

the data segments assigned to the mobile computing devices based on the determined

device capabilities. In this manner only a portion of the data segment (i.e., the

determined amount) may be transmitted to a mobile computing device.



[0072] FIG. 15 illustrates an embodiment method 1500 for synchronizing the

transmission of data segments from a first computing device to a second computing

device. As an example, the method 1500 may be implemented between two mobile

computing devices, such as a smart phone 104 and a laptop computer 106. While

discussed in relation to two mobile computing devices (e.g., the smart phone 104 and

the laptop computer 106) the method 1500 may be implemented among any number

of computing devices, mobile or otherwise. In block 1502 a first mobile computing

device, such as a smart phone 104, may detect an available data communication link

to another mobile computing device, such as a laptop computer 106. The first mobile

computing device may detect the availability of the data link to the second mobile

computing device through a previously established connection such as a Bluetooth

connection. At determination block 1504 the first mobile computing device may

determine if it has a data segment for the second mobile computing device. As an

example, the determination at block 1504 may be made by comparing a device ID for

the laptop computer 106 to a data segment map resident in a memory of the smart

phone 104 which may indicate whether a data segment should be provided to the

laptop computer 106. If the first mobile computing device does not have a data

segment for the second mobile computing device (i.e., determination block 1504 =

"No"), the first mobile computing device may return to block 1502 to await detection

of another mobile computing device.

[0073] If there is a data segment for the second mobile computing device (i.e.,

determination block 1504 = "Yes"), in an optional embodiment at block 1506 the first

mobile computing device may determine the available mobile device data

communication link connections to the second mobile computing device. Mobile

computing devices may have the ability to establish more than one data

communication link, and more than one data communication link may be established

between the first and second mobile computing devices. As an example the smart

phone 104 may determine there is both a Wi-Fi connection and a BlueTooth

connection with the laptop computer 106. At block 1508, in this optional

embodiment, the first mobile computing device may select an available mobile device



data communication link connection established between the first and second mobile

computing device. As an example, at block 1508 the smart phone 104 may select the

BlueTooth connection. Selections of communication data link connections may be

made in any manner, and may be made based on considerations similar to those

discussed above in relation to FIGs. 8, 9, and 10, such as cost or speed.

[0074] At block 1510 the first mobile computing device may transmit a data waiting

message to the second mobile computing device. The data waiting message may alert

the second device that the first device has a data segment intended for a second

device. Additionally, a data waiting message may include a listing of data segments

intended for the second mobile computing device, information about a data segment

such as its size, creation date, or content type, or any other information related to a

data segment intended for the second mobile computing device. At block 1512 the

first mobile computing device may receive a validation request from the second

mobile computing device. The validation request may be a request from the second

mobile computing device in response to the data waiting message. The validation

request may be a request for information which may used by the second mobile device

to validate the authenticity of the first mobile computing device or to validate the

authenticity of the data resident on the first mobile computing device. As an example,

the validation request may request the first mobile computing device provide the

identity of a server from which the data segment originated. The second mobile

computing device may use the identity of the server to validate that the segment

originated on an authorized server, and thus a validation request may prevent the

unauthorized parties from providing or receiving data.

[0075] At block 1514 the first mobile computing device may transmit a data segment

map to the second mobile computing device in response to receiving the validation

request. The data segment map may contain information to be used by the second

mobile computing device to validate the authenticity of the first mobile computing

device or to validate the authenticity of the data resident on the first mobile computing

device. As an example, the data segment map may contain a server ID to identify the

server from which the data segment originated. The second mobile computing device



may user the server ID to validate the first mobile computing device (e.g., by

comparing the server ID to a stored list of authorized server IDs). At determination

block 1516 the first mobile computing device may determine if a data segment

transmit request is received. If a data transmit request is not received (i.e.,

determination block 1516 = "No"), the first mobile computing device may return to

block 1502 to await detection of another mobile computing device. If a data transmit

request is received (i.e., determination block 1516 = "Yes"), at block 1518 the first

mobile computing device may transmit the data segment to the second mobile

computing device.

[0076] FIG. 16 illustrates an embodiment method 1600 for synchronizing the receipt

of data segments from a first computing device at a second computing device. As an

example, the method 1600 may be implemented by a second mobile computing device

operating in conjunction with a first mobile computing device implementing method

1500. As an example, the method 1600 may be implemented between two mobile

computing devices, such as first mobile computing device, a smart phone 104 and a

second mobile computing device, a laptop computer 106. While discussed in relation

to two mobile computing devices (laptop computer 106 and smart phone 104) the

method 1600 may be implemented among any number of computing devices, mobile

or otherwise. At block 1602 a second mobile computing device, such as laptop

computer 106, may receive a data waiting message from a first mobile computing

device, such as smart phone 104. As discussed above, the data waiting message may

be a message alerting the second device that the first device has a data segment

intended for the second mobile computing device. Additionally, a data waiting

message may include a listing of data segments intended for the second mobile

computing device, information about a data segment such as its size, creation date, or

content type, or any other information related to a data segment intended for the

second mobile computing device.

[0077] At block 1604 the second mobile computing device may transmit a validation

request to the first mobile computing device. The validation request may be sent from

the second mobile computing device in response to the second mobile computing



device receiving the data waiting message. As discussed above, the validation request

may be a request for information which may used by the second mobile device to

validate the authenticity of the first mobile computing device or to validate the

authenticity of the data resident on the first mobile computing device. As an example,

the validation request may be a message sent from the laptop computer 106 to the

smart phone 104 requesting the smart phone 104 provide a server ID. At block 1608

the second mobile computing device may receive a data segment map from the first

mobile computing device which may contain a server ID.

[0078] At determination block 1610 the second mobile computing device may

determine if the server ID is valid, such as by comparing the server ID in the data

segment map to a server ID stored in memory. Other methods may be used to validate

the server ID, including the use of encrypted hash techniques well known in the

computer arts. If the server ID is not validated (i.e., determination block 1610 =

"No"), at block 1620 the method may end. In this manner, invalid and/or untrusted

data may not be received by the second mobile computing device. If the server ID is

valid (i.e., determination block 1610 = "Yes"), at block 1612 the second mobile

computing device may compare the data segment map to a current data set resident on

the second mobile computing device to determine is any data segments on the first

mobile computing device contain data not resident on the second mobile computing

device. As an example, the laptop computer 106 may compare the data segment

creation time stamps to determine if the data set on the laptop computer 106 is newer

than the data set defined by the data segment map.

[0079] At determination block 1614 the second mobile computing device may

determine if the data segment is required. This determination may be made using the

results of the comparison of the data segment to the current data set performed in

block 1612 to determine if any data segments on the first mobile computing device

contain data not resident on the second mobile computing device. Required data

segments may include data not resident on the second mobile computing device or

data newer than the data resident on the second mobile computing device. If the data

segment is not required (i.e., determination block 1614 = "No"), at block 1620 the



method 1600 may end. As an example, an outdated data segment may not be

required. If the data segment is required (i.e., determination block 1614 = "Yes"), at

block 1616 the second mobile computing device may transmit a data segment transmit

request to the first mobile computing device requesting the transmission of the data

segment. At block 1618 the second mobile computing device may receive the data

segment from the first mobile computing device. At block 1620 the method 1600 may

end.

[0080] FIG. 17 illustrates an embodiment method 1700 for synchronizing a data set

between a first computing device and a second computing device. As an example, the

method 1700 may be implemented between two mobile computing devices, such as a

smart phone 104 and a laptop computer 106. While discussed in relation to two

mobile computing devices (smart phone 104 and laptop computer 106) the method

1700 may be implemented among any number of computing devices, mobile or

otherwise. At block 1702 the first mobile computing device, such as laptop computer

106, may mark data pending server synchronization as temporary. Data pending

server synchronization may be data which has been altered in some way since the last

data synchronization between the first mobile computing device and a server occurred.

Data pending server synchronization may be marked temporary in any manner,

including by information written into a file header, a tag added to the data or an index

or a pointer file, or by changing a data ID. At block 1704 the first mobile computing

device may transmit a data listing to the second mobile computing device, such as the

smart phone 104. A data listing may be a listing of data resident on the first mobile

computing device, such as an index. The data listing may include an identification of

data marked as temporary in block 1702. As an example the laptop computer 106

may transmit the data listing to a smart phone 104 over a communication data link

connection established between the laptop computer 106 and the smart phone 104.

[0081] At block 1706 the first mobile computing device may receive a data set request

from the second mobile computing device. A data set request may identify all or a

portion of the data on the data listing which may be required by the second mobile

computing device. Additionally, the data set request may include information about



the application format for data required by the second mobile computing device. At

block 1708 the first mobile computing device may identify the data set required by the

second mobile computing device based on the data listing received at block 1706.

Identification of the data set may include identifying an application format required by

the second mobile computing device. At block 1710 first mobile computing device

may translate the data set between application formats. As an example, the data stored

on the laptop 106 may be in an application format only suitable for use on the laptop

106. To make use of the data, the smart phone 104 may require the data be translated

into an application format suitable for use on the smart phone 104. Therefore, the

laptop 106 may translate the data set from an application format for the laptop 106 to

an application format for the smart phone 104. At block 1712, the first mobile

computing device may transmit the now translated data set to the second mobile

computing device. As an example, the laptop computer 106 may transmit the

translated data set to the smart phone 104 over a communication data link connection

established between the laptop computer 106 and the smart phone 104.

[0082] FIG. 18 illustrates an embodiment method 1800 for synchronizing a data set

between a first computing device and a second computing device. As an example, the

method 1800 may be implemented by a second mobile computing device operating in

conjunction with a first mobile computing device implementing method 1700. As an

example, the method 1800 may be implemented between two mobile computing

devices, such as first mobile computing device, a laptop computer 106 and a second

mobile computing device, a smart phone 104. While discussed in relation to two

mobile computing devices (laptop computer 106 and smart phone 104) the method

1800 may be implemented among any number of computing devices, mobile or

otherwise. At block 1802 a second mobile computing device, such as the smart phone

104, may receive a data listing from a first mobile computing device, such as the

laptop 106. As discussed above, a data listing may be a listing of data resident on the

first mobile computing device and may include an identification of data marked as

temporary.



[0083] At block 1804 the second mobile computing device may compare the data

listing to data resident on the second mobile computing device. At determination

block 1806 the second mobile computing device may determine if it requires data on

the data listing. This determination may be made using the results of the comparison

of the data listing to the data resident on the second mobile computing device

performed in block 1804. Required data may include data not resident on the second

mobile computing device, data newer than the data resident on the second mobile

computing device, or data marked as temporary. If data on the data listing is not

required (i.e., determination block 1806 = "No"), at block 1808 the method 1800 may

end.

[0084] If data on the data listing is required (i.e., determination block 1806 = "Yes"),

at block 1810 the second mobile computing device may transmit a data set request to

the first mobile computing device. As discussed above, a data set request may

identify all or a portion of the data on the data listing which may be required by the

second mobile computing device and may include information about the application

format for data required by the second mobile computing device. At block 1812 the

second mobile computing device may receive a data set from the first mobile

computing device. A data set may include the data requested by the second mobile

computing device translated into an application format suitable for use on the second

mobile computing device. At block 1814 the second mobile computing device may

update the data resident on the second mobile computing device with the received data

set. At block 1808 the method 1800 may end.

[0085] FIG. 19 illustrates an embodiment method 1900 for assigning and transmitting

data pending synchronization among computing devices. As an example, the method

1900 may be implemented between a first mobile computing device, such as laptop

computer 106, a second mobile computing device, such as a smart phone 104, and a

server 102. While discussed in relation to a laptop computer 106, smart phone 104,

and server 102, the method 1900 may be implemented among an unlimited number of

devices. At block 1902 a first mobile computing device, such as the laptop computer

106, may establish a communication data link connection with a second mobile



computing device, such as the smart phone 104. The communication data link

connection may be any type of connection, as discussed above with reference to FIG.

1. At block 1904 the first mobile computing device may synchronize a data set

between the first mobile computing device and the second mobile computing device.

Synchronization of the data set may be accomplished by any method, such as by

implementing any of the methods discussed above with reference to FIGs. 15, 16, 17,

and 18. Synchronization of the data set between the first mobile computing device

and the second mobile computing device may result in an identical data set being

resident on both the first mobile computing device and the second mobile computing

device.

[0086] At block 1906 the first mobile computing device may determine whether any

data in the now synchronized data set is pending server synchronization. Data

pending server synchronization may be data which has been altered in some way since

the last data synchronization between the first mobile computing device and the server

102. The first mobile computing device may determine data is pending server

synchronization by reading file header information, recognizing a tag associated with

the data, referencing a data segment map, or by receiving a user input indicating the

data is pending server synchronization.

[0087] At block 1908 the first mobile computing device may separate the data pending

server synchronization into segments. A segment may include any grouping of the

data pending server synchronization, and the separation of the data may be performed

based on data characteristics, or the data pending server synchronization may be

separated according to pre-determined parameters, such as a set segment size. At

block 1910 the first mobile computing device may assign an identification ("ID") to

each pending segment. This pending segment ID may be a unique number, name, or

identification element generated by the first mobile computing device. Additionally, a

pending segment ID may contain or provide information about the segment, such as

information regarding the segment contents, the time of creation of the segment, the

first mobile computing device, the second mobile computing device, and intended

server, or the segment size. At block 1912 the first mobile computing device may



write the pending segment ID into each pending segment. The pending segment ID

may be written into data representing the entire segment, or may be written into each

data element comprising the individual pending segment.

[0088] At block 1914 the first mobile computing device may assign an upload

responsibility for each pending segment. An upload responsibility may be an

assignment for a specific mobile computing device to transmit a specific pending

segment to a server. As an example, the laptop computer 106 may assign half the

pending segments to the smart phone 104 for upload, and may assign the other half the

pending segments to itself for upload. Assignment considerations are discussed

further below. At block 1916 first mobile computing device may synchronize the

pending segments and pending segment IDs with the second mobile computing

device. Synchronization of the pending segments and pending segment IDs may

result in the first and second mobile computing devices having similar data sets with

similar pending segments and similar pending segment IDs. As an example,

synchronization of the pending segments and pending segment IDs may be

accomplished by the first mobile computing device transmitting the pending segments

and pending segment IDs to the second mobile computing device. The first mobile

computing device may transmit all of the pending segments and pending segment IDs

to the second mobile computing device, or alternatively may transmit only the portion

of the pending segments and pending segment IDs assigned to the second mobile

computing device. In an alternative example, the first mobile computing device may

transmit instructions to the second mobile computing device for the second mobile

computing device to use in creating identical pending segments and pending segment

IDs. The instructions may include information such as the data included in each

pending segment, a starting point for the data pending server synchronization and

standard pending segment size, a pending segment ID numbering scheme, or other

information enabling the second mobile computing device to recreate the pending data

segments and pending segment IDs.

[0089] At block 1918 the first mobile computing device may transmit the upload

responsibilities for each pending segment to the second mobile computing device. At



block 1920 the first mobile computing device may terminate its communication data

link connection with the second mobile computing device. At block 1922, the first

mobile computing device may establish a communication data link connection with

the server 102. The connection may be any type of connection, as discussed above

with reference to FIG. 1. At block 1924, the first mobile computing device may

transmit its assigned pending segments to the server 102. At determination block

1926, the first mobile computing device may determine if a full upload request is

received from the server 102. A full upload request may be a message received from

the server 102 indicating that the server 102 requests a full upload of all data pending

synchronization. As an example, a full upload request may be sent by the server 102

in response to an indication that the second mobile computing device, such as the

smart phone 104, has been lost, damaged, or destroyed. If a full upload request is not

received (i.e., determination block 1926 = "No"), at block 1930 the first mobile device

may terminate its communication data link connection with the server 102. If a full

upload request is received (i.e., determination block 1926 = "Yes"), at block 1926 the

first mobile computing device may transmit all the remaining pending segments to the

server 102. As an example, the first mobile device may transmit the pending

segments assigned to the second mobile device. In this manner the server 102 may be

updated with all pending segments by the first mobile computing device and all data

which was pending server synchronization may be provided to the server 102 despite

the loss, damage, or destruction of the second mobile device. At block 1930 the first

mobile device may terminate its communication data link connection with the server

102.

[0090] FIG. 20 illustrates an embodiment method 2000 for assigning upload

responsibility which may be used in conjunction with method 1900 described above.

In block 2002 the first mobile computing device may determine the estimated

bandwidth available in both the first and second mobile computing device's data

communication link connections to a server 102. As an example, the laptop computer

106 may determine the estimated connection bandwidth for its connection to the

server 102 and the estimated connection bandwidth for a connection between the



smart phone 104 and the server 102. The determination of the estimated connection

bandwidths may be made by information received from each mobile computing

device about its communication data link connection with the server 102 or stored

bandwidth estimates for a device and/or connection type. At block 2004, first mobile

computing device may determine the estimated total available bandwidth to a server

102 available using the first and second mobile computing devices by combining the

estimated bandwidths for both mobile computing devices. At block 2006 the first

mobile computing device may assign upload responsibility for each pending segment

to a mobile computing device in proportion to that mobile computing device's

estimated connection bandwidth with the server 102 as a percentage of total estimated

total available bandwidth to the server 102. As an example the first mobile computing

device may have a communication data link connection to the server 102 representing

70% of the total available bandwidth and the first mobile computing device may be

assigned 70% of the data segments for transmission, while the second mobile

computing device may have a communication data link connection to the server 102

representing 30% of the total available bandwidth and the second mobile computing

device may be assigned 30% of the data segments for transmission. The first and

second mobile computing devices may then complete the uploading of data to the

server 102 per method 1900 as described above.

[0091] FIG. 2 1 illustrates an embodiment method 2100 for assigning upload

responsibility which may be used in conjunction with method 1900 described above.

As discussed above, in block 2002 the first mobile computing device may determine

the estimated bandwidth available in both the first and second mobile computing

device's data communication link connections to a server 102. At block 2104 the first

mobile computing device may determine data upload responsibilities that will result in

the shortest estimated upload time. At block 2106 the first mobile computing device

may assign upload responsibility for each segment to a mobile computing device

based on the determined shortest download time. The first and second mobile

computing devices may then complete the uploading of data to the server 102 per

method 1900 as described above.



[0092] FIG. 22 illustrates an embodiment method 2200 for assigning upload

responsibility which may be used in conjunction with method 1900 described above.

At block 2202 the first mobile computing device may determine the mobile computing

device to server 102 communication data link connection types. As an example, a

communication data link connection between the server 102 and a smart phone 104

may be a 3G connection and a communication data link connection between the server

102 and a laptop computer 106 may be a Wi-Fi connection. At block 2204 the first

mobile computing device may determine a data transmission cost associated with each

mobile device to server 102 communication data link connection. As an example, the

laptop computer 106 may be provided information that a 3G connection results in a

fee being charged to a user for data transmitted over the connection and that no fee is

charged for data transmitted over a Wi-Fi connection. At block 2206 the first mobile

computing device may determine data upload responsibilities that will result in the

lowest total upload cost. At block 2208 the first mobile computing device may assign

upload responsibility for each pending segment to a mobile computing device based

on the determined lowest total upload cost. In this manner, a first mobile computing

device implementing method 2200 may operate in a cost saving mode. The first and

second mobile computing devices may then complete the uploading of data to the

server 102 per method 1900 as described above.

[0093] FIG. 23 illustrates an embodiment method 2300 for assigning upload

responsibility which may be used in conjunction with method 1900 described above.

At block 2302 the first mobile computing device may determine the total number of

pending segments to be transmitted to the server 102. At block 2304 the first mobile

computing device may assign upload responsibility for some fraction (e.g., half) the

total number of pending segments to the first mobile computing device, such as the

laptop computer 106, and upload responsibility for the other fraction of the total

number of pending segments to the second mobile computing device, such as the

smart phone 104. The first and second mobile computing devices may then complete

the uploading of data to the server 102 per method 1900 as described above.



[0094] FIG. 24 illustrates an embodiment method 2400 for assigning upload

responsibility which may be used in conjunction with method 1900 described above.

At block 2402 the first mobile computing device may identify pending segments as

even or odd segments. As an example the laptop computer 106 may write an even or

odd identifying string into a data header for each segment. At block 2404 the first

mobile computing device may assign upload responsibility for even pending segments

to the first mobile device, such as the laptop computer 106, and upload responsibility

for odd pending segments to the second mobile device, such as the smart phone 104.

The first and second mobile computing devices may then complete the uploading of

data to the server 102 per method 1900 as described above.

[0095] FIG. 25 illustrates an embodiment method 2500 for directing the transmission

of data pending synchronization among computing devices which may be used in

conjunction with method 1900 described above. In block 2502 a server 102 may

direct a first mobile computing device, such as a laptop computer 106, to upload a

portion of the pending segments for which the first mobile computing device is not

assigned an upload responsibility. As an example, a user input indicating that a

second mobile device, such as the smart phone 104, which may have been assigned

data segments to upload is lost, may trigger the server 102 to direct the first mobile

computing device, such as laptop computer 106, to upload the portion of the pending

segments originally assigned to the now lost smart phone 104. The direction from the

server 102 to the first mobile computing device may be in the form of a full upload

request sent to the first mobile computing device. In this manner, the loss or

destruction of a mobile computing device may not result in the loss of data segments

pending server synchronization. The first and second mobile computing devices may

then complete the uploading of data to the server 102 per method 1900 as described

above.

[0096] FIG. 26 illustrates an embodiment method 2600 for assigning and transmitting

data pending synchronization among computing devices similar to method 1900, with

the addition of an upload status determination. At block 2602, the first mobile

computing device may request the second mobile computing device's upload status



from the server 102. At block 2604 the first mobile computing device may receive

second mobile computing device's upload status from the server 102. As an example,

the laptop computer 106 may receive a message from the server 102 indicating the

smart phone 104, has not uploaded. At determination block 2606, the first mobile

computing device may use the information received in block 2604 to determine if the

second mobile computing device has uploaded. If the second mobile computing

device has not uploaded (i.e., determination block 2606 = "No"), the first mobile

computing device may transmit all remaining pending segments to the server 102 in

block 1928. If the second mobile computing device has upload (i.e., determination

block 2606 = "Yes"), at block 1930 the first mobile computing device may terminate

its communication data link connection with the server 102.

[0097] FIG. 27 illustrates an embodiment method 2700 for optimizing delivery of e-

mails. Embodiment method 2700 may be implemented on a first mobile computing

device, such as a laptop computer 106, which may synchronize a data set with a

second mobile computing device, such as a smart phone 104, and which may provide

an assigned portion of the data set to a server 102. While discussed in relation to three

devices, method 2700 may be implemented among more than three devices. In block

2702 the first mobile computing device may establish a communication data link

connection with the second mobile computing device. The communication data link

connection may be any type of connection, as discussed above with reference to FIG.

1. At block 2704 the first mobile computing device may synchronize an e-mail set

between the first mobile computing device and the second mobile computing device.

The e-mail set may be synchronized by any method, for example those discussed

above with reference to FIGs. 15, 16, 17, and 18. At block 2706 the first mobile

computing device may determine e-mails pending for synchronization with the server

102.

[0098] At block 2708 the first mobile computing device may assign an upload

responsibility for each pending segment. An upload responsibility may be an

assignment for a specific mobile computing device to transmit a specific pending e-

mail to the server 102. In this manner each pending e-mail may be assigned to a



different mobile computing device for upload. As an example, the laptop computer

106 may assign half the e-mails to the smart phone 104 for upload, and the other half

of the e-mails to itself for upload. At block 2710 the first mobile computing device

may transmit the upload responsibilities for each pending e-mail to the second mobile

computing device. At block 2712, the first mobile computing device may establish a

communication data link connection with the server 102. The communication data

link connection may be any type of connection, as discussed above with reference to

FIG. 1.

[0099] At block 2714 the first mobile computing device may request the server 102

provide the first mobile computing device with an e-mail thread status. An e-mail

thread status may an indication of the time of receipt of the most recent e-mail in an e-

mail thread or a listing of all e-mails in an e-mail thread resident on the server 102. At

block 2716 the first mobile computing device may receive a message from the server

102 providing the e-mail thread status. In this manner the first mobile computing

device may be updated with the current status of each e-mail thread. At determination

block 2718 the first mobile computing device may determine if more recent e-mails

are in a thread using information in the e-mail thread status received in block 2716.

As an example, the laptop computer 106 may have been disconnected from the server

102 for a period of time. During that disconnected period a laptop computer 106 user

may have drafted e-mails in response to e-mails received before the laptop computer

106 was disconnected from the server 102. While the laptop computer 106 was

disconnected, other recipients may have exchanged e-mails so the e-mail thread may

have e-mails more recent than those stored on the laptop computer 106. If the first

mobile computing device determines there are more recent e-mails in a thread (i.e.,

determination block 2718 = "Yes"), in block 2720 the first mobile computing device

may request user approval to transmit its assigned pending e-mails. As an example,

user approval may be requested via a pop-up window or other type user prompt

displayed by first mobile computing device. If the first mobile computing device

determines there are no more recent e-mails in the thread (i.e., determination block



2718 = "No"), at block 2722 the first mobile computing device may transmit its

assigned pending e-mails to the server 102.

[0100] At determination block 2724 the first mobile computing device may determine

if the user approved transmitting its assigned pending e-mails to the server. User

approval may be received as a user input, such as a button push or display selection

indication. If user approval is received (i.e., determination block 2724 = "Yes"), at

block 2722 the first mobile computing device may transmit its assigned pending e-

mails to the server 102. If user approval is not received (i.e., determination block

2724 = "No"), at block 2726 the first mobile computing device may hold its assigned

pending e-mails. In this manner, e-mails which are outdated compared to the progress

of the e-mails in the thread may be held and a user may avoid causing confusion in an

e-mail thread by responding to outdated e-mails.

[0101] FIGs. 28A and 28B illustrate another embodiment method 2800 for managing

interactions between a server 102, a smart phone 104, and a laptop computer 106 to

optimize data delivery. At blocks 1902, 1904, 1906, 1908, 1910, 1912, 1914, 1916,

1918, 1920, 1922, 1924, and 1930 the laptop computer 106 may perform operations of

method 1900 described above with reference to FIG. 19. At block 2802 and 1902 the

smart phone 104 and laptop computer 106 may establish a communication data link

connection. The communication data link connection may be any connection suitable

for transmitting data, such as those connections previously discussed previously in

relation to FIG. 1. At blocks 2804 and 1904 the smart phone 104 and laptop computer

106 may synchronize a data set between themselves as accomplished in method 1900.

At blocks 2806 and 1916 the smart phone 104 and laptop computer 106 may

synchronized the pending segments and pending segment IDs as accomplished in

method 1900.

[0102] At block 2808 the smart phone 104 may receive the upload responsibilities for

each pending segment from the laptop 106. In this transmission the smart phone 104

may receive an indication of both its own upload responsibilities and that of the laptop



computer 106. At blocks 2810 and 1920 the smart phone 104 and laptop computer

106 may terminate their communication data link connections with each other.

[0103] At blocks 1922 and 2812 the laptop computer 106 and server 102 may establish

a communication data link connection. The communication data link connection may

be any connection suitable for transmitting data, such as those connections previously

discussed previously in relation to FIG. 1. At blocks 2814 and 2186 the smart phone

104 and the server 102 may establish a communication data link connection. The

communication data link connection may be any connection suitable for transmitting

data, such as those connections previously discussed previously in relation to FIG. 1.

At block 1924 the laptop computer 106 may transmit its assigned pending segments to

the server 102. At block 2818 the server 102 may receive the transmitted pending

segments assigned to the laptop computer 106. At block 2820 the smart phone 104

may transmit its assigned pending segments to the server 102. At block 2822 the

server 102 may receive the transmitted pending segments assigned to the smart phone

104. In this manner, the full set of pending segments may be assembled in the server

102 and the full synchronized data set may be resident on the server 102, laptop 106,

and smart phone 104. At blocks 1930 and 2824 the laptop computer 106 and server

102 may terminate their communication data link connections with each other. At

blocks 2826 and 2828 the smart phone 104 and server 102 may terminate their

communication data link connections with each other.

[0104] The various embodiments may be implemented in any of a variety of mobile

devices, an example of which is illustrated in FIG. 29. For example, the mobile

device 2900 may include a processor 2902 coupled to internal memories 2904 and

2910. Internal memories 2904 and 2910 may be volatile or non-volatile memories,

and may also be secure and/or encrypted memories, or unsecure and/or unencrypted

memories, or any combination thereof. The processor 2902 may also be coupled to a

touch screen display 2906, such as a resistive- sensing touch screen, capacitive- sensing

touch screen infrared sensing touch screen, or the like. Additionally, the display of

the mobile device 2900 need not have touch screen capability. Additionally, the

mobile device 2900 may have one or more antenna 2908 for sending and receiving



electromagnetic radiation that may be connected to a wireless data link and/or cellular

telephone transceiver 2916 coupled to the processor 2902. The mobile device 2900

may also include physical buttons 2912a and 2912b for receiving user inputs. The

mobile device 2900 may also include a power button 2918 for turning the mobile

device 2900 on and off.

[0105] The various embodiments may also be implemented on any of a variety of

commercially available server devices, such as the server 3000 illustrated in FIG. 30.

Such a server 3000 typically includes a processor 3001 coupled to volatile memory

3002 and a large capacity nonvolatile memory, such as a disk drive 3003. The server

3000 may also include a floppy disc drive, compact disc (CD) or DVD disc drive 3004

coupled to the processor 3001. The server 3000 may also include network access

ports 3006 coupled to the processor 3001 for establishing network interface

connections with a network 3007, such as a local area network coupled to other

broadcast system computers and servers.

[0106] The various embodiments described above may also be implemented within a

variety of personal computing devices, such as a laptop computer 3 110 as illustrated

in FIG. 31. Many laptop computers include a touch pad touch surface 3117 that

serves as the computer's pointing device, and thus may receive drag, scroll, and flick

gestures similar to those implemented on mobile computing devices equipped with a

touch screen display and described above. A laptop computer 3 110 will typically

include a processor 3 111 coupled to volatile memory 3112 and a large capacity

nonvolatile memory, such as a disk drive 3 113 of Flash memory. The computer 3110

may also include a floppy disc drive 3114 and a compact disc (CD) drive 3 115

coupled to the processor 3111. The computer device 3110 may also include a number

of connector ports coupled to the processor 3111 for establishing data connections or

receiving external memory devices, such as a USB or FireWire® connector sockets,

or other network connection circuits for coupling the processor 3 111 to a network. In

a notebook configuration, the computer housing includes the touchpad 3117, the

keyboard 3 118, and the display 3119 all coupled to the processor 3 111. Other

configurations of the computing device may include a computer mouse or trackball



coupled to the processor (e.g., via a USB input) as are well known, which may also be

use in conjunction with the various embodiments.

[0107] The processors 2902, 3001, and 311 1 may be any programmable

microprocessor, microcomputer or multiple processor chip or chips that can be

configured by software instructions (applications) to perform a variety of functions,

including the functions of the various embodiments described above. In some

devices, multiple processors may be provided, such as one processor dedicated to

wireless communication functions and one processor dedicated to running other

applications. Typically, software applications may be stored in the internal memory

2904, 2910, 3002, 3003, 3112, and 3 113 before they are accessed and loaded into the

processor 2902, 3001, and 311 1. The processor 2902, 3001, and 3 111 may include

internal memory sufficient to store the application software instructions. In many

devices the internal memory may be a volatile or nonvolatile memory, such as flash

memory, or a mixture of both. For the purposes of this description, a general

reference to memory refers to memory accessible by the processor 2902, 3001, and

3 111 including internal memory or removable memory plugged into the device and

memory within the processor 2902, 3001, and 311 1 itself.

[0108] The foregoing method descriptions and the process flow diagrams are provided

merely as illustrative examples and are not intended to require or imply that the steps

of the various embodiments must be performed in the order presented. As will be

appreciated by one of skill in the art the order of steps in the foregoing embodiments

may be performed in any order. Words such as "thereafter," "then," "next," etc. are

not intended to limit the order of the steps; these words are simply used to guide the

reader through the description of the methods. Further, any reference to claim

elements in the singular, for example, using the articles "a," "an" or "the" is not to be

construed as limiting the element to the singular.

[0109] The various illustrative logical blocks, modules, circuits, and algorithm steps

described in connection with the embodiments disclosed herein may be implemented

as electronic hardware, computer software, or combinations of both. To clearly



illustrate this interchangeability of hardware and software, various illustrative

components, blocks, modules, circuits, and steps have been described above generally

in terms of their functionality. Whether such functionality is implemented as

hardware or software depends upon the particular application and design constraints

imposed on the overall system. Skilled artisans may implement the described

functionality in varying ways for each particular application, but such implementation

decisions should not be interpreted as causing a departure from the scope of the

present invention.

[0110] The hardware used to implement the various illustrative logics, logical blocks,

modules, and circuits described in connection with the aspects disclosed herein may

be implemented or performed with a general purpose processor, a digital signal

processor (DSP), an application specific integrated circuit (ASIC), a field

programmable gate array (FPGA) or other programmable logic device, discrete gate or

transistor logic, discrete hardware components, or any combination thereof designed

to perform the functions described herein. A general-purpose processor may be a

microprocessor, but, in the alternative, the processor may be any conventional

processor, controller, microcontroller, or state machine. A processor may also be

implemented as a combination of computing devices, e.g., a combination of a DSP

and a microprocessor, a plurality of microprocessors, one or more microprocessors in

conjunction with a DSP core, or any other such configuration. Alternatively, some

steps or methods may be performed by circuitry that is specific to a given function.

[0111] In one or more exemplary aspects, the functions described may be implemented

in hardware, software, firmware, or any combination thereof. If implemented in

software, the functions may be stored on or transmitted over as one or more

instructions or code on a computer-readable medium. The steps of a method or

algorithm disclosed herein may be embodied in a processor-executable software

module which may reside on a tangible, non-transitory computer-readable storage

medium. Tangible, non-transitory computer-readable storage media may be any

available media that may be accessed by a computer. By way of example, and not

limitation, such non-transitory computer-readable media may comprise RAM, ROM,



EEPROM, CD-ROM or other optical disk storage, magnetic disk storage or other

magnetic storage devices, or any other medium that may be used to store desired

program code in the form of instructions or data structures and that may be accessed

by a computer. Disk and disc, as used herein, includes compact disc (CD), laser disc,

optical disc, digital versatile disc (DVD), floppy disk, and blu-ray disc where disks

usually reproduce data magnetically, while discs reproduce data optically with lasers.

Combinations of the above should also be included within the scope of non-transitory

computer-readable media. Additionally, the operations of a method or algorithm may

reside as one or any combination or set of codes and/or instructions on a tangible, non-

transitory machine readable medium and/or computer-readable medium, which may

be incorporated into a computer program product.

[0112] The preceding description of the disclosed embodiments is provided to enable

any person skilled in the art to make or use the present invention. Various

modifications to these embodiments will be readily apparent to those skilled in the art,

and the generic principles defined herein may be applied to other embodiments

without departing from the spirit or scope of the invention. Thus, the present

invention is not intended to be limited to the embodiments shown herein but is to be

accorded the widest scope consistent with the following claims and the principles and

novel features disclosed herein.



CLAIMS

What is claimed is:

1. A method for optimizing data delivery among devices, comprising:

identifying in a first computing device a data set for transmission from the first

computing device to a plurality of computing devices connected to the first computing

device;

separating the data set into data segments;

assigning a portion of the data segments to each computing device of the

plurality of computing devices;

transmitting from the first computing device to each of the plurality of

computing devices that computing device's assigned portion of the data segments;

connecting a second computing device to a third computing device, wherein the

second computing device and the third computing device each are one of the plurality

of computing devices; and

exchanging between the second and third computing devices their respective

assigned portions of the data segments.

2 . The method of claim 1, further comprising:

assigning an identification (ID) to each data segment;

generating a data segment map; and

transmitting the data segment map to each computing device of the plurality of

computing devices,

wherein the data segment map comprises each data segment's ID and data

segment assignment information.

3 . The method of claim 1, further comprising:

determining a data set characteristic,

wherein separating the data set into data segments comprises separating the

data set into data segments based, at least in part, on the determined data set

characteristic.



4 . The method of claim 1, further comprising:

determining a connection bandwidth for each connection between the first

computing device and the plurality of computing devices; and

determining a total available bandwidth based on the sum of all the connection

bandwidths between the first computing device and the plurality of computing

devices,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device in

proportion to each computing device's connection bandwidth as a percentage of the

determined total available bandwidth.

5 . The method of claim 1, further comprising:

determining a connection bandwidth for each connection between the first

computing device and the plurality of computing devices; and

determining data segment assignments among the plurality of computing

devices that will result in a shortest estimated download time,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined shortest estimated download time.

6 . The method of claim 1, further comprising:

determining a connection type for each connection between the first computing

device and the plurality of computing devices;

determining a cost associated with each connection type; and

determining data segment assignments among the plurality of computing

devices that will result in a lowest total download cost,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined lowest total download cost.



7 . The method of claim 1, further comprising:

determining when a connection between one of the plurality of computing

devices and the first computing device is lost; and

transmitting the data set assigned to the computing device with which the

connections was lost from the first computing device to one or more of the plurality of

computing devices that remains connected to the first computing device.

8 . The method of claim 1, further comprising:

determining a device type for each of the plurality of computing devices; and

determining an amount of each data segment to send to each of the plurality of

computing devices based on that device's determined device type,

wherein transmitting from the first computing device to each of the plurality of

computing devices that computing device's assigned portion of the data segments

comprises transmitting the determined amount of each data segment to send for that

computing device.

9 . The method of claim 1, further comprising determining a user preference setting,

wherein assigning a portion of the data segments to each of the plurality of computing

devices is based, at least in part, on the determined user preference setting.

10. The method of claim 1, further comprising:

determining a geographic location of each of the plurality of computing

devices; and

determining if the plurality of computing devices are collocated,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises only assigning data segments to collocated devices.

11. The method of claim 1, wherein the plurality of computing devices are mobile

devices and the first computing device is a central database server.

12. The method of claim 1, wherein the data set is comprised of e-mail.



13. The method of claim 1, further comprising:

determining an initial connection bandwidth for each connection between the

first computing device and each of the plurality of computing devices;

determining a total initial available bandwidth based on the sum of all the

initial connection bandwidths between the first computing device and each of the

plurality of computing devices, wherein assigning a portion of the data segments to

each of the plurality of computing devices comprises initially assigning data segments

to each computing device in proportion to each computing device's initial connection

bandwidth as a percentage of the total initial available bandwidth;

monitoring the connection bandwidth for each connection between the first

computing device and each of the plurality of computing devices;

determining if a change occurs in any connection bandwidth for each

connection between the first device computing and the each of plurality of computing

devices; and

if a change occurs in connection bandwidth between the first computing device

and any one or more of the plurality of computing devices;

determining an updated connection bandwidth for each connection

between the first computing device and each of the plurality of computing

devices;

determining a total updated available bandwidth based on the sum of all

the updated connection bandwidths between the first computing device and

each of the plurality of computing devices;

reassigning data segments to each of the plurality of computing device

in proportion to each computing device's updated connection bandwidth as a

percentage of the total updated available bandwidth; and

transmitting from the first computing device to each of the plurality of

computing devices that computing device's reassigned portion of the data

segments.



14. The method of claim 1, wherein exchanging between the second and third

computing device their respective assigned portions of the data segments further

comprises:

transmitting a data waiting message from the second computing device to the

third computing device; and

transmitting a data segment map from the second computing device to the third

computing device.

15. The method of claim 14, wherein exchanging between the second and third

computing device their respective assigned portions of the data segments further

comprises:

receiving the data segment map at the third computing device;

determining if any data segments are required by the third computing device

based on a comparison of the data segment map and a data set resident on the third

computing device; and

transmitting a data segment request from the third computing device to the

second computing device and transmitting a requested data segment from the second

computing device to the third computing device when it is determined that data

segments are required by the third computing device.

16. The method of claim 15, wherein exchanging between the second and third

computing device their respective assigned portions of the data segments further

comprises translating data in a requested data segment from a first application format

to a second application format before transmitting the requested data segment from

one computing device to the other computing device.

17. A method for uploading data from a first computing device to a server,

comprising:

establishing a connection between the first computing device and a second

computing device;

separating a data set to be uploaded to the server into data segments;



assigning an upload responsibility for a first portion of the data segments to the

first computing device and an upload responsibility for a second portion of the data

segments to the second computing device;

transmitting the upload responsibilities for each segment from the first

computing device to the second computing device;

transmitting the first portion of the data segments from the first computing

device to the server via a first data communication link; and

transmitting the second portion of the data segments from the second

computing device to the server via a second communication link.

18. The method of claim 17, wherein assigning an upload responsibility for the first

portion of the data segments to the first computing device and an upload responsibility

for the second portion of the data segments to the second computing device comprises

assigning upload responsibility for half the total number of data segments to the first

computing device and assigning upload responsibility for the other half the total

number of data segments to the second computing device.

19. The method of claim 18, wherein the data set is an e-mail data set, the method

further comprising:

determining if a more recent e-mail is present in an e-mail thread stored on the

server; and

requesting user approval before transmitting the portion of the data segments

assigned to the first computing device to the server if a more recent e-mail is present

in the e-mail thread.

20. A system for optimizing data delivery, comprising:

a first computing device; and

a plurality of computing devices connected to the first computing device, the

plurality of computing devices comprising at least a second computing device

connected to a third computing device,



wherein the first computing device is configured with processor-executable

instructions to perform operations comprising:

identifying a data set for transmission from the first computing device to

the plurality of computing devices connected to the first computing device;

separating the data set into data segments;

assigning a portion of the data segments to each of the plurality of

computing devices; and

transmitting to each of the plurality of computing devices that

computing device's assigned portion of the data segments,

wherein the plurality of computing devices are configured with processor-

executable instructions to perform operations comprising exchanging between each

other their respective assigned portions of the data segments.

21. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

assigning an identification (ID) to each data segment;

generating a data segment map; and

transmitting the data segment map to each computing device of the plurality of

computing devices,

wherein the data segment map comprises each data segment's ID and data

segment assignment information.

22. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining a data set characteristic,

wherein separating the data set into data segments comprises separating the

data set into data segments based, at least in part, on the determined data set

characteristic.

23. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:



determining a connection bandwidth for each connection between the first

computing device and each of the plurality of computing devices; and

determining a total available bandwidth based on the sum of all the connection

bandwidths between the first computing device and the plurality of computing

devices,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device in

proportion to each computing device's connection bandwidth as a percentage of the

determined total available bandwidth.

24. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining a connection bandwidth for each connection between the first

computing device and each of the plurality of computing devices; and

determining data segment assignments among the plurality of computing

devices that will result in a shortest estimated download time,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined shortest estimated download time.

25. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining a connection type for each connection between the first computing

device and each of the plurality of computing devices;

determining a cost associated with each connection type; and

determining data segment assignments among the plurality of computing

devices that will result in a lowest total download cost,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined lowest total download cost.



26. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining when a connection between one of the plurality of computing

devices and the first computing device is lost; and

transmitting the data set assigned to the computing device with which the

connections was lost from the first computing device to one or more of the plurality of

computing devices that remains connected to the first computing device.

27. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining a device type for each of the plurality of computing devices; and

determining an amount of each data segment to send to each of the plurality of

computing devices based on that device's determined device type,

wherein transmitting from the first computing device to each of the plurality of

computing devices that computing device's assigned portion of the data segments

comprises transmitting the determined amount of each data segment to send for that

computing device.

28. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining a user preference setting,

wherein assigning a portion of the data segments to each of the plurality of

computing devices is based, at least in part, on the determined user preference setting.

29. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining a geographic location of each of the plurality of computing

devices; and

determining if the plurality of computing devices are collocated,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises only assigning data segments to collocated devices.



30. The system of claim 20, wherein the plurality of computing devices are mobile

devices and the first computing device is a central database server.

31. The system of claim 20, wherein the data set is comprised of e-mail.

32. The system of claim 20, wherein the first computing device is configured with

processor-executable instructions to perform operations further comprising:

determining an initial connection bandwidth for each connection between the

first computing device and each of the plurality of computing devices;

determining a total initial available bandwidth based on the sum of all the

initial connection bandwidths between the first computing device and the plurality of

computing devices, wherein assigning a portion of the data segments to each of the

plurality of computing devices comprises initially assigning data segments to each

computing device in proportion to each computing device's initial connection

bandwidth as a percentage of the total initial available bandwidth;

monitoring the connection bandwidth for each connection between the first

computing device and the plurality of computing devices;

determining if a change occurs in connection bandwidth for each connection

between the first computing device and any one or more of the plurality of computing

devices; and

if a change occurs in any connection bandwidth for each connection between

the first computing device and the plurality of computing devices;

determining an updated connection bandwidth for each connection

between the first computing device and each of the plurality of computing

devices;

determining a total updated available bandwidth based on the sum of all

the updated connection bandwidths between the first computing device and

each of the plurality of computing devices;

reassigning data segments to each of the plurality of computing device

in proportion to each computing device's updated connection bandwidth as a

percentage of the total updated available bandwidth; and



transmitting from the first computing device to each of the plurality of

computing devices that computing device's reassigned portion of the data

segments.

33. The system of claim 20, wherein each of the plurality of computing devices is

configured with processor-executable instructions to perform operations further

comprising:

transmitting a data waiting message to each other of the plurality of computing

devices; and

transmitting a data segment map to the each other of the plurality of computing

devices.

34. The system of claim 33, wherein the each of the plurality of computing devices is

configured with processor-executable instructions to perform operations further

comprising:

receiving the data segment map from respective others of the plurality of

computing devices;

for each received data segment map determining if any data segments are

required based on a comparison of the data segment map to data resident on the

computing device;

transmitting a data segment request to the respective other of the plurality of

computing devices providing the data segment map when it is determined that a data

segment is required,

receiving a data segment request from another of the plurality of computing

devices; and

transmitting requested data segments to the another of the plurality of

computing devices in response to the received data segment request.

35. The system of claim 34, wherein each of the plurality of computing devices is

configured with processor-executable instructions to perform operations further

comprising:



translating data in a requested data segment from a first application format to a

second application format before transmitting the requested data segment to another of

the plurality of computing devices.

36. A system for uploading data comprising:

a first computing device;

a second computing device; and

a server,

wherein the first computing device is configured with processor-executable

instructions to perform operations comprising:

establishing a connection between the first computing device and the

second computing device;

separating a data set to be uploaded to the server into data segments;

assigning an upload responsibility for a first portion of the data

segments to the first computing device and an upload responsibility for a

second portion of the data segments to the second computing device;

transmitting the upload responsibilities for each segment to the second

computing device; and

transmitting the first portion of the data segments to the server via a first

data communication link,

wherein the second computing device is configured with processor-executable

instructions to perform operations comprising:

receiving the upload responsibilities for each segment from the first

computing device; and

transmitting the second portion of the data segments to the server via a

second communication link.

37. The system of claim 36, wherein assigning an upload responsibility for the first

portion of the data segments to the first computing device and an upload responsibility

for the second portion of the data segments to the second computing device comprises

assigning upload responsibility for half the total number of data segments to the first



computing device and assigning upload responsibility for the other half the total

number of data segments to the second computing device.

38. The system of claim 36, wherein the data set is an e-mail data set, and wherein the

first computing device is configured with processor-executable instruction to perform

operation further comprising:

determining if a more recent e-mail is present in an e-mail thread stored on the

server; and

requesting user approval before transmitting the portion of the data segments

assigned to the first computing device to the server if a more recent e-mail is present

in the e-mail thread.

39. A system for optimizing data delivery, comprising:

means for identifying in a first computing device a data set for transmission

from the first computing device to a plurality of computing devices connected to the

first computing device;

means for separating the data set into data segments;

means for assigning a portion of the data segments to each of the plurality of

computing devices;

means for transmitting from the first computing device to each of the plurality

of computing devices that computing device's assigned portion of the data segments;

means for exchanging between each of the computing devices their respective

assigned portions of the data segments.

40. The system of claim 39, further comprising:

means for assigning an identification (ID) to each data segment;

means for generating a data segment map; and

means for transmitting the data segment map to each computing device of the

plurality of computing devices,

wherein the data segment map comprises each data segment's ID and data

segment assignment information.



41. The system of claim 39, further comprising:

means for determining a data set characteristic,

wherein means for separating the data set into data segments comprises means

for separating the data set into data segments based, at least in part, on the determined

data set characteristic.

42. The system of claim 39, further comprising:

means for determining a connection bandwidth for each connection between

the first computing device and each of the plurality of computing devices; and

means for the determining a total available bandwidth based on the sum of all

the connection bandwidths between the first computing device and the plurality of

computing devices,

wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for assigning data segments to each

computing device in proportion to each computing device's connection bandwidth as

a percentage of the determined total available bandwidth.

43. The system of claim 39, further comprising:

means for determining a connection bandwidth for each connection between

the first computing device and each of the plurality of computing devices; and

means for determining data segment assignments among the plurality of

computing devices that will result in a shortest estimated download time,

wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for assigning data segments to each

computing device based on the determined shortest estimated download time.

44. The system of claim 39, further comprising:

means for determining a connection type for each connection between the first

computing device and each of the plurality of computing devices;

means for determining a cost associated with each connection type; and



means for determining data segment assignments among the plurality of

computing devices that will result in a lowest total download cost,

wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for assigning data segments to each

computing device based on the determined lowest total download cost.

45. The system of claim 39, further comprising:

means for determining when a connection between one of the plurality of

computing devices and the first computing device is lost; and

means for transmitting data set assigned to the computing device with which

the connections was lost from the first computing device to one or more of the

plurality of computing devices that remains connected to the first computing device.

46. The method of claim 39, further comprising:

means for determining a device type for each of the plurality of computing

devices; and

means for determining an amount of each data segment to send to each of the

plurality of computing devices based on that device's determined device type,

wherein means for transmitting from the first computing device to each of the

plurality of computing devices that computing device's assigned portion of the data

segments comprises means for transmitting the determined amount of each data

segment to send for that computing device.

47. The system of claim 39, further comprising means for determining a user

preference setting, wherein means for assigning a portion of the data segments to each

of the plurality of computing devices comprises means for assigning a portion of the

data segments to each of the plurality of computing devices based, at least in part, on

the determined user preference setting.



48. The system of claim 39, further comprising:

means for determining a geographic location of each of the plurality of

computing devices; and

means for determining if the plurality of computing devices are collocated,

wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for only assigning data segments to

collocated devices.

49. The system of claim 39, wherein the plurality of computing devices are mobile

devices and the first computing device is a central database server.

50. The system of claim 39, wherein the data set is comprising e-mail.

51. The system of claim 39, further comprising:

means for means for determining an initial connection bandwidth for each

connection between the first computing device and each of the plurality of computing

devices;

means for determining a total initial available bandwidth based on the sum of

all the initial connection bandwidths between the first computing device and the

plurality of computing devices, wherein assigning a portion of the data segments to

each of the plurality of computing devices comprises initially assigning data segments

to each computing device in proportion to each computing device's initial connection

bandwidth as a percentage of the total initial available bandwidth;

means for monitoring the connection bandwidth for each connection between

the first computing device and the plurality of computing devices;

means for determining if a change occurs in connection bandwidth for each

connection between the first computing device and any one or more of the plurality of

computing devices; and

if a change occurs in any connection bandwidth for each connection between

the first computing device and the plurality of computing devices;



means for determining an updated connection bandwidth for each

connection between the first computing device and each of the plurality of

computing devices;

means for determining a total updated available bandwidth based on the

sum of all the updated connection bandwidths between the first computing

device and each of the plurality of computing devices;

means for reassigning data segments to each of the plurality of

computing device in proportion to each computing device's updated connection

bandwidth as a percentage of the total updated available bandwidth; and

means for transmitting from the first computing device to each of the

plurality of computing devices that computing device's reassigned portion of

the data segments.

52. The system of claim 39, wherein means for exchanging between each of the

plurality of computing devices their respective assigned portions of the data segments

further comprises:

means for transmitting a data waiting message from each other of the plurality

of computing devices; and

means for transmitting a data segment map from the second computing device

to the each other of the plurality of computing devices.

53. The system of claim 52, wherein means for exchanging between each of the

plurality of computing devices their respective assigned portions of the data segments

further comprises:

means for receiving in each of the plurality of computing devices the data

segment map from respective others of the plurality of computing devices;

means for determining in each of the plurality of computing devices if any data

segments are required based on a comparison of the data segment map to data resident

on the computing device;



means for transmitting a data segment request to the respective other of the

plurality of computing devices providing the data segment map when it is determined

that a data segment is required; and

means for transmitting requested data segments to a requesting computing

device in response to receiving a data segment request.

54. The system of claim 53, means for exchanging between each of the plurality of

computing devices their respective assigned portions of the data segments further

comprises means for translating data in a requested data segment from a first

application format to a second application format before transmitting the requested

data segment to another of the plurality of computing devices.

55. A system for uploading data from a first computing device to a server,

comprising:

means for establishing a connection between the first computing device and a

second computing device;

means for separating a data set to be uploaded to the server into data segments;

means for assigning an upload responsibility for a first portion of the data

segments to the first computing device and an upload responsibility for a second

portion of the data segments to the second computing device;

means for transmitting the upload responsibilities for each segment from the

first computing device to the second computing device;

means for transmitting the first portion of the data segments from the first

computing device to the server via a first data communication link; and

means for transmitting the second portion of the data segments from the second

computing device to the server via a second communication link.

56. The system of claim 55, wherein means for assigning an upload responsibility for

the first portion of the data segments to the first computing device and an upload

responsibility for the second portion of the data segments to the second computing

device comprises means for assigning upload responsibility for half the total number



of data segments to the first computing device and means for assigning upload

responsibility for the other half the total number of data segments to the second

computing device.

57. The system of claim 55, wherein the data set is an e-mail data set, the system

further comprising:

means for determining if a more recent e-mail is present in an e-mail thread

stored on the server; and

means for requesting user approval before transmitting the portion of the data

segments assigned to the first computing device to the server if a more recent e-mail is

present in the e-mail thread.

58. A server, comprising:

a memory; and

a processor coupled to the memory, wherein the processor is configured with

processor-executable instructions to perform operations comprising:

identifying in the server a data set for transmission from the server to a

plurality of computing devices;

separating the data set into data segments;

assigning a portion of the data segments to each of the plurality of

computing devices;

assigning an identification (ID) to each data segment;

generating a data segment map

transmitting from the server to each of the plurality of computing

devices that computing device's assigned portion of the data segments; and

transmitting the data segment map to each of the plurality of computing

devices,

wherein the data segment map comprises each data segment's ID and

data segment assignment information.



59. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining a data set characteristic,

wherein separating the data set into data segments comprises separating the

data set into data segments based, at least in part, on the determined data set

characteristic.

60. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining a connection bandwidth for each connection between the server

and each of the plurality of computing devices; and

determining a total available bandwidth based on the sum of all the connection

bandwidths between the device computing and the plurality of computing devices,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device in

proportion to each computing device's connection bandwidth as a percentage of the

determined total available bandwidth.

61. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining a connection bandwidth for each connection between the server

and each of the plurality of computing devices; and

determining data segment assignments among the plurality of computing

devices that will result in a shortest estimated download time,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined shortest estimated download time.

62. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:



determining a connection type for each connection between the server and each

of the plurality of computing devices;

determining a cost associated with each connection type; and

determining data segment assignments among the plurality of computing

devices that will result in a lowest total download cost,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined lowest total download cost.

63. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining when a data connection between the server and one of the plurality

of computing devices is lost; and

transmitting the data set assigned to the computing device with which the

connections was lost from the server to one or more of the plurality of computing

devices that remains connected to the server.

64. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining a device type for each of the plurality of computing devices; and

determining an amount of each data segment to send to each of the plurality of

computing devices based on that device's determined device type,

wherein transmitting from the server to each computing device that computing

device's assigned portion of the data segments comprises transmitting the determined

amount of each data segment to send for that computing device.

65. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining a user preference setting, wherein assigning a portion of the data

segments to each of the plurality of computing devices is based, at least in part, on the

determined user preference setting.



66. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining a geographic location of each of the plurality of computing

devices; and

determining if the plurality of computing devices are collocated,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises only assigning data segments to collocated devices.

67. The server of claim 58, wherein the data set comprises e-mail.

68. The server of claim 58, wherein the processor is configured with processor-

executable instructions to perform operations further comprising:

determining an initial connection bandwidth for each connection between the

server and each of the plurality of computing devices;

determining a total initial available bandwidth based on the sum of all the

initial connection bandwidths between the server and the plurality of computing

devices, wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises initially assigning data segments to each computing

device in proportion to each computing device's initial connection bandwidth as a

percentage of the total initial available bandwidth;

monitoring the connection bandwidth for each connection between the server

and the plurality of computing devices;

determining if a change occurs in connection bandwidth for each connection

between the server and any one of the plurality of computing devices; and

if a change occurs in any connection bandwidth for each connection between

the server and the plurality of computing devices;

determining an updated connection bandwidth for each connection

between the server and the plurality of computing devices;



determining a total updated available bandwidth based on the sum of all

the updated connection bandwidths between the server and each of the plurality

of computing devices

reassigning data segments to each of the plurality of computing device

in proportion to each computing device's updated connection bandwidth as a

percentage of the total updated available bandwidth; and

transmitting from the server to each of the plurality of computing

devices that computing device's reassigned portion of the data segments.

69. A server for optimizing data delivery, comprising:

means for identifying in the server a data set for transmission from the server to

a plurality of computing devices;

means for separating the data set into data segments;

means for assigning a portion of the data segments to each of the plurality of

computing devices;

means for assigning an identification (ID) to each data segment;

means for generating a data segment map

means for transmitting from the server to each of the plurality of computing

devices that computing device's assigned portion of the data segments; and

means for transmitting the data segment map to each of the plurality of

computing devices,

wherein the data segment map comprises each data segment's ID and data

segment assignment information.

70. The server of claim 69, further comprising:

means for determining a data set characteristic,

wherein means for separating the data set into data segments comprises means

for separating the data set into data segments based, at least in part, on the determined

data set characteristic.

71. The server of claim 69, further comprising:



means for determining a connection bandwidth for each connection between

the server and each of the plurality of computing devices; and

means for determining a total available bandwidth based on the sum of all the

connection bandwidths between the server and the plurality of computing devices,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device in

proportion to each computing device's connection bandwidth as a percentage of the

determined total available bandwidth.

72. The server of claim 69, further comprising:

means for determining a connection bandwidth for each connection between

the server and each of the plurality of computing devices; and

means for determining data segment assignments among the plurality of

computing devices that will result in a shortest estimated download time,

wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for assigning data segments to each

computing device based on the determined shortest estimated download time.

73. The server of claim 69, further comprising:

means for determining a connection type for each connection between the

server and each of the plurality of computing devices;

means for determining a cost associated with each connection type; and

means for determining data segment assignments among the plurality of

computing devices that will result in a lowest total download cost,

wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for assigning data segments to each

computing device based on the determined lowest total download cost.

74. The server of claim 69, further comprising:

means for determining when a data connection between the server and one of

the plurality of computing devices is lost; and



means for transmitting the data set assigned to the computing device with

which the connections was lost from the server to one or more of the plurality of

computing devices that remains connected to the server.

75. The server of claim 69, further comprising:

means for determining a device type for each of the plurality of computing

devices; and

means for determining an amount of each data segment to send to each of the

plurality of computing devices based on that device's determined device type,

wherein means for transmitting from the server to each computing device that

computing device's assigned portion of the data segments comprises means for

transmitting the determined amount of each data segment to send for that computing

device.

76. The server of claim 69, further comprising means for determining a user

preference setting, wherein means for assigning a portion of the data segments to each

of the plurality of computing devices is based, at least in part, on the determined user

preference setting.

77. The server of claim 69, further comprising:

means for determining a geographic location of each of the plurality of

computing devices; and

means for determining if the plurality of computing devices are collocated,

wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for only assigning data segments to

collocated devices.

78. The server of claim 69, wherein the data set comprises e-mail.

79. The server of claim 69, further comprising:



means for determining an initial connection bandwidth for each connection

between the server and the plurality of computing devices;

means for determining a total initial available bandwidth based on the sum of

all the initial connection bandwidths between the server and the plurality of computing

devices, wherein means for assigning a portion of the data segments to each of the

plurality of computing devices comprises means for initially assigning data segments

to each computing device in proportion to each computing device's initial connection

bandwidth as a percentage of the total initial available bandwidth;

means for monitoring the connection bandwidth for each connection between

the server and the plurality of computing devices;

means for determining if a change occurs in connection bandwidth for each

connection between the server and any one of the plurality of computing devices;

means for determining an updated connection bandwidth for each connection

between the server and the plurality of computing devices if a change occurs in any

connection bandwidth for each connection between the server and the plurality of

computing devices;

means for determining a total updated available bandwidth based on the sum of

all the updated connection bandwidths between the server and each of the plurality of

computing devices

means for reassigning data segments to each of the plurality of computing

device in proportion to each computing device's updated connection bandwidth as a

percentage of the total updated available bandwidth; and

means for transmitting from the server to each of the plurality of computing

devices that computing device's reassigned portion of the data segments.

80. A non-transitory processor-readable medium having stored thereon processor-

executable instructions configured to cause a server processor to perform operations

comprising:

identifying in a server a data set for transmission from the server to a plurality

of computing devices;

separating the data set into data segments;



assigning a portion of the data segments to each of the plurality of computing

devices;

assigning an identification (ID) to each data segment;

generating a data segment map

transmitting from the server to each of the plurality of computing devices that

computing device's assigned portion of the data segments; and

transmitting the data segment map to each of the plurality of computing

devices,

wherein the data segment map comprises each data segment's ID and data

segment assignment information.

81. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining a data set characteristic,

wherein separating the data set into data segments comprises separating the

data set into data segments based, at least in part, on the determined data set

characteristic.

82. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining a connection bandwidth for each connection between the server

and each of the plurality of computing devices; and

determining a total available bandwidth based on the sum of all the connection

bandwidths between the device computing and the plurality of computing devices,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device in

proportion to each computing device's connection bandwidth as a percentage of the

determined total available bandwidth.



83. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining a connection bandwidth for each connection between the server

and each of the plurality of computing devices; and

determining data segment assignments among the plurality of computing

devices that will result in a shortest estimated download time,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined shortest estimated download time.

84. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining a connection type for each connection between the server and each

of the plurality of computing devices;

determining a cost associated with each connection type; and

determining data segment assignments among the plurality of computing

devices that will result in a lowest total download cost,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises assigning data segments to each computing device

based on the determined lowest total download cost.

85. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining when a data connection between the server and one of the plurality

of computing devices is lost; and

transmitting the data set assigned to the computing device with which the

connections was lost from the server to one or more of the plurality of computing

devices that remains connected to the server.



86. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining a device type for each of the plurality of computing devices; and

determining an amount of each data segment to send to each of the plurality of

computing devices based on that device's determined device type,

wherein transmitting from the server to each computing device that computing

device's assigned portion of the data segments comprises transmitting the determined

amount of each data segment to send for that computing device.

87. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining a user preference setting, wherein assigning a portion of the data

segments to each of the plurality of computing devices is based, at least in part, on the

determined user preference setting.

88. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining a geographic location of each of the plurality of computing

devices; and

determining if the plurality of computing devices are collocated,

wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises only assigning data segments to collocated devices.

89. The non-transitory processor readable medium of claim 80, wherein the data set

comprises e-mail.



90. The non-transitory processor-readable medium of claim 80, wherein the stored

processor-executable instructions are configured to cause a server processor to

perform operations further comprising:

determining an initial connection bandwidth for each connection between the

server and each of the plurality of computing devices;

determining a total initial available bandwidth based on the sum of all the

initial connection bandwidths between the server and the plurality of computing

devices, wherein assigning a portion of the data segments to each of the plurality of

computing devices comprises initially assigning data segments to each computing

device in proportion to each computing device's initial connection bandwidth as a

percentage of the total initial available bandwidth;

monitoring the connection bandwidth for each connection between the server

and the plurality of computing devices;

determining if a change occurs in connection bandwidth for each connection

between the server and any one of the plurality of computing devices; and

if a change occurs in any connection bandwidth for each connection between

the server and the plurality of computing devices;

determining an updated connection bandwidth for each connection

between the server and the plurality of computing devices;

determining a total updated available bandwidth based on the sum of all

the updated connection bandwidths between the server and each of the plurality

of computing devices

reassigning data segments to each of the plurality of computing device

in proportion to each computing device's updated connection bandwidth as a

percentage of the total updated available bandwidth; and

transmitting from the server to each of the plurality of computing

devices that computing device's reassigned portion of the data segments.

91. A computing device, comprising:

a memory; and



a processor coupled to the memory, wherein the processor is configured with

processor executable instructions to perform operations comprising:

transmitting a data waiting message to a second computing device;

transmitting a data segment map to the second computing device;

receiving a data segment request from the second computing device; and

transmitting requested data segments to the second computing device.

92. The computing device of claim 91, wherein the processor is configured with

processor-executable instructions to perform operations further comprising:

translating data in a requested data segment from a first application format to a

second application format before transmitting the requested data segments to the

second computing device.

93. The computing device of claim 91, wherein the data segments comprise e-mail.

94. The computing device of claim 91, wherein the processor is configured with

processor-executable instructions to perform operations further comprising:

receiving a data segment map;

determining if any data segments are required based on a comparison of the

data segment map and data resident on the computing device;

transmitting a data segment request to a second computing device, the data

segment request identifying any required data segments; and

receiving the required data segments from the second computing device.

95. A computing device, comprising:

a memory; and

a processor coupled to the memory, the processor configured with processor-

executable instructions to perform operations comprising:

establishing a data communication link between the computing device

and a second computing device;

separating a data set to be uploaded to the server into data segments;



assigning an upload responsibility for a first portion of the data

segments to the computing device and an upload responsibility for a second

portion of the data segments to the second computing device;

transmitting the upload responsibilities for each segment to the second

computing device; and

transmitting the first portion of the data segments to the server via a first

data communication link which is different from a data communication link

used by the second computing device.

96. The computing device of claim 95, wherein assigning an upload responsibility for

the first portion of the data segments to the computing device and an upload

responsibility for the second portion of the data segments to the second computing

device comprises assigning upload responsibility for half the total number of data

segments to the computing device and assigning upload responsibility for the other

half the total number of data segments to the second computing device.

97. The computing device of claim 95, wherein the data set is an e-mail data set, and

wherein the processor is configured with processor-executable instructions to perform

operations further comprising:

requesting an e-mail thread status from the server;

receiving the e-mail thread status from the server;

determining if a more recent e-mail is present in an e-mail thread stored on the

server based at least in part on the received e-mail thread status; and

requesting user approval before transmitting the portion of the data segments

assigned to the computing device to the server if a more recent e-mail is present in the

e-mail thread.

98. A computing device, comprising:

means for transmitting a data waiting message to a second computing device;

means for transmitting a data segment map to the second computing device;

means for receiving a data segment request from the second computing; and



means for transmitting requested data segments to the second computing

device.

99. The computing device of claim 98, further comprising:

means for translating data in a requested data segment from a first application

format to a second application format before transmitting the requested data segment

to the second computing device.

100. The computing device of claim 98, wherein the data segments are comprised of

e-mail.

101. The computing device of claim 98, further comprising:

means for receiving a data segment map from the second computing device;

means for determining if any data segments are required based on a comparison

of the data segment map to data resident on the computing device; and

means for transmitting a data segment request to the second computing device,

the data segment request identifying any required data segments; and

means for receiving the required data segments.

102. A computing device for uploading data to a server, comprising:

means for establishing a data communication link between the computing

device and a second computing device;

means for separating a data set to be uploaded to the server into data segments;

means for assigning an upload responsibility for a first portion of the data

segments to the computing device and an upload responsibility for a second portion of

the data segments to the second computing device;

means for transmitting the upload responsibilities for each segment to the

second computing device; and

means for transmitting the first portion of the data segments to the server via a

first data communication link which is different from a data communication link used

by the second computing device.



103. The computing device of claim 102, wherein means for assigning an upload

responsibility for the first portion of the data segments to the computing device and an

upload responsibility for the second portion of the data segments to the second

computing device comprises means for assigning upload responsibility for half the

total number of data segments to the computing device and assigning upload

responsibility for the other half the total number of data segments to the second

computing device.

104. The computing device of claim 102, wherein the data set is an e-mail data set,

the computing device further comprising:

means for requesting an e-mail thread status from the server;

means for receiving the e-mail thread status from the server;

means for determining if a more recent e-mail is present in an e-mail thread

stored on the server based at least in part on the received e-mail thread status; and

means for requesting user approval before transmitting the portion of the data

segments assigned to the computing device to the server if a more recent e-mail is

present in the e-mail thread.

105. A non-transitory processor-readable medium having stored thereon processor-

executable instructions configured to cause a first computing device processor to

perform operations comprising:

transmitting a data waiting message from the first computing device to a

second computing device;

transmitting a data segment map from the first computing device to the second

computing device;

receiving a data segment request from the second computing device at the first

computing device; and

transmitting requested data segments from the first computing device to the

second computing device.



106. The non-transitory processor-readable medium of claim 105, wherein the stored

processor-executable instructions are configured to cause a first computing device

processor to perform operations further comprising:

translating data in a requested data segment from a first application format to a

second application format before transmitting the requested data segment from the

first computing device to the second computing device.

107. The non-transitory processor-readable medium of claim 105, wherein the data

segments are comprised of e-mail.

108. The non-transitory processor-readable medium of claim 105, wherein the stored

processor-executable instructions are configured to cause a first computing device

processor to perform operations further comprising:

receiving a data segment map;

determining if any data segments are required based on a comparison of the

data segment map and data set resident on the first computing device;

transmitting a data segment request from the first computing device to a second

computing device, the data segment request identifying any required data segments;

and

receiving the required data segments.

109. A non-transitory processor-readable medium having stored thereon processor-

executable instructions configured to cause a first computing device processor to

perform operations comprising:

establishing a connection between the first computing device and a second

computing device;

separating a data set to be uploaded to a server into data segments;

assigning an upload responsibility for a first portion of the data segments to the

first computing device and an upload responsibility for a second portion of the data

segments to the second computing device;



transmitting the upload responsibilities for each segment from the first

computing device to the second computing device; and

transmitting the first portion of the data segments from the first computing

device to the server via a first data communication link.

110. The non-transitory processor-readable medium of claim 109, wherein the stored

processor-executable instructions are configured to cause a first computing device

processor to perform operations such that assigning an upload responsibility for the

first portion of the data segments to the first computing device and an upload

responsibility for the second portion of the data segments to the second computing

device comprises assigning upload responsibility for half the total number of data

segments to the first computing device and assigning upload responsibility for the

other half the total number of data segments to the second computing device.

11 1. The non-transitory processor-readable medium of claim 109, wherein the data

set is an e-mail data set, and wherein the stored processor-executable instructions are

configured to cause a first computing device processor to perform operations further

comprising:

requesting an e-mail thread status from the server;

receiving the e-mail thread status from the server;

determining if a more recent e-mail is present in an e-mail thread stored on the

server based at least in part on the received e-mail thread status; and

requesting user approval before transmitting the portion of the data segments

assigned to the first computing device to the server if a more recent e-mail is present

in the e-mail thread.
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