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CLOCK AND DATA RECOVERY EMPLOYING PIECE-WISE ESTIMATION ON THE DERIVATIVE OF THE FREQUENCY

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of the filing date of U.S. Provisional Patent Application No. 60/849,868 filed October 6, 2006, the disclosure of which is hereby incorporated herein by reference.

BACKGROUND

[0002] Modern digital systems typically include multiple digital devices capable of communicating with each other using digital signals made of sequences of digital symbols. A digital symbol takes up a time interval, which is often referred to as a unit interval or a data interval. A digital device may transmit a digital data signal by setting the value of a signal parameter associated with a communication channel to one of a plurality of predetermined values for each data interval according to a transmitter clock. A digital device that receives the digital signal takes successive samples of the signal according to a receiver clock and determines the values of the signal parameter represented by the samples. The receiver clock is preferably synchronized with the digital signal so that the samples are taken at times corresponding to the bit intervals.

[0003] To communicate data at high speed, it is desirable to make the data intervals as short as possible, which, in turn, requires greater precision in the synchronization between the receiver clock used by the receiving device and the data intervals of the incoming signal. For example, modern interfacing and communication protocols such as PCI Express, SONET, InfiniBand and XAUI use data intervals on the order of nanoseconds or less, and require that the receiving device use a clock which is synchronized to the data intervals.
to within a fraction of one data interval. For ease of synchronization, many digital systems are designed such that the transmitter clock and the receiver clock both have a relatively stable frequency. However, such systems may be susceptible to electromagnetic interference (EMI) at or near a particular frequency, and may interfere with other systems that are sensitive to signals at or near the particular frequency.

BRIEF DESCRIPTIONS OF THE DRAWINGS

[0004] The following detailed description given by way of example, but not intended to limit the invention solely to the specific embodiments described, may best be understood in conjunction with the accompanying drawings wherein like reference numerals denote like elements and parts, in which:

[0005] Fig. 1 is a graph showing a triangular frequency modulation that may be applied to a clock signal.

[0006] Fig. 2A is a graph showing a triangular frequency modulation as applied to a transmitter clock.

[0007] Fig. 2B is a graph showing a triangular frequency modulation as applied to a receiver clock.

[0008] Fig. 2C is a graph showing the frequency offset waveform between a transmitter clock that is modulated as shown in Fig. 2A and a receiver clock that is modulated as shown in Fig. 2B.

[0009] Fig. 3 is a block diagram illustrating a communication system having frequency modulation applied to either or both of a transmitter clock and a receiver clock.

[0010] Fig. 4 is a graph showing the frequency offset waveform over time between a transmitter clock modulated as shown in Fig. 2A and a receiver clock modulated as shown in Fig. 2B, and showing the partitioning of one period of the offset waveform into "N" segments.

[0011] Fig. 5 is a functional block diagram of a clock
recovery circuit in accordance with a first embodiment of the present system and method.

[0012] FIG. 5A shows an example of a data structure suitable for use in the present system and method.

[0013] Fig. 5B is a functional block diagram of a digital phase locked loop (DPLL) suitable for use in the present system and method.

[0014] Fig. 6 is a functional block diagram of a clock recovery circuit in accordance with a second embodiment of the present system and method.

[0015] Fig. 7 is a functional block diagram of a clock recovery circuit in accordance with a third embodiment of the present system and method.

[0016] Fig. 8 is a functional block diagram of a clock recovery circuit in accordance with a fourth embodiment of the present system and method.

DETAILED DESCRIPTION

[0017] To reduce EMI, a digital system may employ a clock signal having a frequency that varies over time. That is, the digital system may impart a frequency modulation to a transmitter and/or receiver clock in the digital system. By varying the frequency of a clock signal, the spectrum of the clock signal is spread out over a frequency band so that the clock signal does not give rise to EMI that is concentrated at a particular frequency. Therefore, a signal with a narrow frequency band that is within the frequency band of the spread spectrum clock signal may be more easily discernable than it would be if the spectrum of the clock signal were concentrated at the same frequency as the narrowband signal. Moreover, spreading the spectrum of the clock signal makes it less likely for a narrowband signal in the clock signal's frequency band to significantly interfere with the clock signal.

[0018] One way in which a spread spectrum clock signal is
generated is by application of a triangular frequency modulation to the clock signal. Fig. 1 is a graph showing a triangular frequency modulation that may be applied to a clock signal. In Fig. 1, the frequency varies from a peak frequency to a frequency that is lower than the peak frequency by 5000ppm (parts per million). The modulation is periodic and has a period in the range of 30µs-33µs.

[0019] In the case of modulating only one of a transmitter and receiver clock according to the modulation in Fig. 1 and maintaining the other clock at the peak frequency, the modulation shown in Fig. 1 also represents the frequency offset over time between the transmitter clock and the receiver clock. In any event, the triangular frequency modulation shown in Fig. 1 is merely illustrative.

[0020] In one embodiment of the present system and method, a frequency modulation is imparted to the transmitter clock and to the receiver clock such that the frequency offset between the transmitter clock and the receiver clock, and thereby the frequency offset between the transmitted data signal and the receiver clock, exhibits a trapezoidal waveform pattern. To illustrate how such trapezoidal frequency offset is achieved, reference is made to Figs. 2A, 2B, and 2C.

[0021] Fig. 2A is a graph showing a triangular frequency modulation as applied to a transmitter clock. Fig. 2B is a graph showing a triangular frequency modulation as applied to a receiver clock. When the modulations depicted in Figs. 2A and 2B are offset from each other in time (as shown), the effective frequency offset between the transmitter clock and the receiver clock traces a trapezoidal waveform. Fig. 2C is a graph showing the frequency offset between a transmitter clock that is modulated as shown in Fig. 2A and a receiver clock that is modulated as shown in Fig. 2B.

[0022] For purposes of this description, embodiments of the
present system and method will be described in the context of the trapezoidal frequency offset depicted in Fig. 2C. However, in view of this description those skilled in the art will readily appreciate the wide range of frequency offset waveforms to which the present system and method can be applied. For example, a modulation having a more complex shape than a triangular waveform may be applied to the transmitter or receiver clock, thereby resulting in a frequency offset waveform that has a more complex shape than a triangular or trapezoidal waveform.

Fig. 3 illustrates a communication system 300 having a data transmitting device 301 and a data receiving 302 device coupled via a communication channel 303. The data transmitting device 301 includes at least one transmitter 301a that sends a data signal to the communication channel 303 according to a transmitter clock (TX Clock), and the data receiving device 302 includes at least one receiver 302a that receives the data signal according to at least one clock signal 30 generated from a receiver clock (RX Clock) 15. In one embodiment, frequency modulation is applied to either or both of the TX and RX clocks to impart a frequency offset between the TX and RX clocks that varies over time.

The receiving device 302 further includes a clock recovery circuit 100 to generate the at least one recovered clock signal 30. In one embodiment, the clock recovery circuit includes a feedback circuit 48 that generates a control signal 35 and a clock generating circuit 12 that generates the at least one recovered clock signal 30 from the receiver clock 15 according to the control signal 35.

The clock recovery circuit 100 according to one embodiment uses piece-wise linear (PWL) estimation of a periodic frequency offset waveform. The waveform is considered to traverse a plurality of segments ("N" segments) in a period
of the waveform, with a ramp rate being associated with each segment. The number "N" of segments in a period may depend on the complexity of the waveform. The ramp rates of the respective segments are used to track the phase movement of the data signal and are free to vary on a segment-by-segment basis. The ramp rate associated with a particular segment is equal to the derivative of the frequency offset for the respective segment. The ramp rates may be updated iteratively. For example, each time the frequency offset waveform enters a new segment, a previously generated estimate of the ramp rate for the segment is used as an initial ramp rate value for the segment. As the waveform traverses the segment during a given period (or "iteration"), the ramp rate value for that segment is refined and the estimate for the ramp rate determined at the end of the segment is used as the initial ramp rate value for the same segment during a succeeding iteration.

[0026] Fig. 4 is a graph illustrating how a period of the frequency offset waveform depicted in Fig. 2C is partitioned into "N" segments in accordance with an embodiment. In particular, the figure depicts the segmentation of a period "K" of the frequency offset waveform. A period "K-I" precedes period "K" and a period "K+1" succeeds period "K." The segmentation depicted in Fig. 4 is the segmentation referred to in connection with the following description of the embodiments of Figs. 5-8.

[0027] Referring now to Fig. 5, there is shown a functional block diagram of a clock recovery circuit 400 in accordance with a first embodiment of the present system and method. Clock recovery circuit 400 corresponds to clock recover circuit 100 of Fig. 3. As can be seen from Fig. 5, the circuit 400 includes a clock generating circuit 12 to generate at least one recovered clock signal 30 from a receiver clock signal 15. In one embodiment, the clock generating circuit
includes a core loop 10 that generates a multiple of core signals 20 according to the receiver clock signal 15, and a phase digital-to-analog converter (phase DAC) 25 to generate a multiple of recovered clock signals 30 from the core signals. The core loop 10 may include a multi-phase phase locked loop (not shown) to generate the core signals 20 as periodic signals having the same frequency as the receiver clock signal but varying in phase from signal-to-signal. The core signals are passed to the phase DAC 25, which uses the core signals to generate the recovered clock signals 30 according to a digital phase estimation signal 35. The recovered clock signals have fine phase resolution and are periodic signals used to sample the data 5 at its transitions (for timing recovery) and at its midpoints (for data recovery). Since the recovered clock signals 30 are collectively operable to sample the incoming data 5 in the same way that a clock synchronous with the data would sample the data, the recovered clock signals are said to collectively make up a single "recovered clock."

[0028] It is noted that the core signals 20 and recovered clock signals 30 are analog signals, and that the digital phase estimation signal 35 is passed to the phase DAC via a digital bus. In this regard, the digital phase estimation signal is used in conjunction with the core signals to generate recovered clock signals that correspond to the circuit's estimation of the phase of the incoming data. Thus, it is said that the phase DAC "converts" the digital phase estimation signal 35 from a digital phase to an analog phase. In one embodiment, the phase DAC is a phase shifter that shifts the phase of the core signals 20 in response to the phase estimation signal 35. The phase shifter may be implemented through use of a phase interpolator and/or variable delay line.

[0029] The recovered clock signals 30 generated by the
phase DAC 25 are passed to a phase detector (PD) 40, which samples the incoming data 5 with the recovered clock signals 30 to recover data and to generate a phase error signal 45, the phase error signal indicating whether the recovered clock signals are relatively early, relatively late, or closely aligned with respect to the incoming data signal.

[0030] The phase error signal 45 is, in turn, passed through feedback circuitry 48 that uses the phase error signal 45 to generate a value, by which the digital phase estimation signal 35 is updated to better align the digital phase estimation signal 35 with the incoming data signal.

[0031] The feedback circuitry 48 through which the phase error signal 45 is passed includes multiplication blocks 50, 55, and 125. The multiplication blocks 50, 55, and 125 multiply the phase error signal by respective mathematical constants "Kp," "Kr," and "K_f". The feedback circuitry 48 further includes an accumulator 70 associated with the multiplication block 50, an accumulator 75 associated with the multiplication block 55, and accumulators 120i through 120n associated with the multiplication block 125. Each accumulator includes a delay element (Z^-1) having its output fed back to its input such that the element's output signal is added to the element's input signal and the result is stored as the new element output signal. In one embodiment, the accumulators are implemented as clocked storage elements.

[0032] Accumulator 70 is designated as a "phase accumulator" because its output is proportional to the difference between the phase of the incoming data signal 5 and the phase of the receiver clock signal 15 when the system is in lock. Accumulator 75 is designated the "frequency accumulator" because its output is proportional to the difference between the frequency of the incoming data signal and the frequency of the receiver clock signal when the system
is in lock. Accumulators $120_i-120_N$ are designated "rate accumulators" because, when the system is in lock, each accumulator's output is proportional to the rate of change of the frequency offset between the incoming data signal and the receiver clock signal for the accumulator's respective time segment.

[0033] It should be noted that in the context of the present system and method, the term "in lock" means that the phase of the recovered clock is tracking the phase of the incoming data signal, as determined by the transmitter clock, such that the recovered clock correctly samples the incoming data. That is, the recovered clock is in synchronism with the data intervals of the incoming data.

[0034] Referring again to Fig. 5, it can be seen that the circuit 400 includes "N" rate accumulators (accumulators $120_i$, $120_2$ ... $120_N$), one for each segment of the frequency offset waveform. The phase error signal is supplied to the input of each of the rate accumulators $120_i$-$120_N$ via the multiplication block 125 which multiplies the phase error $45$ by a constant "$K_R$." As the frequency offset waveform enters a segment, the rate accumulator corresponding to the segment is switched into the circuit and the remaining rate accumulators are switched out of the circuit. Thus, at any given point in the offset waveform only one of the accumulators $120_i$, $120_2$ ... $120_N$ is coupled to summer 105, and to the output of multiplier 125. All other rate accumulator inputs are connected to zero so that each of these accumulators retains its accumulated value during the time it is switched out of the circuit and until it is switched back into the circuit during the next iteration. Thus, each time an accumulator is switched back into the circuit the accumulator's initial value will be the value the accumulator had stored at the time it was switched out of the circuit during the prior iteration.
[0035] In one embodiment, a single most significant bit (MSB) of the frequency accumulator 75 represents an estimate of the polarity of the frequency offset. The MSB is a "0" when frequency offset is negative and a "1" when it is positive. Thereby, the MSB produces a square wave having the same period as the trapezoidal waveform of Fig. 2C and tracks the phase of the trapezoidal waveform of Fig. 2C. The clock recovery circuit 400 further includes a digital phase locked loop (DPLL) 130 to synchronize the switching amongst accumulators 120i-120_N with the frequency offset waveform. The MSB of the frequency accumulator 75 is a square wave that is input to the DPLL 130.

[0036] FIG. 5A shows an example of a data structure for the phase accumulator output of DPLL 130. As can be seen from FIG. 5B, the result includes a most significant bit (MSB) 500. The output of the DPLL includes a plurality of bits ("P" bits) 502 and a plurality of most significant bits ("M" MSBs) 504 among the plurality of "P" bits, wherein M < P. Thus, MSB 500 is the most significant of the "M" MSBs. Accordingly, the most significant bit of the DPLL output is a square wave that matches the square wave at the input of the DPLL in phase and frequency. In this manner, the most significant bit of the DPLL output is a square wave that is at a logic level "0" when the frequency offset is negative and a logic level "1" when the frequency offset is positive. Thus, DPLL 130 is phase locked to the frequency offset waveform as provided from accumulator 75.

[0037] An embodiment of DPLL 130 is shown in Fig. 5B. As can be seen from Fig. 5B, the DPLL includes a digital phase and frequency detector 200, a digital phase accumulator 205, a digital frequency accumulator 210, multipliers 215 and 220, and an adder 225. The inputs to detector 200 are the MSB of the frequency accumulator 75 and the MSB 500 of digital phase
accumulator 205. The output of the digital phase accumulator 205 is the same as the output of the DPLL 130. The digital phase and frequency detector 200 compares the input of the DPLL to the first MSB 500 of the output of the digital phase accumulator 205 to generate a phase error signal 202 which is input to multipliers 215 and 220. Multiplier 220 multiplies the phase error signal 202 by a constant "Kj" and outputs the multiplied value to the digital frequency accumulator 210. Multiplier 215 multiplies the phase error signal 202 by a constant "Ki" and outputs the multiplied value to the adder 225. Adder 225 adds the output of multiplier 215 to the output of the digital frequency accumulator 210 and passes the result to the digital phase accumulator 205. In this manner, the DPLL tracks the phase of the frequency offset waveform (e.g. the waveform of Fig. 2C). Since the DPLL's phase accumulator 205 traverses between "0" and its maximum binary code in a time equal to the period of the frequency offset waveform, the most significant bits (MSBs) 504 of the phase accumulator's binary code can be observed to determine when one of the "N" segments of the waveform ends and the next segment of the waveform begins. For example, if 256 segments are to be used (N=256), the 8 MSBs of the DPLL phase accumulator's binary code can be observed to determine when one segment ends and the next segment begins. That is, each change of an MSB indicates a segment change. In general, when the MSBs of the phase accumulator's binary code are to be used for switching synchronization, the number "M" of the MSBs that must be monitored is related to the number of segments by the following equation: \( M = \log_2 N \) (where "M" is the number of MSBs that must be monitored and "N" is the number of segments). In this manner, the switching amongst accumulators 120i-120N can be keyed to these MSBs to insure that for a given segment the corresponding one of the rate accumulators 120i-120N is
switched into the circuit.

[0038] Referring back to FIG. 5, summer 105 adds the output of the selected rate accumulator 120₁, 120₂, ..., or 120ₙ to the output of multiplication block 55.

[0039] The output of summer 105 is passed to accumulator 75. The output of accumulator 75 is, in turn, passed to a summer 110 which adds the output of accumulator 75 to the output of multiplication block 50. The output of summer 110 serves as the input to accumulator 70.

[0040] The output of accumulator 70 is a binary number proportional to the difference between the phase of the incoming data signal and the phase of the receiver clock signal (equivalently the core signals) when the system is in lock. It is an indication of how the phase of the recovered clock should be adjusted (in relation to the receiver clock) to match the phase of the incoming data. The output of accumulator 70 is passed to a coder 115. The coder encodes the binary output of accumulator 70 into a format that is compatible with the phase DAC. The output of the coder is the digital phase estimation signal 35.

[0041] Referring now to Fig. 6, there is shown a functional block diagram of a clock recovery circuit 402 in accordance with a second embodiment of the present system and method. Clock recovery circuit 402 corresponds to clock recovery circuit 100 of Fig. 3. In the Fig. 6 embodiment, a single rate accumulator 135 is used in conjunction with a frequency offset derivative table 140. The frequency offset derivative table is a data table that is stored in a memory of the circuit. It includes "N" entries, one for each segment of the frequency offset waveform. The "N" entries are the respective last-known-estimates of the ramp rates (frequency offset derivatives) for the "N" segments of the frequency offset waveform. Each time a new segment of the waveform is entered
the previously stored last-known-estimate of the ramp rate for that segment is written from the frequency offset derivative table to the rate accumulator 135. The last-known-estimate that has been loaded from the table is then used as the initial value of accumulator 135 for the segment. Upon completion of the segment, the table entry for the segment is updated by overwriting the frequency offset derivative table entry for the segment with the current rate accumulator value. In this manner, the initial accumulator value for the segment during the following iteration is set to the final accumulator value for the segment during the current iteration. Thereby, the ramp rate estimate for each segment is improved over time.

[0042] The read/write accesses of the frequency offset derivative table must be synchronized with the frequency offset waveform. Such synchronization is achieved through the use of DPLL 130 having a digital phase accumulator 205. As in the case of the Fig. 5 embodiment, the MSBs of the DPLL phase accumulator's binary code are observed to determine when one segment ends and the next segment begins. In the Fig. 6 embodiment, a change in an MSB indicates that the rate accumulator value for the ending segment should be written from the accumulator to the frequency offset derivative table and that the last-known-estimate for the beginning segment should be written from the frequency offset derivative table to the accumulator. When the MSBs of the phase accumulator's binary code are to be used for switching synchronization, the number of MSBs that must be monitored is related to the number of segments by the following equation: \( M = \log_2 N \) (where "M" is the number of MSBs that must be monitored and "N" is the number of segments). For example, if 256 segments are to be used (N=256), 8 MSBs (\( \log_2 256 \)) of the accumulator's binary code must be observed. A decoder (not shown) converts the binary signals to a code that is appropriate for selecting memory
entries for reading and writing.

[0043] A respective circuit element in Fig. 6 that also appears in Fig. 5 may perform the same function in each of the embodiments illustrated in Fig. 5 and Fig. 6.

[0044] Referring now to Fig. 7, there is shown a functional block diagram of a clock recovery circuit 404 in accordance with a third embodiment of the present system and method. Clock recovery circuit 404 corresponds to clock recover circuit 100 of Fig. 3. The embodiment of Fig. 7 is similar to the embodiment of Fig. 6, the exceptions being that an adaptation block 145 has been added and the multiplication block 50 of Fig. 6 has been replaced by a multiplication block 150 that is responsive to the adaptation block 145. The adaptation block is a device for varying the value of the constant "K_P," the constant by which the multiplication block 150 multiplies the phase error signal. For instance, the adaptation block may send a signal to the multiplication block to increase the value of "K_P" when a non-lock condition is detected by the adaptation block. Such an increase in the value of "K_P" has the effect of increasing the tracking bandwidth of the phase accumulator loop formed by phase detector 40, multiplier 150, adder 110, phase accumulator 70, coder 115, and phase DAC 25 so that the circuit 404 can lock onto the data signal phase before the ramp rate estimates have been properly determined. After the circuit is locked, the ramp rate estimates eventually settle to their proper values, and the adaptation block may then lower the value of "K_P" to reduce the amount of phase noise contributed by the phase accumulator loop. The existence of this tradeoff between tracking bandwidth and phase noise in the phase accumulator loop is well known to those skilled in the art.

[0045] In an alternative embodiment, the adaptation block may vary "K_F" instead of, or in addition to, "K_P."
One way in which the adaptation block can detect a non-lock condition is by monitoring the time history of the phase error signal. A monotonic phase error signal indicates a non-lock condition. Another way in which the adaptation block can detect a non-lock condition is by monitoring the DPLL 130. If the DPLL 130 is out of lock, then the clock recovery circuit 404 is out of lock. In view of the present disclosure, one skilled in the art will readily appreciate the many alternative techniques by which the adaptation block can detect the lock condition.

A respective circuit element in Fig. 7 that also appears in Figs. 5 and 6 may perform the same function in each of the Fig. 5, 6, and 7 embodiments.

Referring now to Fig. 8, there is shown a functional block diagram of a clock recovery circuit 406 in accordance with a fourth embodiment of the present system and method. Clock recovery circuit 406 corresponds to clock recovery circuit 100 of Fig. 3. The embodiment of Fig. 8 is the same as the embodiment of Fig. 6 with the exceptions that the embodiment of Fig. 8 does not include a multiplication block 125, accumulator 135 and frequency offset derivative table 140, but rather, includes a frequency offset table 155, a subtractor 160 and a multiplier 165. The frequency offset table is a data table that is stored in a memory of the circuit. It includes "N" entries, one for each segment of the frequency offset waveform. The "N" entries are the respective last-known-estimates of the frequency offset for the "N" segments of the frequency offset waveform. This stands in contrast to the Fig. 6 embodiment, wherein the "N" entries are the respective last-known-estimates of the derivative of the frequency offset for the "N" segments of the frequency offset waveform. In the Fig. 8 embodiment, the "N" entries are frequency offset values as indicated at the output of the
frequency accumulator 75, and they are values as measured at the end of their respective segments. More particularly, each time a segment of the waveform is completed, the frequency offset currently indicated at the output of accumulator 75 is written into the frequency offset table as the segment's corresponding entry. The frequency table entries are used to compute waveform ramp rate estimates for each segment.

[0049] In the Fig. 8 embodiment, the waveform ramp rate for a given segment is estimated by subtracting the frequency offset table entry for the immediately preceding segment from the frequency offset table entry for the given segment and multiplying the result by "N" times the frequency of the DPLL. For example, to estimate the ramp rate of the "Nth" segment, subtractor 160 subtracts the table entry for segment "N-I" from the table entry for segment "N" and multiplier 165 multiplies the result of the subtraction by "N" times the frequency estimated by the DPLL 130. Thereby, a piece-wise linear estimate of the waveform ramp rate is generated.

[0050] In an alternative of the Fig. 8 embodiment, a higher order polynomial estimate is generated to estimate the change in the frequency offset over time. In such embodiment, three or more entries in the frequency offset table are used in a "curve-fitting" operation to generate a curve that describes the frequency offset over time. The curve is then used to determine how the frequency offset varies over time. Implementing such a curve-fitting scheme may be desirable for purposes of reducing the number of points required to accurately estimate the frequency offset waveform, or for providing an estimate that is more accurate than a piece-wise estimate for a fixed number of points, particularly if the waveform is known to have a shape that is closely approximated by a polynomial of a given order.
In any event, the entries in the frequency offset table are updated during each iteration or period of the frequency offset waveform. Accordingly, upon completion of a segment the table entry for the segment is updated by overwriting the entry with the current value of accumulator 75. In this manner, the initial table entry for the segment during the following iteration is set equal to the final value of the frequency accumulator during the current iteration. Thereby, the frequency offset estimate for each segment, and therefore the ramp rate estimate for each segment, is improved over time.

It should be noted that the amount of memory required to store the frequency offset table 155 may be reduced by performing a subtraction operation before writing values to the table, e.g. by storing the difference between the current and previous frequency offset estimates instead of storing the current frequency offset estimate. When implemented in this manner, the values stored in the table 155 are average frequency ramp rates. That is, for each segment, the value stored in table 155 is the average ramp rate for the segment. By contrast, the ramp rates stored in table 140 of Figs. 6 and 7 are instantaneous ramp rates, each stored value corresponding to the ramp rate at the end of the respective segment.

The read/write accesses of the frequency offset table must be synchronized with the frequency offset waveform. Such synchronization is achieved through the use of DPLL 130. As in the case of the embodiments of Figs. 5-7, the MSBs of the DPLL phase accumulator's binary code are observed to determine when one segment ends and the next segment begins. In the Fig. 8 embodiment, a change in an MSB indicates that the frequency offset value for the ending segment should be written from accumulator 75 to the frequency offset table.
Further, the change in an MSB indicates that the frequency offset value for the ending segment should be subtracted from the last-known-estimate for the beginning segment and multiplied by the "$N$" times the DPLL frequency to generate the ramp rate estimate for the beginning segment.

[0054] When the MSBs of the phase accumulator's binary code are to be used to synchronize switching and ramp rate estimate generation, the number of MSBs that must be monitored is related to the number of segments by the following equation: 

\[ M = \log_2 N \] (where "$M$" is the number of MSBs that must be monitored and "$N$" is the number of segments).

[0055] A respective element in Fig. 8 that also appears in Figs. 5, 6, and 7 may perform the same function in each of the Fig. 5, 6, 7, and 8 embodiments.

[0056] As these and other variations and combinations of the features discussed above can be utilized without departing from the present invention as defined by the claims, the foregoing description of the one embodiments should be taken by way of illustration rather than by way of limitation of the invention as defined by the claims.
CLAIMS:

1. A method of clock recovery, comprising the steps of:
   receiving a data signal that is associated with a transmitter clock signal;
   deriving at least three estimates of a rate of change of a frequency offset between the frequency of the transmitter clock signal and the frequency of a receiver clock signal;
   deriving a control signal based at least m part on the at least three estimates;
   adjusting the phase of a recovered clock signal according to the control signal; and
   sampling the data signal according to the recovered clock signal.

2. The method as claimed in claim 1, wherein the frequency offset between the frequency of the transmitter clock signal and the frequency of the receiver clock signal varies according to a periodic waveform.

3. The method as claimed in claim 2, wherein the frequency offset between the frequency of the transmitter clock signal and the frequency of the receiver clock signal varies according to a trapezoidal waveform.

4. The method as claimed in claim 2, wherein for each period of the waveform the estimates are associated with respective segments of the period.
5. A clock recovery circuit, comprising:
   a circuit to receive a data signal that is associated with a transmitter clock signal;
   a circuit to derive at least three estimates of a rate of change of the frequency offset between the frequency of the transmitter clock signal and the frequency of a receiver clock signal;
   a circuit to produce a control signal based at least in part on the at least three estimates; and
   a circuit to adjust the phase of a recovered clock signal according to the control signal, the recovered clock signal being provided to the circuit to receive the data signal.

6. The clock recovery circuit as claimed in claim 5, wherein the frequency offset between the frequency of the transmitter clock signal and the frequency of the receiver clock signal varies according to a periodic waveform, and the estimates are associated with respective segments of a period of the periodic waveform.

7. The clock recovery circuit as claimed in claim 6, wherein the circuit for deriving at least three estimates comprises a memory storing therein a data table, a respective entry in the data table being used to derive a respective estimate.

8. The clock recovery circuit as claimed in claim 7, further comprising a digital phase locked loop that is phase locked to the frequency offset waveform and provides a switching signal for selecting a respective table entry for deriving a respective estimate.
9. The clock recovery circuit as claimed in claim 1, wherein the respective entry in the data table includes data selected from the group consisting of:

- a previously derived frequency derivative value corresponding to a respective segment in a period of the periodic waveform;
- a frequency offset value corresponding to a respective segment in a period of the periodic waveform; and
- a difference between a frequency offset value near a beginning of a respective segment and a frequency offset value near an end of the respective segment in a period of the periodic waveform.

10. The clock recovery circuit as claimed in claim 5, wherein the circuit to derive the at least three estimates comprises at least three accumulators, each accumulator being used to derive a respective estimate.

11. The clock recovery circuit as claimed in claim 10, further comprising a digital phase locked loop that is phase locked to the frequency offset waveform and that provides a switching signal for selectively coupling the inputs and outputs of the accumulators to the circuit to produce a control signal.

12. The clock recovery circuit as claimed in claim 5, wherein the circuit for deriving a control signal includes a phase detector for detecting a phase error between the data signal and the recovered clock signal, and wherein the control signal is derived on the basis of the phase error and the estimates.
13. The clock recovery circuit as claimed in claim 12, further comprising one or more multiplication blocks for multiplying the phase error by respective constants, and an adaptation block for varying one or more of the constants according to a signal external to the adaptation block.

14. A clock recovery circuit, comprising:
- a clock generating circuit to produce at least one recovered clock signal from a receiver clock signal according to a control signal;
- a phase detector to generate a phase error signal indicating a phase relationship between an incoming data signal and the at least one recovered clock signal;
- feedback circuitry to receive the phase error signal, to derive a plurality of estimated values of a rate of change of a frequency offset between the frequency of the incoming data signal and the frequency of the receiver clock signal, and to generate the control signal based at least in part on the plurality of estimated values, the plurality of estimated values corresponding to different time segments.

15. The clock recovery circuit of claim 14, wherein the feedback circuitry derives the estimated values based on stored data entries, a respective stored data entry being associated with a respective time segment and being selected from a group consisting of a last-known estimate of the rate of change of the frequency offset for the respective segment, a last-known estimate of the frequency offset for the respective segment, and the difference between a last-known estimate of the frequency offset for the respective segment and a last-known estimate for the frequency offset for a preceding segment.
16. The clock recovery circuit of claim 15, wherein feedback circuitry is to update the stored data entries periodically.

17. A method of clock recovery, comprising the steps of:
   generating at least one recovered clock signal from a receiver clock signal, the recovered signal having a first frequency,
   sampling a data signal according to the at least one recovered clock signal, the data signal having a second frequency that is offset from the first frequency by a frequency offset, the frequency offset varying over time and following a substantially periodic waveform; and
   controlling a phase of the at least one recovered clock signal based at least in part on a plurality of estimated values of a derivative of the frequency offset, the plurality of estimated values corresponding to respective time segments in a period of the periodic waveform.

18. The method of claim 17, further comprising:
   generating a phase error signal indicating a phase relationship between the data signal and the at least one recovered clock signal; and
   deriving the plurality of estimated values based at least in part on the phase error signal.

19. The method of claim 18, wherein the estimated values are iteratively derived in a feedback circuit receiving the phase error signal.

20. The method of claim 19, wherein stored data entries are used to derive the estimated values during each iteration, a respective stored data entry being associated with a respective time segment and being selected from a group
consisting of a last-known estimate of the rate of change of the frequency offset for the respective segment, a last-known estimate of the frequency offset for the respective segment, and the difference between a last-known estimate of the frequency offset for the respective segment and a last-known estimate for the frequency offset for a preceding segment.

21. The method of claim 20, further comprising updating the stored data entries during each iteration.

22. A communication system, comprising:

   a transmitter to transmit a data signal according to a transmitter clock; and

   a receiver to receive the data signal according to at least one recovered clock, the at least one recovered clock being generated from a receiver clock according to a control signal, the receiver clock having a frequency offset from the transmitter clock, the frequency offset varying over time and following a substantially periodic waveform; the control signal being based at least in part on a plurality of estimated values of a rate of change of the frequency offset, the plurality of estimated values corresponding to respective ones of a plurality of time segments in a period of the periodic waveform.

23. The communication system of claim 22, wherein the plurality of estimated values includes at least three estimated values.

24. The communication system of claim 23, wherein the receiver is to generate a phase error signal indicating a phase relationship between the data signal and the recovered
clock signal and to iteratively derive the plurality of estimated values using the phase error signal.

25. The communication system of claim 24, wherein the receiver is to use stored data entries to derive the estimated values during each iteration, a respective stored data entry being associated with a respective time segment and being selected from a group consisting of a last-known estimate of the rate of change of the frequency offset for the respective segment, a last-known estimate of the frequency offset for the respective segment, and the difference between a last-known estimate of the frequency offset for the respective segment and a last-known estimate for the frequency offset for a preceding segment.

26. The communication system of claim 25, wherein the receiver is to update the stored data entries during each iteration.
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