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DESCRIPTION

[0001] In image compression methods such as Motion Picture Experts Group (MPEG)-1, 

MPEG-2, MPEG-4 and H.264/MPEG-4 Advanced Video Coding (AVC), one picture is divided 

into macroblocks to encode an image. Then, the respective macroblocks are encoded using 

inter prediction or intra prediction.

[0002] In intra prediction, a block of a current picture is encoded not using a reference picture, 

but using values of pixels spatially adjacent to the current block. An intra prediction mode with 

little distortion is selected by comparing with an original macroblock by using the adjacent pixel 

values. Then, using the selected intra prediction mode and the adjacent pixel values, prediction 

values of the current block are calculated. And a difference between the prediction values and 

pixels values of the original current block is calculated and then encoded through transform 

coding, quantization and entropy coding. The intra prediction mode is also encoded.

[0003] Intra prediction modes are generally classified into 4x4 intra prediction mode, 8x8 intra 

prediction mode and 16x16 intra prediction mode for luminance components and chrominance 

components.

[0004] In 16x16 intra prediction mode according to related art, there are four modes of a 

vertical mode, a horizontal mode, a direct current (DC) mode and a plane mode.

[0005] In 4x4 intra prediction mode according to related art, there are nine modes of a vertical 

mode, a horizontal mode, a DC mode, a diagonal down-left mode, a diagonal down-right 

mode, a vertical right mode, a vertical left mode, a horizontal-up mode and a horizontal-down 

mode.

[0006] Each prediction mode has indexed according to the frequency of use of the respective 

modes. The vertical mode that is mode 0 shows the highest possibility of being used most 

frequently for performing intra prediction on a target block, and the horizontal-up mode that is 

mode 8 shows the highest possibility of being used most infrequently.

[0007] According to H.264 standards, a current block is encoded using a total of 13 modes, 

that is, 4 modes of the 4x4 intra prediction mode and 9 modes of the 16x16 intra prediction 

mode. A bit stream of the current block is generated according to an optimal mode among 

these modes.

[0008] However, when some or all values of pixels adjacent to the current block do not exist or 

are not encoded before, it is impossible to apply some or all of the intra prediction modes. Also, 

when a difference between adjacent reference pixels is large, a difference between a 

prediction block and an original block becomes large. Therefore, new technique is required to 

reduce the difference between the original block and the prediction block generated based on 

positions of reference pixels used for generating the prediction block.
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[0009] EP 2 557 797 A2 discloses a method and apparatus for performing intra-prediction 

using adaptive filter. The method for performing intra-prediction comprises the steps of: 

determining whether or not to apply a first filter for a reference pixel value on the basis of 

information of a neighboring block of a current block; applying the first filter for the reference 

pixel value when it is determined to apply the first filter; performing intra-prediction on the 

current block on the basis of the reference pixel value; determining whether or not to apply a 

second filter for a prediction value according to each prediction mode of the current block, 

which is predicted by the intra-prediction performance on the basis of the information of the 

neighboring block; and applying the second filter for the prediction value according to each 

prediction mode of the current block when it is determined to apply the second filter.

[0010] ANONYMOUS, "Test Model under Consideration", 2. JCT-VC MEETING; 21-7-2010 - 

28-7-2010; GENEVA; (JOINT COLLABORATIVE TEAM ON VIDEO CODING OF ISO/IEC 

JTC1/SC29/WG11 AND ITU-T SG.16), (2010-07-28), no. JCTVC-BV205, ISSN 0000-0046, 

discloses a Test Model intended to provide a coding efficiency close to the best performing 

proposals in the subject test of the CfP submissions and also to provide a complexity point that 

is close to that of the lowest complexity submissions shown to provide substantial improvement 

of coding efficiency.

[0011] It is therefore the object of the invention to provide an improved apparatus for decoding 

an image.

[0012] This object is solved by the subject matter of the independent claims.

[0013] Preferred embodiments are defined by the dependent claims.

[0014] Examples of the present invention are directed to an apparatus for decoding an image 

for effectively reconstructing a coded image with high compression efficiency by generating or 

reconstructing a prediction block close to an original image.

[0015] One example of the present invention provides an apparatus for decoding an image, 

the apparatus including: an entropy decoder configured to restore quantized residual 

coefficients and intra prediction information; a prediction mode decoder configured to restore 

an intra prediction mode on the basis of the intra prediction information; a residual signal 

decoder configured to restore a residual block from the quantized residual coefficients; a 

reference pixel generator configured to generate reference pixels corresponding to unavailable 

reference pixels and to adaptively filter the reference pixels according to the intra prediction 

mode; a prediction block generator configured to generate a prediction block using the 

reference pixels determined by the intra prediction mode; and an image reconstructor 

configured to generate a reconstructed image using the prediction block and the residual 

block, wherein the reference pixel generator adaptively filters the reference pixels according to 

a size of the prediction block for intra prediction modes existing between a horizontal mode 

and an intra prediction mode having a direction of 45° with respect to the horizontal mode, 
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wherein, when the reference pixels are filtered for a second directional intra prediction mode, 

the reference pixels are also filtered for a first directional intra prediction mode that is closer to 

the intra prediction mode having the direction of 45° with respect to the horizontal mode than 

the second directional intra prediction mode is, wherein the second and the first directional 

intra prediction modes exist between the horizontal mode and the intra prediction mode having 

the direction of 45° with respect to the horizontal mode, wherein the number of intra prediction 

modes in which the filter is applied increases as the size of the prediction block increases, 

wherein the reference pixel generator does not filter the reference pixels of a current block 

which is smaller than a predetermined size,

wherein, when all reference pixels are unavailable, all reference pixels are set to a 

predetermined value.

[0016] An apparatus for decoding an image according to the present invention generates 

reference pixels and adaptively filters the reference pixels in order to generate a prediction 

block similar to an original block. Also, by generating or modifying the prediction block using 

reference pixels that are not used for generating the prediction block, the prediction block 

similar to an original block can be reconstructed, and an image compression can be improved.

FIG. 1 is a block diagram of a moving picture coding apparatus according to the present 

invention.

FIG. 2 is a block diagram of an intra predictor according to the present invention.

FIG. 3 is a conceptual diagram showing directional intra prediction modes according to the 

present invention.

FIG. 4 a flow chart illustrating a process of encoding an intra prediction mode of a current 

prediction unit performed in a prediction mode coder according to the present invention.

FIG. 5 is a block diagram of an intra prediction decoding apparatus according to the present 

invention.

[0017] Hereinafter, various examples for better understanding the present invention will be 

described in detail with reference to the accompanying drawings. However, the present 

invention is not limited to the examples disclosed below, but can be implemented in various 

types. Therefore, many other modifications and variations of the present invention are 

possible, and it is to be understood that within the scope of the disclosed concept, the present 

invention may be practiced otherwise than as has been specifically described.

[0018] For image coding, each picture consists of one or more slices, and each slice consists 

of a plurality of coding units. Since an image of a high-definition (HD) grade or higher has 

many smooth regions, an image compression can be improved by encoding the image with 

coding units of various sizes.
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[0019] Coding units according to the present invention have a quad tree structure and can be 

hierarchically divided using depth information. A coding unit of the largest size is referred to as 

a largest coding unit (LCU), and a coding unit of the smallest size is referred to as a smallest 

coding unit (SCU). Information relating to the LCU and the SCU may be included in a sequence 

parameter set (SPS) and transmitted.

[0020] A LCU consists of one or more coding units. The LCU has the form of a recursive 

coding tree so as to include a division structure of coding units and coding units. When the 

LCU is not divided into four coding units, the coding tree may consist of information indicating 

that the LCU is not divided and one coding unit. When the LCU is divided into four coding units, 

the coding tree may consist of information indicating that the LCU is divided and four sub­

coding trees. Likewise, each sub-coding tree has the same structure as the coding tree of the 

LCU. However, a coding unit of the SCU size is not divided into coding units.

[0021] Meanwhile, each coding unit in the coding tree is subjected to intra prediction or inter 

prediction in units of the coding units themselves or a sub-partition. A unit in which the intra 

prediction or the inter prediction is performed is referred to as a prediction unit. A size of the 

prediction unit may be 2Nx2N or NxN in intra prediction. A size of the prediction unit may be 

2Nx2N, 2NxN, Nx2N or NxN in inter prediction. Here, 2N denotes horizontal and vertical 

lengths of the coding unit.

[0022] Meanwhile, a prediction unit for intra prediction may not be a square. For example, a 

square coding unit may be divided into four hNx2N or four 2NxhN for intra prediction. In this 

case, the distance between a reference pixel and a pixel of a prediction block for intra 

prediction is reduced, such that prediction efficiency can be improved. This intra prediction 

method is short distance intra prediction (SDIP).

[0023] A coding unit includes prediction mode information and size information (partmode) of 

prediction units within the coding unit. To improve coding efficiency, the prediction mode 

information and the size information may be combined and joint-coded. In this case, each 

coding unit includes a joint-coded prediction type (pred_type)·

[0024] A coding unit includes additional information required for generating a prediction block 

of each prediction unit and a residual signal. The additional information is defined per 

prediction unit in the coding unit. In intra prediction, the additional information includes 

encoded intra prediction information. In inter prediction, the additional information includes 

encoded motion information. The motion information includes a motion vector and a reference 

picture index.

[0025] A residual signal is included in each coding unit. A residual signal includes one 

transform tree, one luminance residual signal carrier and two chrominance residual signal 

carriers. The residual signal carriers include encoded residual information on one or more 

transform units. The largest size of the transform unit is equal to or smaller than the size of the 

coding unit. The transform unit may have the same size as the largest transform unit or a sub-
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transform unit of the largest transform unit.

[0026] The transform tree includes information indicating a division structure of the transform 

unit for the residual signal included in the coding unit. Also, the transform tree includes 

information indicating whether or not a residual signal of each transform unit is 0.

[0027] The residual signal carrier carries encoded residual information on transform units 

corresponding to the information indicating the division structure in the transform tree in units 

of coding units.

[0028] Although the above description has been made of only a prediction unit obtained by 

equally dividing a coding unit, unequal division is also possible. In other words, for compressing 

a residual signal, it may be more effective to unequally divide an image signal in a specific 

direction according to a boundary of an image and perform intra or inter prediction.

[0029] The simplest adaptive mode is to divide a coding unit into two blocks using a straight 

line so as to extract statistical dependency of a prediction region on local topography. A 

boundary of an image is matched to straight line and divided. In this case, dividable directions 

may be limited to a predetermined number. For example, a method of dividing a block may be 

limited to four directions of horizontal, vertical, upward diagonal and downward diagonal 

directions. Also, the division may be limited to the horizontal and vertical directions only. The 

number of dividable directions can be three, five, seven and so on. The number of dividable 

directions may vary according to a size of the block. For example, for a coding unit of a large 

size, the number of dividable directions may be relatively increased.

[0030] In inter prediction, when one coding unit is divided into two prediction units for more 

adaptive prediction, motion estimation and motion compensation should be performed on each 

of prediction units. After prediction blocks are derived from the respective two prediction units 

divided from the one coding unit, the two prediction blocks may be added to generate the 

prediction block having the same size as the coding unit. In this case, to reduce difference 

between pixel values on both sides of a division boundary of the prediction block of the coding 

unit size, pixels positioned at the division boundary may be filtered. The prediction block may 

be generated such that the prediction blocks corresponding to the respective prediction units 

overlap, and the overlapping boundary portion may be smoothed to generate the one 

prediction block.

[0031] FIG. 1 is a block diagram of a moving picture coding apparatus according to the 

present invention.

[0032] Referring to FIG. 1, a moving picture coding apparatus 100 according to the present 

invention includes a picture divider 110, a transformer 120, a quantizer 130, a scanner 131, an 

entropy coder 140, an intra predictor 150, an inter predictor 160, an inverse quantizer 135, an 

inverse transformer 125, a post-processor 170, a picture storage 180, a subtracter 190 and an 

adder 195.
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[0033] The picture divider 110 analyzes an input video signal to divide each LCU of a picture 

into one or more coding units each of which has a predetermined size, determines prediction 

mode of each coding unit, and determines size of prediction unit per each coding unit. The 

picture divider 110 sends the prediction unit to be encoded to the intra predictor 150 or the 

inter predictor 160 according to the prediction mode. Also, the picture divider 110 sends the 

prediction units to be encoded to the subtracter 190.

[0034] The transformer 120 transforms a residual block which is a residual signal between an 

original block of an input prediction unit and a prediction block generated by the intra predictor 

150 or the inter predictor 160. Preferably, the residual block consists of coding unit. The 

residual block may be divided into optimal transform units and transformed. A transform matrix 

type may be adaptively determined according to the prediction mode (intra or inter) and the 

intra prediction mode. The transform unit may be transformed by horizontal and vertical one­

dimensional (ID) transform matrices. In inter prediction, one predetermined transform matrix is 

applied. In intra prediction, there is a high possibility that the residual block will have vertical 

directivity when the intra prediction mode is horizontal. Thus, a discrete cosine transform 

(DCT)-based integer matrix is applied to the vertical direction, and a discrete sine transform 

(DST) or Karhunen Loéve transform (KLT)-based integer matrix is applied to the horizontal 

direction. When the intra prediction mode is vertical, a DST or KLT-based integer matrix is 

applied to the vertical direction, and a DCT-based integer matrix is applied to the horizontal 

direction. Alternatively, in intra prediction, the transform matrix may be adaptively determined 

according to the size of the transform unit.

[0035] The quantizer 130 determines a quantization step size for each coding unit in order to 

quantize transform coefficients of the residual block transformed by the transform matrix. The 

quantization step size is determined per coding unit size equal to or larger than a 

predetermined size. The predetermined size may be 8*8 or 16*16. Using the determined 

quantization step size and a quantization matrix determined according to a prediction mode, 

the transform coefficients are quantized. The quantizer 130 uses quantization step sizes of the 

coding units adjacent to the current coding unit as a quantization step size predictor of the 

current coding unit. The quantizer 130 sequentially searches a left coding unit, an upper 

coding unit and an upper left coding unit of the current coding unit, determines the quantization 

step size predictor of the current coding unit using quantization step sizes of one or more valid 

coding units, and transmits a difference to the entropy coder 140.

[0036] When a slice is divided into coding units, there may be none of a left coding unit, an 

upper coding unit and an upper left coding unit of the current coding unit. On the other hand, 

there may be a previous coding unit of an LCU in a coding order. Thus, coding units adjacent 

to the current coding unit and the previous coding units may be candidates. In this case, 

priority may be sequentially given to 1) the left coding unit of the current coding unit, 2) the 

upper coding unit of the current coding unit, 3) the upper left coding unit of the current coding 

unit and 4) the previous coding unit of the current coding unit. The sequence may vary, or the 

upper left coding unit may be omitted.
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[0037] The quantized transform block is provided to the inverse quantizer 135 and the scanner 

131.

[0038] The scanner 131 scans coefficients of the quantized transform block and converts the 

coefficients of the quantized transform block into ID quantized coefficients. A coefficient 

scanning method is determined according to the prediction mode and the intra prediction 

mode. Also, the coefficient scanning method may be determined differently according to the 

size of the transform units. The scanner 131 determines whether or not to divide the quantized 

coefficient block into a plurality of subsets on the basis of a size of the current transform unit. 

When the size of the transform unit is larger than a first reference size, the quantized transform 

block is divided into a plurality of subsets. The first reference size may be 4*4 or 8*8.

[0039] The scanner 131 determines a scan pattern to be applied to the quantized coefficient 

block. In inter prediction, only one predetermined scan pattern (for example, zigzag scan) can 

be applied. In intra prediction, a scan pattern determined according to the intra prediction 

mode can be applied. The scan pattern may vary according to a directional intra prediction 

mode. Zigzag scan is applied to non-directional intra prediction modes. Anon-directional mode 

may be a direct current (DC) mode or a planar mode. The quantized coefficients are scanned 

in a reverse direction.

[0040] When the quantized coefficients are divided into the plurality of subsets, the same scan 

pattern is applied to the quantized coefficients in each subset. The plurality of subsets consist 

of one main subset and one or more residual subsets. The main subset is located at an upper 

left side and includes a DC coefficient and the one or more residual subsets cover region other 

than the main subset.

[0041] Zigzag scan may be applied to scan the subsets. The subsets may be scanned 

beginning with the main subset to the residual subsets in a forward direction, or can be 

scanned in a reverse direction. A scan pattern for scanning the subsets may be set the same 

as a scan pattern for scanning the quantized coefficients in the subsets. In this case, the scan 

pattern for the subsets is determined according to the intra prediction mode. In the mean time, 

an encoder transmits information capable of indicating a position of the last non-zero quantized 

coefficient of the transform unit to a decoder. The encoder also transmits information capable 

of indicating a position of the last non-zero quantized coefficient in each subset to the decoder.

[0042] The inverse quantizer 135 inversely quantizes the quantized coefficients. The inverse 

transformer 125 reconstructs a residual block of the spatial domain from the inversely 

quantized transform coefficients. The adder 195 generates a reconstruction block by adding 

the residual block reconstructed by the inverse transformer 125 and the prediction block from 

the intra predictor 150 or the inter predictor 160.

[0043] The post-processor 170 performs a deblocking filtering process for removing blocking 

artifact generated in a reconstructed picture, an adaptive offset application process for 

complementing a difference between the reconstructed picture and the original image per 
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pixel, and an adaptive loop filter process for complementing a difference between the 

reconstructed picture and the original image in a coding unit.

[0044] The deblocking filtering process may be applied to a boundary between predictive units 

and between transform units. The predetermined size may be 8x8. The deblocking filtering 

process includes a step of determining the boundary to be filtered, a step of determining 

boundary filtering strength to be applied to the boundary, a step of determining whether or not 

to apply a deblocking filter, and a step of selecting a filter to be applied to the boundary when it 

is determined to apply the deblocking filter.

[0045] Whether or not to apply the deblocking filter is determined according to i) whether or 

not the boundary filtering strength is greater than 0 and ii) whether or not a value indicating the 

difference between boundary pixels of two blocks (P block and Q block) adjacent to the 

boundary to be filtered is smaller than a first reference value determined according to a 

quantization parameter.

[0046] Two or more filters may exist. When an absolute value of a difference between two 

pixels adjacent to the block boundary is equal to or larger than a second reference value, a 

weak filter is selected. The second reference value is determined by the quantization 

parameter and the boundary filtering strength.

[0047] The adaptive offset application process is intended to reduce a difference (distortion) 

between a pixel in an image subjected to the deblocking filter and the original pixel. A picture or 

slice may be divided into a plurality of offset regions, and an offset mode may be determined 

per each offset region. There are four edge offset modes, two band offset modes and an offset 

non-application mode. According to each offset mode, pixels in each offset region are 

classified into a predetermined number of classes, and offset corresponding to the classified 

class is added to the pixel. In the case of an edge offset mode, a class of a current pixel is 

determined by comparing the current pixel value with pixel values of two or more pixels 

adjacent to the current pixel.

[0048] The adaptive loop filter process may be performed on the basis of a value obtained by 

comparing an original image and a reconstructed image to which the deblocking filtering 

process or the adaptive offset application process is applied. An adaptive loop filter (ALF) is 

detected through one Laplacian activity value on the basis of a 4x4 block. The determined ALF 

can be applied to all pixels included in a 4x4 block or an 8x8 block. Whether or not to apply an 

ALF may be determined according to each coding unit. A size and coefficients of a loop filter 

may vary according to each coding unit. Information indicating whether the ALF is applied to 

each coding unit, filter coefficient information, filter shape information, and so on may be 

included in a slice header and transmitted to the decoder. In the case of a chrominance signal, 

whether or not to apply the ALF may be determined in picture units. Unlike luminance, the loop 

filter may have a rectangular shape.

[0049] The picture storage 180 receives post-processed image data from the post-processor 
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170, and stores the image reconstructed in picture units. A picture may be an image in a frame 

or a field. The picture storage 180 has a buffer (not shown) capable of storing a plurality of 

pictures.

[0050] The inter predictor 160 performs motion estimation using one or more reference 

pictures stored in the picture storage 180, and determines a reference picture index indicating 

the reference pictures and a motion vector. According to the reference picture index and the 

motion vector, a prediction block corresponding to a prediction unit to be encoded is extracted 

from a reference picture selected among a plurality of reference pictures stored in the picture 

storage 150 and the extracted prediction block is output.

[0051] The intra predictor 150 performs intra prediction coding using a reconstructed pixel 

value in a picture including a current prediction unit. The intra predictor 150 receives the 

current prediction unit to be predictively encoded, selects one of a predetermined number of 

intra prediction modes, and performs intra prediction. The predetermined number of intra 

prediction modes depends on a size of the current prediction unit. The intra predictor 150 

adaptively filters reference pixels used to generate the intra prediction block. When some of 

reference pixels are not available, it is possible to generate the reference pixels at the 

unavailable positions using available reference pixels.

[0052] The entropy coder 140 entropy-codes the quantized transform coefficients quantized by 

the quantizer 130, intra prediction information received from the intra predictor 150, motion 

information received from the inter predictor 160, and so on.

[0053] FIG. 2 is a block diagram of an intra predictor 150 according to the present invention.

[0054] Referring to FIG. 2, the intra predictor 150 includes a prediction unit receiver 141, a 

reference pixel generator 142, a prediction block generator 143, a prediction block post­

processor 144, a prediction mode determiner 145 and a prediction mode coder 146.

[0055] The prediction unit receiver 141 receives a prediction unit input from a picture divider 

110. The prediction unit receiver 141 transmits size information on the received prediction unit 

to the prediction mode determiner 145 and the reference pixel generator 142, and transmits 

the prediction unit to the reference pixel generator 142 and the prediction block generator 143.

[0056] The reference pixel generator 142 determines whether reference pixels of the received 

current prediction unit are available. The reference pixels of the current prediction unit used for 

intra prediction consist of a corner reference pixel positioned at (x = -1, y = -1), 2L upper 

reference pixels positioned at (x = 0, ■■·, 2L-1, y = -1), and 2M left reference pixels positioned 

at (x = 0, y = 0, ■■■, and 2M-1). Here, L is a width of the current prediction unit, and M is a 

height of the current prediction unit.

[0057] When the reference pixels are unavailable or insufficient, reference pixels are 

generated.
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[0058] When no reference pixels are available, reference pixels are generated with a 

predetermined value.

[0059] When some of the reference pixels are unavailable, it is determined whether the 

unavailable reference pixels exist in only one direction from available pixels or between the 

available pixels.

[0060] When the unavailable reference pixels exist in only one direction from the available 

pixels, a reference block is generated by copying the value of an available pixel closest to the 

unavailable pixel. For example, when the current prediction unit is positioned at an upper 

boundary of a picture or a slice, the corner reference pixel and the upper reference pixels are 

unavailable. Thus, in this case, the corner reference pixel and the upper reference pixels can 

be generated by copying a reference pixel positioned at (x = -1, y = 0) that is the closest 

position. Alternatively, reference pixels may be generated using an available reference pixel of 

the closest position and one or more available reference pixels. For example, when the corner 

reference pixel positioned at (x=-1, y=0) and reference pixels at positions (x = 0, ■■·, and L-1, y 

= -1) are available and reference pixels at positions (x = L, ■■■, 2L-1, y = - 1) are unavailable, 

reference pixels at the unavailable positions can be generated using change in difference 

between a reference pixel value at a position (x = L-1, y = -1) and a corner reference pixel 

value or another reference pixel value.

[0061] When the unavailable reference pixels exist between the available pixels, reference 

pixels are generated using two available pixels p and q adjacent to the unavailable reference 

pixels. For example, when the corner reference pixel and L upper reference pixels positioned 

at (x = 0, ■■■, and L-1, y = -1) are unavailable, reference pixels existing between the reference 

pixel p at a position (x = -1, y = 0) and the reference pixel q at a position (x = L, y = -1) can be 

generated using the reference pixels p and q.

[0062] The generated reference pixel values may be obtained by rounding off an average of 

the reference pixel p and the reference pixel q. Also, the reference pixel values may be 

generated using change in difference between pixels values of the reference pixel p and the 

reference pixel q. In this case, the reference pixel values may be generated by linear 

interpolation determined according to positions corresponding to the pixels to be generated or 

using a weighted average of the two reference pixels.

[0063] Meanwhile, when a plurality of prediction units are on an upper side of the current 

prediction unit, there is a high possibility that a difference between boundary pixels present on 

both sides of a boundary between two of the upper prediction units will be higher than a 

difference between adjacent pixels in each upper prediction unit. This results from an error 

caused by a quantization parameter. It is highly probable that the error will occur in directional 

intra prediction modes in which a prediction block is generated using two adjacent reference 

pixels.
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[0064] In particular, the modes (mode numbers 3, 6 and 9) having a direction of 45° with 

reference to the horizontal or vertical direction of FIG. 3 are most seriously affected. In the 

vertical and horizontal modes (mode numbers 0 and 1), one pixel is used to generate a 

prediction pixel of the prediction block, and thus the vertical and horizontal modes are slightly 

affected.

[0065] For this reason, a filter (a smoothing filter) is applied to the reference pixels in the 

directional intra prediction modes 3, 6 and 9, and is not applied to the reference pixels in the 

vertical and horizontal intra prediction modes. In the DC mode among the non-directional intra 

prediction modes, the filter is not applied to reference pixels either. For these modes, whether 

or not to apply the filter may be determined regardless of the size of the current prediction unit.

[0066] In directional intra prediction modes existing between the intra prediction mode 3, 6 or 9 

and the horizontal or vertical intra prediction mode, the filter (the smoothing filter) can be 

adaptively applied to reference pixels according to the size of the prediction unit. It is 

preferable to increase a probability of applying the filter (the smoothing filter) as the direction of 

the directional intra prediction mode is relatively closer to the direction of the intra prediction 

mode having the direction of 45°. Specifically, when a first directional mode is closer in 

directivity to the intra prediction mode having the direction of 45° than a second directional 

mode, if the filter is applied to the reference pixels in the second directional mode, the filter is 

also applied to the reference pixels in the first directional mode. On the other hand, if the filter 

is applied to the reference pixels in the first directional mode, the filter may or may not be 

applied to the reference pixels in the second directional mode.

[0067] There is a high possibility that a change in difference between pixels in a prediction unit 

of a large size will be less than a change in difference between pixels in a prediction unit of a 

small size. Thus, the number of directional modes in which the filter is applied may increase or 

the stronger filter may be applied as the size of the prediction unit increases. On the other 

hand, when the prediction unit becomes smaller than a specific size, the filter may not be 

applied.

[0068] For one example, in the intra prediction mode 3, 6 or 9, a first filter may be applied to 

reference pixels of a prediction unit having a size equal to or smaller than a first size, and a 

second filter that is stronger than the first filter may be applied to reference pixels of a 

prediction unit having a size larger than the first size. The first size may vary according to 

directional prediction modes.

[0069] For another example, in the intra prediction mode 5 existing between the vertical intra 

prediction mode and the intra prediction mode 6, no filter may be applied to a prediction unit 

having a size equal to or smaller than a second size, the first filter may be applied to reference 

pixels of a prediction unit having a size larger than the second size and equal to or smaller 

than a third size, and the second filter may be applied to a prediction unit having a size larger 

than the third size. The second size and the third size may vary according to directional 

prediction modes.
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[0070] The first filter may be a 3-tap filter [1,2, 1] or a 5-tap filter [1, 2, 4, 2, 1], The second 

filter has a greater smoothing effect than the first filter.

[0071] The prediction block generator 143 generates a prediction block using reference pixels 

determined by the intra prediction mode.

[0072] In the directional intra prediction mode, the corresponding reference pixels vary 

according to the intra prediction mode. For example, in the vertical mode, L upper reference 

pixels positioned at (x = 0, ■■·, and L-1, y = -1) are used, and in the horizontal mode, L left 

reference pixels positioned at (x = -1, y = 0, ■ ■ ■, and L-1) are used.

[0073] In non-directional intra prediction mode, the corner pixel, the L upper reference pixels 

positioned at (x = 0, ■■·, and L-1, y = -1) and the L left reference pixels positioned at (x = -1, y = 

0, ■, and L-1) are used. The non-directional intra prediction mode is the DC mode or the

planar mode.

[0074] In the planar mode, a reference pixel of a prediction block is generated using the corner 

reference pixel, a left reference pixel and an upper reference pixel. When a reference pixel to 

be generated is positioned at (a, b), a prediction pixel X(a, b) is generated using the corner 

reference pixel C(x = -1, y = -1), an upper reference pixel T(x = a, y = -1) and a left reference 

pixel L (x = -1, y = b). Specifically, X(a, b) may be L(x = -1, y = b)+T(x = a, y = -1 )-C(x = -1, y = 

-1).

[0075] In the intra prediction mode existing to the right side of the vertical mode (mode number 

is 0) of FIG. 3, a possibility that differences between pixels of a lower left region of the 

generated prediction block and corresponding pixels of the original prediction unit will increase 

if the prediction block is generated using only upper reference pixels. However, when a 

prediction block is generated using upper reference pixels and left reference pixels, the 

difference can be reduced. This effect is greatest in the intra prediction mode 6. Also in intra 

prediction modes existing under the horizontal mode (mode number is 1) of FIG. 3, same 

method may be applied, and the effect is greatest in the intra prediction mode 9.

[0076] Thus, in the intra prediction mode 6 or 9, a prediction pixel may be generated using 

corresponding (for example, positioned at 45° of the prediction pixel) one upper interpolation 

reference pixel and one left interpolation reference pixel. The prediction pixel may be 

generated by linear interpolation of the one upper interpolation reference pixel and the one left 

interpolation reference pixel or using an average that is rounded off. Likewise, in a 

predetermined number of intra prediction modes adjacent to mode 6 or 9, a prediction block 

can be generated using the left reference pixels and the upper reference pixels. For example, 

in intra prediction mode 6 or a mode belonging to the predetermined number of (for example, 

four) prediction modes adjacent to mode 6, the left reference pixels and the upper reference 

pixels can be used to generate a prediction block. In this case, to reduce complexity, the 

aforementioned method may not be applied in intra prediction modes having mode numbers 
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greater than a predetermined mode number (for example, 9 or 17). Also, the method may be 

applied to only a current prediction unit having a size equal to or larger than a predetermined 

size. The predetermined size is 8x8 or 16x16.

[0077] The prediction block post-processor 144 adaptively filters the prediction block 

generated by the prediction block generator 143. To reduce differences between a reference 

pixel and pixels adjacent to the reference pixel, the prediction block post-processor 144 

adaptively filters some or all pixels adjacent to the reference pixel block according to the intra 

prediction mode. The pixels adjacent to the reference pixel exist in the prediction block.

[0078] In the planar mode, the pixels adjacent to the reference pixel are generated using the 

reference pixel, and thus no filter is applied.

[0079] In the DC mode, an average of reference pixels is used, and thus a filter is applied. 

Different type of filter can be used according to the size of the prediction unit. For a prediction 

unit of a large size, a filter that is the same as used in a prediction unit of a small size or a 

strong filter having a great smoothing effect can be used.

[0080] The prediction mode determiner 145 determines the intra prediction mode of the 

current prediction unit using reference pixels. The prediction mode determiner 145 may 

determine an intra prediction mode with anticipated minimum coded bits of a residual block as 

an intra prediction mode of the current prediction unit. Here, the residual block is generated 

using a prediction block corresponding to each intra prediction mode or a post-processed 

prediction block.

[0081] The prediction mode coder 146 encodes the intra prediction mode of the current 

prediction unit using intra prediction modes of prediction units adjacent to the current prediction 

unit.

[0082] FIG. 4 is a flow chart illustrating a process of encoding an intra prediction mode of a 

current prediction unit performed in the prediction mode coder 146 according to the present 

invention.

[0083] First, intra prediction mode candidates of a current prediction unit are searched for 

(S110). An upper intra prediction mode and a left intra prediction mode of the current 

prediction unit may be the intra prediction mode candidates. A corner intra prediction mode 

may also be added, or any other mode may be added according to the upper intra prediction 

mode and the left intra prediction mode.

[0084] When there are a plurality of upper prediction units of the current prediction unit, the 

plurality of upper prediction units are scanned in a predetermined direction (for example, from 

right to left) to determine the intra prediction mode of a first available prediction unit as an 

upper intra prediction mode. Also, when there are a plurality of left prediction units of the 

current prediction unit, the plurality of left prediction units are scanned in a predetermined 
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direction (for example, from bottom to top) to determine the intra prediction mode of a first 

available prediction unit as a left intra prediction mode. Alternatively, among a plurality of 

available prediction units, the intra prediction mode of an available prediction unit having the 

lowest intra prediction mode number may be set as an upper intra prediction mode.

[0085] The corner intra prediction mode may be set as a prediction mode of a prediction unit 

adjacent to the upper right side or the upper left side of the current prediction unit. 

Alternatively, the corner intra prediction mode may be set as a first available intra prediction 

mode obtained by scanning intra prediction modes adjacent to the upper left side, the upper 

right side and a lower right side of the current prediction unit in a predetermined order. The 

predetermined order is the upper left side, the lower right side and the upper right side. 

Alternatively, two (upper right side and upper left side) or three (upper right side, upper left side 

and lower left side) corner intra prediction modes may be added as intra prediction mode 

candidates of the current prediction unit.

[0086] Next, it is determined whether or not to change the intra prediction mode of the 

available intra prediction mode candidates (S120).

[0087] When it is determined to change the intra prediction mode, the available intra prediction 

mode candidate is changed (S130).

[0088] In detail, when the mode number of the available intra prediction mode candidate is 

equal to or greater than the number of intra prediction modes permissible for the current 

prediction unit, the available intra prediction mode candidate is converted into one of the 

permissible modes. The number of permissible modes may vary according to a size of the 

current prediction unit. For example, when the size of the current prediction unit is 4*4, the 

intra prediction mode of the available intra prediction mode candidate is converted into one of 

nine modes (mode 0 to mode 8) or 18 modes, and when the size of the current prediction unit 

is 64*64, the intra prediction mode of the available intra prediction mode candidate is 

converted into one of four modes (mode 0 to mode 3).

[0089] Next, an intra prediction candidate list of the current prediction unit is built (S140). The 

candidates may be listed in mode number order. Alternatively, the candidates may be listed in 

frequency order, and intra prediction candidates having the same frequency may be listed in 

mode number order. When the intra prediction mode candidates have the same mode number, 

the intra prediction candidates except one are removed from the list.

[0090] Next, it is determined whether the intra prediction mode of the current prediction unit is 

the same as any one of the intra prediction mode candidates in the built list (S150).

[0091] When the intra prediction mode of the current prediction unit is the same as one of the 

intra prediction mode candidates, information indicating that the intra prediction mode is the 

same as one of the intra prediction mode candidates and a candidate index are determined as 

intra prediction information (S 160).
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[0092] When the intra prediction mode of the current prediction unit is not the same as any of 

the intra prediction mode candidates, a mode change value for changing the intra prediction 

mode of the current prediction unit is calculated (S 170). The mode change value is the 

number of intra prediction mode candidates having intra prediction mode number that are not 

greater than the intra prediction mode number of the current prediction unit. The mode change 

value is obtained by comparing the intra prediction mode values in the list.

[0093] Next, the intra prediction mode of the current prediction unit is changed using the mode 

change value (S 180). The changed intra prediction mode is determined as the intra prediction 

mode of the current prediction unit. The changed intra prediction mode of the current 

prediction unit is transmitted to the entropy coder 140.

[0094] FIG. 5 is a block diagram of an intra prediction decoding apparatus 200 according to 

the present invention.

[0095] The intra prediction decoding apparatus 200 according to the present invention 

includes an entropy decoder 210, a residual signal decoder 220, a prediction mode decoder 

230, a reference pixel generator 240, a prediction block generator 250, a prediction block filter 

260 and an image reconstructor 270.

[0096] The entropy decoder 210 extracts quantized residual coefficients from a received bit 

stream, and transmits the quantized residual coefficients and a size of the transform unit to the 

residual signal decoder 220 in units of the transform units. Also, the entropy decoder 210 

transmits intra prediction information and a size of a prediction unit to be decoded to the 

prediction mode decoder 230.

[0097] The residual signal decoder 220 converts the quantized residual coefficients into 

inverse-quantized block of a two dimensional (2D) array. For this conversion, one of a plurality 

of scan patterns is selected. The scan pattern of the transform block is determined on the 

basis of at least one of the prediction mode and the intra prediction mode. An inverse scanning 

operation is the same as an inverse process of operation of the scanner 131 of FIG. 1. For 

example, when a size of the current transform unit to be decoded is larger than a first 

reference size, the quantized residual coefficients are inversely scanned to form a plurality of 

subsets according to the scan pattern, and an inverse-quantized block having the size of the 

transform unit is generated using the plurality of subsets. On the other hand, when the size of 

the current transform unit to be decoded is not larger than the first reference size, the 

quantized residual coefficients are inversely scanned to generate an inverse-quantized block 

having the same size of the transform unit according to the scan pattern.

[0098] The prediction mode decoder 230 reconstructs the intra prediction mode of the current 

prediction mode on the basis of the intra prediction information and the size information on the 

current prediction unit received from the entropy decoder 210. The received intra prediction 

information is restored through an inverse process of the process shown in FIG. 4.
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[0099] The reference pixel generator 240 generates unavailable reference pixels of the current 

prediction unit, and adaptively filters the reference pixels according to the intra prediction mode 

of the current prediction unit received from the prediction mode decoder 230. A method of 

generating the reference pixels and a method of filtering the reference pixels are the same as 

those of the reference pixel generator 142 in the intra predictor 140 of FIG. 2.

[0100] Specifically, it is determined whether reference pixels of the current prediction unit are 

available. The reference pixels of the current prediction unit used for intra prediction consist of 

a corner reference pixel positioned at (x = -1, y = -1), 2L upper reference pixels positioned at (x 

= 0, ■■■, and 2L-1, y = -1), and 2M left reference pixels positioned at (x = 0, y = 0, ■■·, and 2M- 

1). Here, L is a width of the current prediction unit, and M is a height of the current prediction 

unit.

[0101] When the reference pixels for generating a prediction block are unavailable or 

insufficient, reference pixels are generated.

[0102] When all the reference pixels are unavailable, reference pixels are generated with a 

predetermined value.

[0103] When some of the reference pixels are unavailable, it is determined whether the 

unavailable reference pixels exist in only one direction from available pixels or between the 

available pixels.

[0104] When the unavailable reference pixels exist in only one direction from the available 

pixels, reference pixels are generated by copying the value of an available pixel closest to the 

unavailable pixel. For example, when the current prediction unit is positioned at an upper 

boundary of a picture or a slice, the corner reference pixel and the upper reference pixels are 

unavailable. Thus, in this case, the corner reference pixel and the upper reference pixels can 

be generated by copying a reference pixel positioned at (x = -1, y = 0). Alternatively, reference 

pixels may be generated using an available reference pixel of the closest position and one or 

more available reference pixels. For example, when the corner reference pixel having a 

position (x = -1, y = -1) and reference pixels at positions (x = 0, ■■·, and L-1, y = -1) are 

available and reference pixels at positions (x = L, ■■■, 2L-1, y = -1) are unavailable, reference 

pixels at the unavailable positions can be generated using change in a difference between a 

reference pixel at a position (x = L-1, y = -1) and a corner reference pixel value or another 

reference pixel value.

[0105] When the unavailable reference pixels exist between the available pixels, reference 

pixels are generated using two available pixels p and q adjacent to the unavailable reference 

pixels. For example, when the corner reference pixel and the L upper reference pixels 

positioned at (x = 0, ■■·, and L-1, y = -1) are unavailable, reference pixels existing between the 

reference pixel p at a position (x = -1, y = 0) and the reference pixel q at a position (x = L, y = 

-1) can be generated using the reference pixels p and q.
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[0106] The generated reference pixel values may be obtained by rounding off an average of 

the reference pixel p and the reference pixel q. Also, the reference pixel values may be 

generated using change in difference between pixels values of the reference pixel p and the 

reference pixel q. In this case, the reference pixel values may be generated by linear 

interpolation according to positions corresponding to the generated pixel values or using a 

weighted average of the two reference pixels.

[0107] Meanwhile, when a plurality of prediction units are on an upper side of the current 

prediction unit, there is a high possibility that a difference between boundary pixels present on 

both sides of a boundary between two of the upper prediction units will be higher than a 

difference between adjacent pixels in each upper prediction unit. This results from an error 

caused by a quantization parameter. It is highly probable that the error will occur in directional 

intra prediction modes in which the prediction block is generated using two adjacent reference 

pixels.

[0108] In particular, modes (mode numbers 3, 6 and 9) having a direction of 45° with 

reference to a horizontal or vertical direction of FIG. 3 are most seriously affected. In the 

vertical and horizontal intra prediction modes (mode numbers 0 and 1), one pixel is used to 

generate the prediction block, and thus the vertical and horizontal intra prediction modes are 

slightly affected.

[0109] For this reason, a filter (smoothing filter) is applied to the reference pixels in the 

directional intra prediction modes 3, 6 and 9, and is not applied to the reference pixels in the 

vertical and horizontal intra prediction modes. In the DC mode out of non-directional modes, 

the filter is not applied either. For these modes, whether or not to apply the filter may be 

determined regardless of a size of the current prediction unit.

[0110] In directional intra prediction modes existing between the intra prediction mode 3, 6 or 9 

and the horizontal or vertical intra prediction mode, the filter (smoothing filter) can be 

adaptively applied to reference pixels. It is preferable to increase a probability of applying the 

filter (smoothing filter) as the direction of the directional intra prediction mode is relatively 

closer to the direction of the intra prediction mode having the direction of 45°. Specifically, 

when a first directional intra prediction mode is closer in directivity to the intra prediction mode 

having the direction of 45° than a second directional intra prediction mode, if a filter is applied 

to the second directional intra prediction mode, the filter is also applied to the first directional 

intra prediction mode. On the other hand, if the filter is applied to the first directional intra 

prediction mode, the filter may or may not be applied to the second directional intra prediction 

mode.

[0111] There is a high possibility that a change in difference between pixels in a prediction unit 

of a large size will be less than a change in difference between pixels in a prediction unit of a 

small size. Thus, the number of directional modes in which the filter is applied may be increase 

or the stronger filter may be applied as the size of the prediction unit increases. On the other 

hand, when a prediction unit becomes smaller than a specific size, the filter may not be
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applied.

[0112] For one example, in the intra prediction mode 3, 6 or 9 having the direction of 45°, a 

first filter may be applied to a prediction unit having a size equal to or smaller than a first size, 

and a second filter that is stronger than the first filter may be applied to a prediction unit having 

a size larger than the first size. The first size may vary according to directional prediction 

modes.

[0113] For another example, in the intra prediction mode 5 existing between the vertical intra 

prediction mode and the intra prediction mode 6 having the direction of 45°, no filter may be 

applied to a prediction unit having a size equal to or smaller than a second size, the first filter 

may be applied to a prediction unit having a size larger than the second size and equal to or 

smaller than a third size, and the second filter may be applied to a prediction unit having a size 

larger than the third size. The second size and the third size may vary according to directional 

prediction modes.

[0114] The first filter may be a 3-tap filter [1, 2, 1] or a 5-tap filter [1, 2, 4, 2, 1], The second 

filter has a greater smoothing effect than the first filter.

[0115] The prediction block generator 250 generates a prediction block according to the intra 

prediction mode of the current prediction unit received from the prediction mode decoder 230. 

A method of generating the prediction block is the same as that of the prediction block 

generator 142 in the intra predictor 140 of FIG. 2.

[0116] That is, in the directional intra prediction mode, the corresponding reference pixels vary 

according to the intra prediction modes. For example, in the vertical mode, L upper reference 

pixels positioned at (x = 0, ■■·, and L-1, y = -1) are used, and in the horizontal mode, L left 

reference pixels positioned at (x = -1, y = 0, ■ ■ ■, and L-1) are used.

[0117] In non-directional intra prediction modes, the corner pixel, L upper reference pixels 

positioned at (x = 0, ■■·, and L-1, y = -1) and L left reference pixels positioned at (x = -1, y = 0, 

■■■, and L-1) are used. The non-directional intra prediction modes are the DC mode and the 

planar mode.

[0118] In the planar mode, a reference pixel of a prediction block is generated using the corner 

reference pixel, a left reference pixel and an upper reference pixel. When a reference pixel to 

be generated is positioned at (a, b), the reference pixel of the prediction block X(a, b) is 

generated using the corner reference pixel C(x = -1, y = - 1), an upper reference pixel T(x = a, 

y = -1) and a left reference pixel L(x = -1, y = b). Specifically, X(a, b) may be L(x = -1, y = 

b)+T(x = a, y = -1 )-C(x = -1, y = -1).

[0119] In the intra prediction mode existing to the right side of the vertical mode (mode number 

0) of FIG. 3, there is a possibility that differences between pixels of a lower left region of the 

generated prediction block and pixels of the original prediction unit will increase if the prediction 
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block is generated using only upper reference pixels. However, when a prediction block is 

generated using upper reference pixels and left reference pixels for several modes among the 

modes, the difference can be reduced. This effect is greatest in the intra prediction mode 6. 

Also in intra prediction modes existing under the horizontal mode (mode number 1) of FIG. 3, 

same method may be applied, and the effect is greatest in the intra prediction mode 9.

[0120] Thus, in the prediction mode 6 or 9, a prediction pixel may be generated using 

corresponding (for example, positioned at 45° of the prediction pixel) one upper interpolation 

reference pixel and one left interpolation reference pixel. The prediction pixel may be 

generated by linear interpolation of the one upper interpolation reference pixel and the one left 

interpolation reference pixel or using a rounded off average. Likewise, in a predetermined 

number of intra prediction modes adjacent to mode 6 or 9, a prediction block may be 

generated using the left reference pixels and the upper reference pixels. In this case, to reduce 

complexity, the aforementioned method may not be applied in intra prediction modes having 

mode numbers greater than a predetermined mode number (for example, 9 or 17). Also, the 

method may be applied to only a current prediction unit having a size equal to or larger than a 

predetermined size. The predetermined size is 8x8 or 16x16.

[0121] The prediction block filter 260 adaptively filters the prediction block generated by the 

prediction block generator 250 according to the intra prediction mode of the current prediction 

unit received from the prediction mode decoder 230. The prediction block filter 260 may be 

integrated into the prediction block generator 250. A prediction block filtering method is the 

same as that of the prediction block post-processor 144 of the intra predictor 140 of FIG. 2.

[0122] That is, to reduce differences in pixel values between a reference pixel and pixels in the 

prediction block adjacent to the reference pixel, the prediction block filter 260 adaptively filters 

some or all pixels in the prediction block adjacent to the reference pixel according to the intra 

prediction mode. The pixels adjacent to the reference pixel exist in the prediction block.

[0123] In the planar mode, pixels in the prediction block adjacent to a reference pixel are 

generated using the reference pixel, and thus no filter is applied.

[0124] In the DC mode, an average of reference pixels is used to generate prediction pixel, 

and thus a filter is applied. Different type of filter can be used according to the size of the 

prediction unit (the size of the prediction block). In a prediction unit of a large size, a filter that 

is the same as used in a prediction unit of a small size or a strong filter having a great 

smoothing effect can be used.

[0125] The image reconstructor 270 receives a prediction block from the prediction block 

generator 250 or the prediction block filter 260 in units of prediction units according to the intra 

prediction mode. The image reconstructor 270 receives a residual block reconstructed by the 

residual signal decoder 220 in units of transform units. The image reconstructor 270 generates 

a reconstructed image by adding the received prediction block and residual block. The image 

may be reconstructed in units of coding units.
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[0126] While the invention has been shown and described with reference to certain exemplary 

embodiments thereof, it will be understood by those skilled in the art that various changes in 

form and details may be made therein without departing from the scope of the invention as 

defined by the appended claims.

[0127] The following embodiments are to be understood as examples which do not describe 

parts of the present invention:

Embodiment 1. An intra prediction decoding apparatus, comprising:

an entropy decoder configured to restore quantized residual coefficients, intra prediction 

information and size information on a prediction unit from a received bit stream;

a prediction mode decoder configured to restore an intra prediction mode of the current 

prediction unit on the basis of the intra prediction information and the size information on the 

current prediction unit received from the entropy decoder;

a residual signal decoder configured to restore a residual signal according to the intra 

prediction mode received from the prediction mode decoder;

a reference pixel generator configured to generate unavailable reference pixels of the current 

prediction unit, and to adaptively filter the reference pixels on the basis of the intra prediction 

mode of the current prediction unit received from the prediction mode decoder;

a prediction block generator configured to generate a prediction block using reference pixels 

corresponding to the intra prediction mode received from the prediction mode decoder;

a prediction block filter configured to adaptively filter the prediction block generated from the 

prediction block generator according to the intra prediction mode received from the prediction 

mode decoder; and

an image reconstructor configured to receive the prediction block from the prediction block 

generator or a prediction block filter in units of prediction units according to the intra prediction 

mode received from the prediction mode decoder, and generate a reconstructed image using 

a restored residual block received from the residual signal decoder.

Embodiment 2. The intra prediction decoding apparatus of embodiment 1, wherein the 

reference pixel generator adaptively filters the reference pixels according to a size of a 

prediction unit in intra prediction modes having direction between intra prediction mode 3, 6 or 

9 having a direction of 45° and the horizontal mode or the vertical mode.

Embodiment 3. The intra prediction decoding apparatus of embodiment 1, wherein the 

reference pixel generator applies no filter to reference pixels of a prediction unit smaller than a 

predetermined size.

Embodiment 4. The intra prediction decoding apparatus of embodiment 1, wherein, when, 

among a first directional mode and a second directional mode present between a horizontal 
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mode or a vertical mode and an intra prediction mode 3, 6 or 9 having direction of 45° with 

respect to the horizontal mode or the vertical mode, the first directional mode has closer 

directivity to the intra prediction mode having the direction of 45° than the second directional 

mode, if the reference pixel generator applies a filter to reference pixels of the second 

directional mode, the reference pixel generator also applies the filter to reference pixels of the 

first directional mode.

Embodiment 5. The intra prediction decoding apparatus of embodiment 1, wherein, when the 

intra prediction mode is a planar mode, the prediction block generator generates predicted 

pixels of the prediction block using a corner reference pixel, a left reference pixel and an upper 

reference pixel.

Embodiment 6. The intra prediction decoding apparatus of embodiment 1, wherein, when the 

intra prediction mode is a vertical mode, the reference pixel generator does not filter the 

reference pixels, and the prediction block filter uses reference pixels that have not been used 

for generating the prediction block to filter some pixels in the prediction block.

Embodiment 7. The intra prediction decoding apparatus of embodiment 1, wherein, when the 

intra prediction mode is an intra prediction mode having direction of 45° with respect to a 

vertical mode (mode number 6) or among a predetermined number of intra prediction modes 

having directivity close to the intra prediction mode, the prediction block generator generates 

the prediction block using upper reference pixels and left reference pixels.
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PATENTKRAV

1. Anordning til dekodning af et billede, hvor anordningen omfatter:

en entropidekoder (210) konfigureret til at gendanne kvantiserede 

residualkoefficienter og intraprædiktionsinformationer;

en prædiktionsmodusdekoder (230) konfigureret til at gendanne en intra- 

prædiktionsmodus baseret på intraprædiktionsinformationerne;

en residualsignaldekoder (220) konfigureret til at gendanne en residual- 

blok fra de kvantiserede residualkoefficienter;

en referencepixelgenerator (240) konfigureret til at generere reference- 

pixler svarende til ikke tilgængelige referencepixler og til adaptivt at 

filtrere referencepixlerne i overensstemmelse med intraprædiktions- 

modussen;

en prædiktionsblokgenerator (250) konfigureret til at generere en 

prædiktionsblok under anvendelse af referencepixlerne bestemt af 

intraprædiktionsmodussen; og

et billedrekonstrueringsenhed (270) konfigureret til at generere et 

rekonstrueret billede under anvendelse af prædiktionsblokken og 

residualblokken,

hvor referencepixelgeneratoren (240) adaptivt filtrerer referencepixlerne i 

overensstemmelse med en størrelse på prædiktionsblokken til intra- 

prædiktionsmodusser, der findes mellem en horisontal modus og en 

intraprædiktionsmodus med en retning på 45° i forhold til den horisontale 

modus,

hvor referencepixlerne, når referencepixlerne filtreres til en anden retnings­

bestemt intraprædiktionsmodus, også filtreres til en første retningsbestemt 

intraprædiktionsmodus, der er tættere på intraprædiktionsmodussen med 

retningen på 45° i forhold til den horisontale modus, end den anden 

retningsbestemte intraprædiktionsmodus er, 
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hvor den anden og den første retningsbestemte intraprædiktionsmodus 

findes mellem den horisontale modus og intraprædiktionsmodussen med 

retningen på 45° i forhold til den horisontale modus,

hvor antallet af intraprædiktionsmodi, hvori filteret benyttes, stiger, når

5 størrelsen på prædiktionsblokken stiger,

hvor referencepixelgeneratoren (240) ikke filtrerer referencepixlerne fra en 

aktuel blok, der er mindre end en forudbestemt størrelse,

hvor alle referencepixler, når alle referencepixler ikke er tilgængelige, sættes 

til en forudbestemt værdi.

10

2. Anordning ifølge krav 1, hvor filteret anvendes på intraprædiktionsmodussen 

med retningen på 45° i forhold til den horisontale modus og ikke anvendes 

på den horisontale modus og den vertikale modus.
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