DISTRIBUTED MEMORY COMPUTING ENVIRONMENT AND IMPLANTATION THEREOF

A Distributed Memory Computing Environment (herein called "DMCE") architecture and implementation is disclosed in which any computer equipped with a memory agent can borrow memory from other computer(s) equipped with a memory server on a distributed network. A memory backup and recovery as an optional subsystem of the Distributed Memory Computing system is also disclosed. A Network Attached Memory (herein called "NAM" or "NAM Box" or "NAM Server") appliance is disclosed as a dedicated memory-sharing device attached to a network. A Memory Area Network (herein called "MAN") is further disclosed, such a network is a network of memory device(s) or memory server(s) which provide memory sharing service to memory-demanding computer(s) or the like, when one memory device or memory server fails, its service will seamlessly transfer to other memory device(s) or memory server(s).
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FIELD OF THE INVENTION

[0001] The present invention relates to Distributed Memory Computing Environments and more particularly to a system and method of sharing Random Access Memory or the like in a distributed computing environment and the implementation of such system and method.

BACKGROUND OF THE INVENTION

[0002] Throughout the evolution of computers, CPUs have become faster and faster and hard disks have become bigger and bigger. Although Random Access Memory (RAM) likewise has become bigger and bigger, the RAM available to the computer nevertheless has almost always been less than the amount needed. No matter how much
RAM has been installed in a computer, physical limitations and costs have restricted
RAM needs from being satisfied in most computing environments. To compensate for
insufficient RAM, most systems swap files between the RAM and a storage device such
as a hard disk drive. More RAM often means faster computing in the same CPU
environment, which avoids swapping from happening between RAM and disk-based
swap files.

[0003] In view of the insufficiency of the RAM typically available in a system, the
present invention provides a system in which one can borrow RAM from somewhere
when it is needed and release it when it is not needed. In this manner, RAM deficiencies
may be overcome and costs may be saved by making the RAM sharable for multiple
users.

SUMMARY OF THE INVENTION

[0004] The present invention as disclosed and claimed herein is a method of
Distributed Memory Computing, a Distributed Memory Computing Environment
(DMCE) architecture, a Network Attached Memory (NAM) device, a method of using a
Network Attached Memory device, a Memory Area Network (MAN) architecture, and a
method of using a Memory Area Network.

[0005] In still another aspect of the disclosed embodiment, a method of a virtual
memory address scheme to provide large addressable memory across a network and a
mapping method between an underlying Operating System virtual memory address and a
DMCE virtual memory address is disclosed.
In still another aspect of the disclosed embodiment, a method of embedding network information in a DMCE virtual memory address is disclosed.

In still another aspect of the disclosed embodiment, a method and apparatus for memory-to-memory and memory-to-disk backup and recovery is disclosed.

In still another aspect of the disclosed embodiment, a Network Attached Memory device or server architecture and a method of using the device or server is disclosed. Such device or server will provide memory-sharing services to other computing devices.

In still another aspect of the disclosed embodiment, an apparatus and method of a Memory Cache mechanism is disclosed to provide virtual memory access on a memory-borrower device (called a Memory Client).

In still another aspect of the disclosed embodiment, an apparatus and method of a Memory Area Network is disclosed to provide high fault tolerance and more memory sharing services to memory borrowers.

In still another aspect of the disclosed embodiment, a method of a memory sharing messaging protocol (called "MSMP") is disclosed to provide a networked or in-server communication mechanism between a memory client and a memory server in the process of memory sharing.

In still another aspect of the disclosed embodiment, an apparatus and method of a Memory Switch device for providing dispatching and routing service of a memory request to the Memory Area Network is disclosed.
[0013] In still another aspect of the disclosed embodiment, a method of a memory-to-memory failure tolerance mechanism is disclosed to provide hard-disk-RAID-like functionality on memory base.

[0014] Still other aspects, features, and advantages of the present invention are readily apparent from the following detailed description, simply by illustrating preferable embodiments and implementations. The present invention is also capable of other and different embodiments, and its several details can be modified in various respects, all without departing from the spirit and scope of the present invention.

[0015] Accordingly, the drawings and descriptions are to be regarded as illustration in nature, and not as restrictive.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] For a more complete understanding of the present invention and the advantages thereof, reference is now made to the following description and the accompanying drawings, in which:

[0017] FIG. 1A illustrates a conceptual block diagram of an embodiment of a Distributed Memory Computing Environment of the present invention.

[0018] FIG. 1B illustrates a conceptual block diagram of an abstract basic Distributed Memory Computing Environment of the present invention.

[0019] FIG. 1C illustrates an embodiment of a prior art computing environment as a comparison in helping understand the present invention.

[0020] FIG. 1D illustrates an embodiment of a Distributed Memory Computing Environment of the present invention.
[0021] FIG. 2 illustrates a conceptual block diagram of a first embodiment of a method of an In-Server memory-sharing scheme of the present invention.

[0022] FIG. 3 illustrates a conceptual block diagram of a second embodiment of a method of an In-Server memory-sharing scheme of the present invention.

[0023] FIG. 4 illustrates a conceptual block diagram of an embodiment of a method of a Memory Area Network configuration scheme of the present invention.

[0024] FIG. 5 illustrates a conceptual block diagram of a second embodiment of a method of a Memory Area Network (MAN) configuration scheme of the present invention.

[0025] FIG. 6 illustrates a conceptual block diagram of an embodiment of a Network Attached Memory device or server of the present invention.

[0026] FIG. 7 illustrates a conceptual block diagram of a Memory Client on a client machine in accordance with an embodiment of the present invention.

[0027] FIG. 8 illustrates a conceptual block diagram of a Virtual Address scheme for a 32-bit Operating System in accordance with an embodiment of the present invention.

[0028] FIG. 9 illustrates a conceptual block diagram of a Virtual Address scheme for a 64-bit Operating System in accordance with an embodiment of the present invention.

[0029] FIG. 10 illustrates a conceptual block diagram of how to use a "MEM Block ID" and a "MEM Server ID" in an embodiment of the Virtual Address scheme of the present invention.

[0030] FIG. 11 illustrates a conceptual dataflow diagram of an embodiment of how to translate from an Operating System (OS) Virtual Address in an application program to
the virtual or physical address on a Memory Server in accordance with an embodiment of the present invention.

[0031] **FIG. 12** illustrates a conceptual block diagram of how memory actions (including “malloc”, “read”, “write” and “delete”) are working from an application to a Memory Server in accordance with the present invention.

[0032] **FIG. 13** illustrates a conceptual dataflow diagram of how to setup memory sharing from Memory Client to Memory Server in an embodiment of the present invention.

[0033] **FIG. 14** illustrates a conceptual dataflow diagram of how to allocate (also called “malloc”) memory from a Memory Client to a Memory Server in an embodiment of the present invention.

[0034] **FIG. 15** illustrates a conceptual dataflow diagram of how to read content in memory from a Memory Client to a Memory Server in an embodiment of the present invention.

[0035] **FIG. 16** illustrates a conceptual dataflow diagram of how to write content to memory from a Memory Client to a Memory Server in an embodiment of the present invention.

[0036] **FIG. 17** illustrates a conceptual dataflow diagram of how to delete (or called “free”) memory from a Memory Client to a Memory Server in an embodiment of the present invention.

[0037] **FIG. 18** illustrates a conceptual dataflow diagram of how to disconnect a Memory Client from a Memory Server in an embodiment of the present invention.
[0038] FIG. 19 illustrates a conceptual block diagram of a method of Memory to File or Memory to Memory Backup and Recovery in an embodiment of the present invention.

[0039] FIG. 20 illustrates a conceptual block diagram of Memory Area Network Switch which improves the speed of memory sharing based on a Virtual Address in an embodiment of the present invention.

DETAILED DESCRIPTION OF INVENTION

[0040] Referring to FIG. 1A, there is illustrated block diagram of an embodiment of a basic Distributed Memory Computing Environment (DMCE) architecture of the present invention. Clients 1005 are devices needing memory, e.g., a computer, a server, or the like. , in which particularly, applications run on Clients 1005 may need more memory. The word “memory” refers to sources of Random Access Memory, or chip-based memory. Clients 1005 access networked memory 1007. Networked memory 1007 resides on various devices. In the embodiment of FIG. 1A, networked memory 1007 on a Network Attached Memory (NAM) Box (or called appliance) 1003 and a Network Attached Memory (NAM) Server 1008 is illustrated (NAM Box, NAM Server may be exchangeable, see explanation below). In order for memory sharing to be possible, Memory Client 1006 is installed on each of Clients 1005 which desires to borrow memory. A Memory Server 1002 on each NAM Box 1003 or NAM Server 1008 exists. The Memory Client 1006 and Memory Server 1002 applications work together to provide the functionality to control the memory management, memory sharing and network connection control needed to share memory. Memory Server 1002 provides functionality as described in related patent application Memory-Resident Database Management
System and implementation thereof, hereby incorporated by reference. A Client network 1004 connects memory borrowers (Memory Clients 1006) with memory lenders (Memory Servers 1002). This Client Network 1004 preferably is a high-speed network, for example, a fiber optic or Gigabit Ethernet. However, current Ethernet networks may be used. Network 1001 is an optional network that provides a backend network for NAM devices, such as NAM Box 1003 or NAM Server 1008, to communicate with each other for providing backup, recovery and other processing related functions to the Memory Server 1002. One can use the Client Network 1004 to do the same functionality, however the latter method is only preferred when overall memory sharing network traffic is not high compared to the maximum capacity of the Client Network 1004. Further, the NAM Box and NAM server in this embodiment could be combined into a single unit, in which case Network 1001 would not be used.

Memory sharing not only can happen in a network environment, but also can happen within a server (or any computer). Such situation often happens on 32-bit (or other lower-than-32-bit) Operating System (OS). The 32-bit operating system has a maximum addressable memory of 4 GB. The usable user-space memory is often approximately 3 GB, depending on the type of OS used, due to memory management overhead of an Operating System kernel. Thus, approximately 3 GB of RAM are available and often goes unused.

FIG. 1B illustrates a conceptual block diagram of the abstract basic Distributed Memory Computing Environment. Application Client 1000 and Memory Client 1006 reside in a Client 1005 (not illustrated), for example, a computer, desiring to borrow memory. Requests to borrow memory are sent through a Memory Messaging
Channel 990 through client network 1004. The Memory Messaging Channel 990 provides communications between a Memory Client 1006 and a Memory Server 1002. FIG. 1C illustrates an embodiment of a prior art computing environment as comparison to help understanding the present invention. In the internal computing environment of the prior art environment 90, various computer applications 100, e.g., Oracle®, run through a computer operating system 105. The computing environment includes various hardware 115, including Physical Memory (RAM) 120. The operating system 105 includes a Virtual Memory Address Table 110 used to interface with RAM for storing instructions and data when executing application and operating system programs. In a 32 bit operating system, virtual memory address tables can recognize up to 4 Gigabytes of RAM internally.

FIG. 1D illustrates a distributed computing environment. A distributed computing environment (DMCE) allows networked memory 135 can be sharable for other client devices 115. The external computing environment 95 includes a Memory Server 130 including a memory management unit 135. Two DMCE scenarios are shown in FIG. 1D. One scenario is to modify the virtual address handling table 110 and logic to recognize not only internal memory but also the networked memory 135 through memory cache 125. The other scenario is for the application 100 by directly using the DMCE virtual memory address scheme, which is disclosed in Figs. 8, 9 and 10, to directly make networked memory 135 addressable.

In order to access more addressable memory than a normal Operating System can provide, a DMCE Virtual Address scheme is described. FIG. 8 illustrates a DMCE Virtual Address scheme for a 32-bit Operating System, and FIG. 9 illustrates a DMCE
Virtual Address scheme for a 64-bit Operating System. Both the 32-bit and 64-bit
address schemes include a 64-bit address including three portions: a Memory Server
Index (called “MEM Server ID”), a Memory Block Index (called “MEM Block ID”) and
a Memory Offset Index (called “MEM Cell ID”).

Referring to **FIG. 8**, the MEM Cell ID **401** is lowest 32-bit portion in a
DMCE Virtual Address in a 32-bit Operating System. The MEM Server ID **406** and the
MEM Block ID **405** are 16-bit each respectively as illustrated in **FIG. 8**; however, they
do not have to be 16-bits each, they are configurable.

Referring to **FIG. 9**, the MEM Cell ID **407** is lowest 40-bit portion in a
DMCE Virtual Address in a 64-bit Operating System, and the number of bits of this
portion is also configurable and normally Operating System dependent. The MEM
Server ID **414** and the MEM Block ID **413** are 12-bit each, as illustrated in **FIG. 9**;
however, they do not have to be those numbers of bits and they are configurable.

Referring to **FIGs. 8, 9, and 1D**, the MEM Cell ID is the memory offset of an
underlying virtual or physical address If a DMCE application **140** builds above OS kernel
**105**, the underlying address **403, 409** is a virtual address. If DMCE builds inside the OS
kernel, the underlying address **403, 409** may be a physical address. This addressing
structure is referred to as “configurable” because a group of addresses may be effectively
re-mapped by changing only the mapping of a server ID or block ID corresponding to
that group of data. This configurable structure makes it easy to copy a block of memory
content that may include memory addressing inside, from one server to another without
losing address accessibility. Building DMCE above the OS kernel or inside the OS
kernel is further described below.
Referring to FIG. 10, the MEM Server ID 401, 407 is an index to a Memory Server ID Lookup Table 500.

Each entry 501 in the Memory Server ID Lookup Table 500 is a mapping between MEM Server ID (index) 406/414 to an entry of server information 502 including a Server IP address, a port number, authentication, etc. The server information 502 includes whatever information is needed to connect a Memory Client 1006 and a Memory Server 1002 (illustrated in Figs. 1A and 1B).

Still referring to FIG. 10, the MEM Block ID 405,413 is an index to the Memory Block ID Lookup Table 600. By using this method, one can swap two blocks of memory without having to re-map all individual addresses, instead only changing the mapping entry in the Memory Block ID Lookup Table (assuming memory content are the same).

Still referring to FIG. 10, each entry 601 in the Memory Block ID Lookup Table is a mapping between a MEM Block ID (index) 405, 413 and an entry of memory block or page information 602 including a starting memory address, a memory page size, the number of memory pages in the block and the daemon process ID if a different block resides in a different daemon (further described herein referring to FIG. 2 and FIG. 3). The addressing scheme of Figs. 8, 9, and 10 allows memory data to be moved between servers without having to re-map all individual addresses. Instead, only the mapping entry 406, 414 in the Memory Server ID Lookup Table (assuming memory content are the same) is changed.

Referring to FIG. 11, there is illustrated block diagram of how to access the “real” address 1227 on a Memory Server 1102 when given an Operating System virtual
address from an application program. In step 1120, the Application Client 100 provides an Operating System virtual address to the Memory Client 1006. The Memory Client 1006 holds a translation table between OS Virtual Address and DMCE Virtual Address. Using the Memory Client translational table, the Memory Client 1006 then translates the OS Virtual Address to a DMCE Virtual Address 1221. The DMCE Virtual Address is 1225. Then Memory Client 1006 uses the MEM Server ID 406/414 to get related Server information 502 (as illustrated in FIG. 10) and connect to the identified server for further processing. 1222. The Memory Server 1002 gets request from Memory Client 1006 for memory access 1226. The Memory Server 1002 accesses the Memory Block ID Lookup Table (600, as illustrated in Fig. 10) to determine the MEM Block ID and MEM Cell ID 1223. Next, the Memory Server 1002 calculates the “real” address from the starting address of the memory block (602, as illustrated in Fig. 10) and the MEM Cell ID 1224. The result is either the Memory Server Virtual Address or the actual Physical address 1227.

Referring to FIG. 8, there is illustrated block diagram of how the real address 403 is calculated in a 32-bit Operating System environment. First, the MEM Block ID 405 is used to get the Memory Block Starting Address 602 of the targeted memory block from Memory Block ID Lookup Table 600 as illustrated in FIG. 10. The memory offset stored in MEM Cell ID 401 is then added with the Memory Block Starting Address 402 to get the real address 403. Referring to Figs. 9 and 10, there is illustrated block diagram of how the real address is calculated in a 64-bit Operating System environment. The 64-bit OS address includes portions of 40-bits 409, 410 and 24-bits 411, 412, as illustrated. The OS address illustrated is a Linux 64 Intel version. It will be appreciated by one
skilled in the art that other 64-bit OS address structures are similar, and do not depart
from the scope of the present invention. The calculation using the lowest 40-bits is
similar to that with the 32-bit OS. The MEM Cell ID 407 in the lowest 40-bits is used to
get the Memory Block Starting Address 602, retrieved from the Memory Block ID

Lookup Table 600 using MEM Block ID 413. The high 24-bits of the Memory Block
Starting Address 411 are directly copied to the high 24-bits of the Real Address 412, as
illustrated in FIG. 9.

[0055] FIG. 2 and FIG. 3 illustrate extending memory access over the 4 GB
limitation of 32-bit operating system. It will be appreciated by one skilled in the art that
such extension systems and methods are applicable to a 64-bit OS without departing from
the scope of the present invention. The FIG. 2 illustrates a configuration that client
application process directly uses DMCE Virtual address to access memory in Memory
Server. FIG. 3 is a more optimized configuration of FIG. 2 in which client application
indirectly accesses memory in a Memory Server through a Memory Dispatcher. In the
embodiment illustrated in FIG. 3, the extended memory is virtually transparent to the
client application process, meaning that the client application process cannot distinguish
between the memory from its local usual address and the memory extended from
Memory Server. Both two configurations are applicable to the cross-server networked
DMCE environment. For use of the embodiment of FIG. 3 (i.e., virtually transparent
memory mapping) in a 32-bit in-server or cross-server environment, the total addressable
memory for an application process should be within 4 GB, but this is not required for a
64-bit environment. The “Virtually transparent memory mapping” as illustrated in FIG. 3
is most desirable for 64-bit environment. For any application process in 32-bit
environment that desires to access more than 4 GB of memory, FIG. 2 is the preferred embodiment for both in-server and cross-server situations. Both FIG. 2 and FIG. 3 are applicable if the total required addressable memory is less than 4 GB in a 32-bit environment.

Referring to FIG. 2, there is illustrated block diagram in which a daemon 1074, 1078, 1079 in a server each holds one or more Blocks of memory. Application processes 1071, 1072 and 1073 access extended memory through the DMCE. Each daemon process 1074, 1078, 1079 can access about 3 GB memory. By borrowing memory from other daemons, e.g., daemon 1074 can borrow from daemon 1078, daemon 1079, or both, one application can access more than 4 GB memory in a 32-bit environment. As illustrated in FIG. 2, one memory daemon can serve more than one memory client. For example, memory server 1078 serves application processes. And as illustrated in FIG. 2, one application process can borrow memory from more than one memory servers. For example, application process 1071 borrows memory from daemons 1079 and 1074. In order to make in-server DMCE and cross-server (i.e., networked) DMCE transparently equivalent in the DMCE Virtual Address, the MEM Server ID “0” is reserved for referring to the local server 1070.

Referring to FIG. 2, an across-server DMCE Environment is illustrated when Memory Servers 1078, 1074 and 1079 are on different physical servers.

Referring to FIG. 3, extending memory access over the 4 GB limitation of 32-bit operating system within a server with memory communication through a Memory Dispatcher 1083 is illustrated. Memory Dispatcher 1083 keeps a memory usage history and, therefore, has the capability to balance dispatch memory usage across different
Memory Servers 1076. The Memory Dispatcher 1083 may optionally be configured to provide fault tolerance by keeping two copies of the same memory blocks in two (or more) different Memory Servers 1076. When one Memory Server 1076 fails, the Memory Dispatcher 1083 will automatically re-direct the memory access to the healthy Memory Server 1076.

Still referring to FIG. 3, such a Memory Dispatcher 1083 in a cross-server DMCE can be built into a special device for faster processing. That special device is further described as Memory Area Network ("MAN") Switch 1066, illustrated in FIG. 5. The MAN Switch will be further illustrated below referring to FIGs. 5 and 20.

Still referring to FIG. 3, such a Memory Dispatcher 1083 in an in-server DMCE provides transparent address mapping between an OS Virtual Address and a DMCE Virtual Address. The Memory Dispatcher 1083 holds a Lookup Table between the OS Virtual Address and the DMCE Virtual Address. If such functionality is embedded into the Operating System kernel, then existing application programs running on that OS will not have to be recompiled. When memory servers further group into a network and one of its main functionalities is to provide memory sharing service to clients, such a network is called Memory Area Network (abbreviated as "MAN"), as illustrated in FIGS. 4 and 5.

Referring to FIGS. 4 and 5, a networked server, which has Memory Server functionality and will be further disclosed in connection with FIG. 6), is referred to as a Network Attached Memory Server 1044 (abbreviated as "NAM Server"). A networked appliance or device that has Memory Server functionality is called a Network Attached Memory Box 1043 (abbreviated as "NAM Box"). There are no strict differences between
a NAM Server and NAM Box, they often refer to the same thing, and they are often each referred to simply as NAM. A NAM Server 1044 may provide more functionality than a NAM Box 1043, but not required. Additionally, Network Attached Storage (NAS) functionality and NAM functionality may be combined into one server. It will be appreciated by one skilled in the art that hardware and software for providing networked sources for sharing memory may be achieved in a variety of ways.

[0062] A memory client 1005 is a client application 1006 or a client machine 1005 that has Memory Client functionality built-in or installed. The Memory Client 1005 will be further disclosed referring to FIG. 7 below.

[0063] Referring to FIGS. 4 and 5, a Memory Area Network 1041 (abbreviated as “MAN”) is a network with a group of NAM Servers 1044 and/or NAM Boxes 1043. The Memory Area Network 1041 provides not only memory sharing service to memory clients 1005, but also provides memory access load balance, fault tolerance, high scalability, and high availability. Still referring to FIGS. 4 and 5, NAM Servers 1044 and NAM Boxes 1043 are connected with two networks 1045, 1067. Network 1067 is used to serve the memory clients for a memory sharing service and is called a Client Network 1067. The Network 1045 is used for MAN functionality (backup, mirroring, fault tolerance, etc.) and is called a MAN Network or Memory Backend Network 1045.

[0064] Still referring to FIG. 4, the MAN Network 1041 can be configured such that one NAM Server 1044 or Box 1043 is backed-up by another or several other NAM Servers 1044 or Boxes 1043. In the operation, any changes on a source NAM 1044, 1043 will be copied through MAN Network 1041 to other backup NAM(s) 1044, 1043. It will be appreciated by one skilled in the art that a variety of backup and recovery schemes
may be implemented with the present invention. An embodiment of a backup and recovery scheme is further disclosed referring to FIG. 19 below. Additionally, when a source NAM fails 1044, 1043, one can replace a failed NAM 1044, 1043, with a new NAM 1044, 1043, by recovering the memory content of the failed NAM 1044, 1043 from the backup NAM(s) 1044, 1043, and storing the contact in the new NAM 1044, 1043.

[0065] Still referring to FIG. 4, in order for automatic fault tolerance and scalability to work and to achieve load balance, one NAM will serve as a Memory Dispatcher (called NAM Dispatcher). The NAM Dispatcher itself can serve memory sharing service, but additionally it will keep a memory usage history and redirect incoming memory (initial) setup requests based on a load balance algorithm. That load balance algorithm, such as round-robin, or others known in the art, will pick up the next server (which will further be disclosed referring to FIG. 13) and redirect memory access requests ("malloc" "read", "write", "delete" which will be further disclosed in FIG. 14, 15, 16 and 17) to that next server. In such an automatic scheme, all memory requests will first be examined by the NAM Dispatcher. Therefore, NAM Dispatcher will keep a lookup table of each connection session to its targeted NAM (picked by NAM Dispatcher at "setup" and/or "malloc" stages).

[0066] The embodiment illustrated in FIG. 5 is similar to the embodiment of FIG. 4, except that the NAM Dispatcher is replaced with a dedicated MAN Switch device 1066, which will do the work of the NAM Dispatcher in FIG. 4.

[0067] Referring to FIG. 20, there is further illustrated a block diagram of a MAN Switch device 1066, also shown as the NAM Dispatcher in FIG. 4 or MAN Switch 1066
in FIG. 5. The MAN Switch 1066 keeps at least the following information: Memory Usage History 1246, Memory Server ID Lookup Table 1242, Multicasting Mapping Table 1241 and Backup Server ID Recapping Table 1243.

Still referring to FIG. 20, the Memory Usage History 1246 in the MAN Switch 1066 includes the information of how much memory is used for each NAM and the information of last memory operations. Such history information is used to determine which NAM will serve a next new "setup" or "malloc" to archive a memory usage load balancing if so desired. MAN Switch 1066 has one or more built-in load balance algorithms, such as round-robin, or other load balance algorithms known in the art.

When several load balance algorithms are available, it is configurable to use one of them for load balancing.

Still referring to FIG. 20, the Server ID Lookup Table 1242 at least includes the information of Server ID (index) to Server IP address, port, and (optional) authentication. Such information is used in directing memory access requests to targeted NAM(s) 1244.

Still referring to FIG. 20, the Backup Server ID Recapping Table 1243 in MAN Switch 1066 includes the information of which NAM(s) 1244 are the backup of one NAM 1244, and is mapped from one MEM Server ID and MEM Block ID to another MEM Server ID and MEM Block ID. Such information is used when backup and/or recovery is enabled between the source NAM 1244 and target NAM(s) 1244. When source NAM fails 1244, MAN Switch 1066 uses the addressing information to automatically re-map the memory request originally addressing to source NAM 1244 to a backup NAM(s) 1244.
Still referring to FIG. 20, the Multicasting Mapping Table 1241 in MAN Switch 1066 is similar to the Backup Server ID Recapping Table 1242. The Multicasting Mapping Table 1241 is used when MAN Switch 1066 is configured to automatically mirror updates, e.g., “write” and “delete”, of the source NAM 1244 and their backup NAM(s) 1244. Any memory update requests, e.g., “write” and “delete”, are then multicast to source NAM 1244 and backup NAM(s) 1244 at the same time. Multicasting eliminates multiple update requests in Memory Backend Network 1045 of Fig. 5.

Still referring to FIG. 20, the MAN Switch 1066 includes logic 1247 to pick the next NAM to when incoming memory allocation “malloc” have used the available memory of a NAM. Such functionality is required for automatic scalability.

Referring to FIG. 6, a block diagram of Memory Server 1058 functionality is illustrated. For networked DMCE, a networked Memory Server 1058 includes one network connection to Client Network 1067 and another network connection to Memory Backend Network 1045 (or called MAN Network). The two network connections to the Client Network 1067 and the Memory Backend Network 1045 may be collapsed into one. For in-server DMCE, such connection can be replaced by an inter-process connection based Memory Messaging Channel. An exemplary embodiment of a Memory Messaging Channel is described in related application Memory-Resident Database Management System and implementation thereof, filed January 22, 2003, Attorney Docket Number 0299-0005, Inventors Jonathan Vu and Tianlong Chen, incorporated herein by reference.

The main functionality of these connections, either networked or in-server, is to provide a communication channel, or messaging channel, between a Memory Client 1005 and a Memory Server 1002. The communication or messaging channel allows a Memory Client
1005 to send memory requests to a Memory Server 1002 and allows a Memory Server
1002 to send memory responses back to the Memory Client 1005 after processing. The
network connection can provide a variety of data transfer rates, e.g., Fast Ethernet,
Gigabit Ethernet, Fiber Channel, USB, and the like.

Still referring to FIG. 6, the Memory Server 1058 has a Memory Page Pool
1052, which may contain one or more Memory Blocks, with every Memory Block
containing large volumes of Memory Pages. In a 32-bit environment, each Memory
Block will not exceed 4 GB in size. The size of each Memory Block is configurable, the
size of Memory Pages in a Memory Block can be configurable, and two different
Memory Blocks do not have to have the same sized Memory Pages.

Still referring to FIG. 6, the networked Memory Server 1058 may optionally
contain a file based Storage 1051. File based storage 1051 may be, for example, one or
more of hard disks, NAS’s, SAN’s, etc., and/or combinations thereof. File based storage
1051 is used to provide memory-to-file backup and recovery functionality 1053, (which is
further described referring to FIG. 19. Memory (RAM) I/O is normally much faster than
hard disk I/O. However most current physical memory cannot hold its content if the
power fails. The kind of Memory, which has fast I/O and can hold its content after power
loss, is still very expensive. Thus, file-based storage is used only in some backup and
recovery architectures of the present invention.

Still referring to FIG. 6, at the center of networked Memory Server 1058 is a
function block called Memory Server Manager 1056. The Memory Server Manager 1056
keeps a Memory Block Lookup Table (as illustrated in FIG. 9 and FIG. 10) for virtual
address mapping calculation. The Memory Server Manager 1056 handles parsing and
processing the incoming memory requests, and packing outgoing memory responses.

Optionally, Memory Server Manager 1056 provides backup memory pages from memory to file storage, recovery of memory pages from file storage to memory, memory backup and recovery from one server to another, and (optionally) memory block backup and recovery from one Memory Block to another. Items 1053 and 1054 refer to logical connections. The Memory Server Manager 1056 also handles communication between Memory Server 1058 and Memory Client 1005 (not shown in Fig. 6) through either a networked or in-server connection channel (also called Memory Messaging Channel). Memory Server Manager **1056** optionally handles communication between Memory Server 1058 and other Memory Servers (not shown) for inter-server functionality as disclosed in Memory Area Network (MAN) 1041 (referring to FIG. 4 and FIG. 5) system configuration. Memory Server 1002 may further provide functionality as described in related application Memory-Resident Database Management System and implementation thereof, incorporated by reference herein.

[0077] Referring to FIG. 7, a block diagram of Memory Client 1023 functionality is illustrated. Memory Client 1023 is a functional block that resides in the RAM 1021 of a client machine 1020 as an agent to handle all the detailed functionality of memory extension 1029 to a Memory Server 1002. Memory Server functionality can be structured in two scenarios. One scenario is that application links directly to the Memory Client 1020 and uses the DMCE Virtual Address directly to access extended memory.

However, this scenario requires re-compiling the application, but is the preferred scenario for those applications that need to access more than 4GB memory in a 32-bit environment. The other scenario is that Memory Client 1020 is embedded in memory
management unit of the underlying OS kernel to transparently provide extended memory to other applications, and this is ideally desirable for a 64-bit or greater environment.

Still referring to FIG. 7, the Memory Client 1023 has a block of memory as Memory Cache 1022 and Memory Client Manager 1024. The relation of the Memory Client Manager 1024 and Memory Cache 1022 is like the relation of the CPU and CPU cache in a personal computer. That is, the memory pages currently accessed by Memory Client Manager 1024 and its actual final user, i.e., the applications 1026 are cached in the Memory Cache 1022. When the application 1026 tries to access memory page(s) that is not currently loaded in Memory Cache 1022, the Memory Client Manager 1024 will send an access request to Memory Server 1002 requesting the targeted memory page(s), put the memory content into the Memory Cache 1022, and register the memory mapping in a Memory Cache Mapping Table (as illustrated in FIG. 21). Then, the application 1026 can access the targeted memory pages. When application 1026 tries to access a memory page, Memory Client Manager 1024 will first look at the Memory Cache 1022 to check whether the targeted memory page is there. If the targeted memory page is in the Memory Cache 1022, then application 1026 accesses the memory page in Memory Cache 1022. The size of the Memory Cache 1022 is configurable.

Still referring to FIG. 7, in order to synchronize the memory pages in the Memory Cache 1022 and the corresponding memory pages in the Memory Server 1002. Technology similar to CPU Caching can be used in the present invention, such as write-through, meaning that the information is written to the memory page in Memory Cache and immediately updated (“write”) to the corresponding memory page in Memory Server 1002, or write-back, meaning that the information is only written to the memory page in
Memory Cache 1022, and the modified page is written to Memory Server 1002 only when it is replaced. It will be appreciated by one skilled in the art that the updating behavior of the Memory Client 1023 is configurable.

[0080] Still referring to FIG. 7 and FIG. 21, the Memory Client Manager 1024 is the central logic function block of the Memory Client 1023. Memory Client Manager 1024 keeps a Memory Server ID Lookup Table 1030 in order for the Memory Client 1023 to borrow memory. Memory Client Manager 1024 also keeps a DMCE Memory Mapping Table 1031 to track currently used memory page mapping between OS virtual addresses and DMCE virtual addresses. This DMCE Memory Mapping Table 1031 is not used if the application program directly uses the DMCE Virtual Address. The Memory Client Manager 1024, using Memory Cache Handler 1034, keeps a Memory Cache Mapping Table 1032 in order to track what memory pages are currently in the Memory Cache 1022. The Memory Client Manager 1024 also handles the communication between Memory Client 1023 and Memory Server 1002 on behalf of Memory Client, packs the outgoing memory service request and parses the incoming response from Memory Server 1002, and takes actions accordingly. An embodiment of a Memory Sharing Messaging Protocol used by the Memory Client 1023 is further described below, referring to FIGS. 13, 14, 15, 16, 17 and 18.

[0081] Referring to FIGS. 13, 14, 15, 16, 17 and 18, block diagrams of an embodiment of a Memory Sharing Messaging Protocol (called "MSMP"), including "setup", "malloc", "read", "write", "delete" and "disconnect", are illustrated. Dashed lines 1119, 1141, 1161, 1182, 1261, and 1213 separate functions between Memory Client 1006 and Memory Server 1002. All protocol actions are initiated by a Memory Client
1006. Memory Messaging Channel Handler 1033 controls exchanges of information between the Memory client Manager 1024 and the Memory Server Manager 1056.

[0082] Referring to FIG. 13, there is illustrated block diagram of “setup” defining the basic protocol steps to allow a Memory Client 1006 and a Memory Server 1002 to establish a communication channel. The starting point is from 1100. The illustrated diagram of FIG. 13 assumes that the Memory Server 1002 is configured to reserve a requested block of memory at the setup time; however this static memory reservation is not necessary and can be disabled. Reservation at the setup time, preferably, provides easier management logic than a totally dynamic memory request, which may be a desirable feature when providing pay-by-usage memory sharing service. It will be appreciated by one skilled in the art that various combinations of static and dynamic reservations can be built into this protocol. As part of the “setup” stage, the Memory Server 1002 will register the Memory Client 1006 to a connection session table to track currently connected Memory Clients 1006.

[0083] Still referring to Fig. 13, setup of a communication channel begins at the Memory Client 1006 (step 1100). Memory Client 1006 sends the “setup” request to the Memory Server 1002 requiring a desired amount of memory 1101. The Memory Server 1002 determines if enough memory is available to satisfy the memory request 1109. If sufficient memory is not available 1110, the Memory Server 1002 sends a failure notice to the Memory Client 1006 and disconnects the session 1108. The Memory Client 1006 then receives the Failure and Disconnect status message 1104.

[0034] Still referring to Fig. 13, if enough memory is available to satisfy the memory request 1111, the Memory Server 1002 next determines whether the Memory Client 1006
will accept partial portions of memory 1112. If the Memory Client 1006 will accept partial portions of memory 1113, the Memory Client 1006 is registered 1115. Next, the Memory Server 1002 reserves the required amount of memory 1116. Once sufficient memory is reserved, the Memory Server 1002 creates a connection session 1118, and notifies the Memory Client 1006 that memory is available for use 1106, 1102.

[0085] Still referring to Fig. 13, if the Memory Client 1006 will not accept partial portions of memory 1114, the Memory Client 1006 is still registered 1115. Next, the Memory Server 1002 reserves the required amount of memory 1117. Once sufficient memory is reserved, the Memory Server 1002 creates a connection session 1118, and notifies the Memory Client 1006 that a partial amount of memory is available for use 1107, 1103.

[0086] Referring to FIG. 14, there is illustrated block diagram of "malloc" defining the basic protocol steps allowing Memory Client 1006 to allocate memory pages from Memory Server 1002, either from statically reserved memory page pool or dynamically reserved memory pages. The starting point is from 1130. Memory Client 1006 sends a malloc request to Memory Server 1002 (step 1131). Memory Server 1002 receives the malloc request 1134, and determines if enough memory is available to satisfy the malloc request 1135. If sufficient memory is not available to complete the malloc request 1137, the Memory Server 1002 generates a failure notice 1138 and sends the failure notice to the Memory Client 1006 at step 1133. If sufficient memory is available to satisfy the memory request 1136, the Memory Server 1002 allocates the requested amount of memory and marks the memory "in use" 1140. The Memory Server 1002 then sends the starting DMCE Virtual address 1139 to the Memory Client 1006 at step 1132.
Referring to FIG. 15, there is illustrated block diagram of “read” defining the basic protocol steps when Memory Client 1006 wants to access memory pages for read, assuming that the requested memory pages are not in the Memory Cache 1022 (as illustrated in FIG. 7) otherwise such request to the Memory Server 1002 is not necessary.

The starting point is from 1150. Memory Client 1006 sends a read request to the Memory Server 1002 at step 1151. The Memory Server 1002 receives the read request from the Memory Client 1006 at step 1154, and determines whether the targeted memory address to be read is legal 1155. If the address to be read is not legal, 1157, the Memory Server 1002 generates a failure message 1158, and notifies the Memory Client 1006 of the failure 1153. If the address is legal 1156, the requested memory pages are packed 1160 and returned to the Memory Client 1006 at steps 1159, 1152.

Referring to FIG. 16, there is illustrated block diagram of “write” defining the basic protocol steps when Memory Client 1006 has memory pages changed by applications and needs to update the corresponding memory pages in the Memory Server 1002. The starting point is from 1170. A Memory Client 1006 requests to write to memory through the Memory Server 1002 at step 1171. The Memory Server 1002 receives the Write request 1174 and determines whether the targeted memory address is legal 1175. If the targeted memory address is not legal 1177, the Memory Server 1002 sends a failure message to the Memory Client 1006 at steps 1178, 1173. If the targeted memory address is legal 1176, the Memory Server 1002 copies the source pages to be written to memory to targeted memory pages storing the content 1181. Next, the Memory Server 1002 checks the written data for error 1183. If the write request was performed without error, the Memory Server 1002 prepares and transmits a success
message to the Memory Client 1006 at steps 1179, 1172. If an error occurs during the write to memory, the Memory Server 1002 prepares and transmits a failure message to the Memory Client 1006 at steps 1180, 1172.

[0089] Referring to FIG. 17, there is illustrated block diagram of “delete” (or called “free” sometimes) defining the basic protocol steps when Memory Client 1006 releases the memory pages and updates the memory status in Memory Server 1002. The starting point is from 1250. The Memory Client 1006 generates a request to delete data from memory and sends the request to the Memory Server 1002 at step 1251. The Memory Server 1002 receives the request from Memory Client 1006 at step 1254. Next, the Memory Server 1002 determines whether the targeted memory address is legal 1255. If the targeted memory address whose data is to be deleted is not legal 1257, Memory Server 1002 generates a failure message 1258 and notifies the Memory Client 1006 at step 1253. If the targeted memory address is legal 1256, Memory Server 1002 marks the targeted memory as “not-in-use” 1260. Next, Memory Server 1002 generates a success message 1259 and transmits the success message to the Memory Client 1006 at step 1252, indicating that the identified data has been deleted from memory storage.

[0090] Referring to FIG. 18, there is illustrated block diagram of “disconnect” defining the basic protocol steps when Memory Client 1006 finishes the usage of the extended Memory Server 1002 and wishes to release the reserved (static or dynamic) memory pool in Memory Server 1006. The starting point is from 1200. Memory Client 1006 generates a request to disconnect from using extended memory 1201. Memory Server 1002 receives the request 1204, and checks tracking table to determine whether Memory Client 1006 is registered with Memory Server 1002, at step 1209. If the
Memory Client 1006 is not registered 1211, Memory Server 1002 generates a failure message and notifies Memory Client 1006 at step 1203. If the Memory Client 1006 is registered 1210, Memory Server 1002 releases, i.e., frees, the reserved memory pool 1207. Next, Memory Server 1002 De-registers Memory Client 1006 by removing the Memory Client 1006 from its tracking table 1206. Memory Server 1002 then generates a notification that the Memory Client 1006 has successfully been disconnected, deleted the connection session, 1205 and notifies the Memory Client 1006 at step 1202.

Referring to Fig. 12, conceptual block diagram of how memory actions (including "malloc", "read", "write" and "delete") operate from an application 1026 to a Memory Server 1002 in accordance with the present invention.

Referring to FIG. 19, there is illustrated block diagram of the optional memory to file storage and memory-to-memory backup and recovery functionality of the Memory Server. The Memory Server will keep a Memory Backup & Recovery Lookup Table 1280 in both RAM 1282 in the Memory Server and file storage 1281 in the Memory Server. The Memory Backup & Recovery Lookup Table 1280 includes the information of every Memory Block. Each Memory Block has one (or more) entries in the table. Each entry at least includes the Memory Block index, current starting address, and the corresponding backup file name for memory-to-file backup, the corresponding Memory Block index and its current starting address for memory-to-memory backup, memory page size and the number of memory pages in the Memory Block.

Referring to FIG. 19, as the DMCE Virtual Address schemes disclosed above, the content in memory pages are memory-address neutral, therefore, copying from...
Memory Blocks from source RAM 1282 to the Memory Blocks in Backup RAM/File 1281 or vice versa ensure data safe.


[0095] The foregoing description of the preferred embodiment of the invention has been presented for purposes of illustration and description. It is not intended to be exhaustive or to limit the invention to the precise form disclosed, and modifications and variations are possible in light of the above teachings or may be acquired from practice of the invention. The embodiment was chosen and described in order to explain the principles of the invention and its practical application to enable one skilled in the art to utilize the invention in various embodiments as are suited to the particular use contemplated. It is intended that the scope of the invention be defined by the claims appended hereto, and their equivalents. The entirety of each of the aforementioned documents is incorporated by reference herein.
WHAT IS CLAIMED IS:

1. A method of mapping memory in a computer system, said computer system comprising at least one device having a memory and said memory comprising at least one block having a starting address, comprising the steps of:

   assigning a device ID to said at least one device in said computer system;

   assigning a block ID to said at least one block of memory; and

   assigning an offset ID to a memory unit stored in said at least one block of memory.

2. A method according to claim 1 wherein said memory unit comprises data.

3. A method according to claim 1 further comprising the step of:

   calculating a memory address by adding said starting address of said block of memory to said offset ID.

4. A method of mapping memory in a computer system, said computer system having first and second devices each having a memory and each of said first device memory and said second device memory having at least one block of memory, comprising the steps of:

   storing in said first device memory a first virtual address for a first memory unit in said first device memory, wherein said first virtual address comprises: a first device ID identifying said first device, a first block ID identifying said at least one block of memory in said first device memory; and a first offset ID identifying a memory cell in said first block of memory in said first device memory; and
storing in said first device memory a second virtual address for a second memory
unit in said second device memory, wherein said second virtual address comprises: a
second device ID identifying said second device, a second block ID identifying said at
least one block of memory in said second device memory; and a second offset ID
identifying a memory cell in said second block of memory in said second device
memory.

5. A computing environment comprising:

at least one device having a memory, said memory comprising at least one
memory block;

a device ID stored in said memory, said device ID identifying said at least one
device;

a block ID stored in said memory, said block ID identifying said at least one
memory block; and

an offset ID stored in said memory, said offset ID identifying a data unit stored in

said memory.

6. A computing environment according to claim 5, wherein said device ID is
configurable.

7. A computing environment according to claim 5 wherein said block ID is
configurable.

8. A computing environment according to claim 5, wherein said block ID
corresponds to a starting address of said at least one memory block.

9. A computing environment according to claim 5 further comprising a memory
block ID lookup table stored in said memory.
10. A computing environment according to claim 5 further comprising a device ID lookup table stored in said memory.

11. A computing environment according to claim 5 wherein said device is a server.

12. A computing environment according to claim 8 wherein the sum of said starting address of said memory block and said offset ID equals a memory cell address.

13. A computing environment according to claim 12 wherein said memory cell address is a physical address.

14. A computing environment according to claim 12 where said memory cell address is a virtual address.

15. A computing environment comprising:

   at least one device having a first memory, said first memory comprising at least one memory block;
   a device ID stored in a second memory, said device ID identifying said at least one device;
   a block ID stored in said second memory, said block ID identifying said at least one memory block in said first memory; and
   an offset ID stored in said second memory, said offset ID identifying a data unit stored in said first memory.

16. A computing environment according to claim 15 wherein said device is a first server.

17. A computing environment according to claim 16 wherein said second memory is in a second server.
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