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(57) Abstract: There is provided an imaging unit comprising at least one image sensor, a measuring instrument including at least
one marker, a position computing unit, a determining unit, and an output controller, wherein the imaging unit is configured to ac -
quire an image comprising a user and the marker, and provide the acquired image to the position computing unit, wherein the posi-
tion computing unit is configured to compute a position of the marker with respect to the user based on the image provided by the
imaging unit, and further provide the computed position to the determining unit, wherein the determining unit is configured to de -
termine whether the computed position of the marker matches a retrieved measurement position, and further output the result of the
determination to the output controller, and wherein the output controller is configured to provide an indication when the marker pos-
ition matches the measurement position.
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Description
Title of Invention: INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING METHOD, PROGRAM, AND

MEASURING SYSTEM
Technical Field

[0001]  The present disclosure relates to an information processing apparatus, an information
processing method, a program, and a measuring system, and more particularly, to an
information processing apparatus, an information processing method, a program, and a

measuring system capable of precise fixed point observation.

Background Art

[0002] In the related art, there exist measuring instruments that measure the state of a user's
skin. By using such a measuring instrument to measure the same area of skin, for
example, a user is able to perform fixed point observation of chronological changes in
his or her skin state.

[0003]  However, since the user relies on his or her memory of taking measurements to
determine the previously measured area and to take a measurement, it is difficult to
precisely observe the same area.

[0004]  Accordingly, there exists a display recognition method configured to cause a user to
recognize a previously measured area by presenting a display on a display device that
indicates to the user using the measuring instrument, together with the same area of

skin that was previously measured (see PTL 1, for example).
Citation List
Patent Literature
[0005] PTL 1: Japanese Unexamined Patent Application Publication No. 2010-284239
Summary of Invention

Technical Problem

[0006]  However, according to the display recognition method of the related art, although the
user is able to recognize a previously measured area, it is difficult to accurately move
the measuring instrument to a position enabling the measurement of that area.

[0007]  In other words, the user moves the measuring instrument and causes the measuring
instrument to measure his or her skin upon determining that the measuring instrument
has moved to a position enabling the measurement of the same area as before, but the
position determined by the user is not strictly limited to being the position enabling the
measurement of the same area as before.

[0008] For this reason, it has been difficult to precisely observe the same area of skin, even
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in the case of using the display recognition method of the related art.
The present disclosure has been devised in light of such circumstances, and is

capable of precise fixed point observation.
Solution to Problem

A measuring system for performing a fixed point observation according to a first em-
bodiment of the present disclosure includes at least one image sensor, a measuring in-
strument including at least one marker, a position computing unit, a determining unit,
and an output controller, wherein the imaging unit is configured to acquire an image
comprising a user and the marker, and provide the acquired image to the position
computing unit, wherein the position computing unit is configured to compute a
position of the marker with respect to the user based on the image provided by the
imaging unit, and further provide the computed position to the determining unit,
wherein the determining unit is configured to determine whether the computed position
of the marker matches a retrieved measurement position, and further output the result
of the determination to the output controller, and wherein the output controller is
configured to provide an indication when the marker position matches the mea-
surement position.

The measuring system may further include a user identifying unit configured to
receive an image from the imaging unit, detect one or more features associated with
the user, and identify a user based on the detected one or more features. The retrieved
measurement position may be a measurement position associated with the identified
user.

The marker may be an LED that emits at least one of visible light, ultraviolet light
and infrared light.

The marker may also be a light emitter that blinks in a predetermined blinking
pattern by turning on and off, and the measuring system further include a pattern
detector that detects the blinking pattern of the marker on the basis of whether the
marker is on or off in the image.

The measuring instrument may further acquire measurement data in response to the
retrieved measurement position matching the computed position of the LED.

The measurement data may comprise skin measurement data.

The measuring instrument may measure the user's skin by taking an image in close
proximity, and the measuring system may further include a generator that, on the basis
of a plurality of skin images obtained from the measurement unit, generates a full skin
image formed by joining the plurality of skin images together.

The measuring system may further include an irradiating unit configured to suc-

cessively emit light at different wavelengths. The measuring instrument may acquire
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measurement data for each successive light emission.

The measuring system may further acquire skin measurement data utilizing the mea-
surement instrument.

The measuring instrument may be freely attachable to and detachable from the
imaging unit.

The measuring system may further include an orientation identifying unit that
identifies the orientation of the measuring instrument.

The measuring instrument may include a sensor that senses the motion of the
measuring instrument, and the orientation identifying unit identifies the orientation of
the measuring instrument on the basis of the sensing results from the sensor.

The marker may be a graphical figure provided on a case of the measuring in-
strument and the orientation identifying unit may identify the orientation of the
measuring instrument on the basis of the shape of the graphical figure in the image.

A method of performing a fixed point observation according to an embodiment of the
present disclosure, may include receiving an image comprising a user and a measuring
unit, determining a position of the measuring unit based on the received image;

retrieving a stored measurement position associated with the measuring unit, de-
termining if the retrieved measurement position associated with the measuring unit
matches the determined position of the measuring unit, and providing an indication
that the retrieved measurement position associated with the measuring unit matches the
determined position of the measuring unit.

The method of performing a fixed point observation may further include identifying
the user based on the received image, wherein retrieving a stored measurement
position further comprises retrieving a measurement position associated with the
identified user.

The position of the measuring unit may be determined by calculating a position of a
marker associated with the measuring unit.

The marker may be a light emitter that blinks in a predetermined blinking pattern by
turning on and off, and the method may further include detecting the blinking pattern
of the marker on the basis of whether the marker is on or off in the image.

The method of performing a fixed point observation may further include displaying
an image comprising an image of the user and an image of the measuring unit to an
imaging unit display.

The method of performing a fixed point observation may further acquire measure
data from the measurement unit in response to an indication that the retrieved mea-
surement position associated with the measuring unit matches the determined position
of the measuring unit.

The image may be acquired at an imaging unit and the position of the measuring unit
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may be based on a position of an LED associated with the measuring unit.
The method of performing a fixed point observation may further acquire skin mea-

surement data using the measurement unit.

The measuring unit may measure the user's skin by taking an image in close
proximity and further generate, on the basis of a plurality of skin images obtained from
the measurement unit, a full skin image formed by joining the plurality of skin images
together.

The method of performing a fixed point observation may further include identifying
a state associated with the measuring unit, where the state of the measuring unit may
be at least one of on and off, and displaying the state of the measuring unit and at least
one image.

The method of performing a fixed point observation may further include storing the
determined position of the measuring unit as a new measurement position, receiving a
second image comprising the user and the measuring unit, determining the position of
the measuring unit based on the received image, retrieving the new measurement
position, determining if the retrieved new measurement position of the measuring unit
matches the determined position of the measuring unit, and providing an indication
that the retrieved new measurement position of the measuring unit matches the de-
termined position of the measuring unit.

The method of performing a fixed point observation may further include receiving
depth information indicating positions in a depth direction, receiving measurement in-
formation from the measurement unit, the measurement information comprising skin
image data, and generating a three-dimensional image map based on the received depth
information and the received measurement information.

The method of performing a fixed point observation may furthe include receiving
measurement information corresponding to different wavelengths of light.

A method of performing a fixed point observation according to at least one em-
bodiment of the present disclosure may comprise determining a position of a
measuring instrument based on an image of the measuring instrument, and initiating a
measurement by the measuring instrument when the position of the measuring in-
strument matches a retrieved measurement position.

The measurement by the measuring instrument may be skin measurement data.

The determined position of the measuring instrument may be based on a position of
the measuring instrument in an image in relation to a user in the image.
Advantageous Effects of Invention

According to the present disclosure, precise fixed point observation becomes

possible.
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Brief Description of Drawings
[fig.1]Fig. 1 is a diagram illustrating an exemplary configuration of a measuring
system in the present disclosure.
[fig.2]Fig. 2 is a block diagram illustrating a first exemplary configuration of the
smartphone in Fig. 1.
[fig.3]Fig. 3 is a flowchart for illustrating a reporting process conducted by the
smartphone in Fig. 2.
[fig.4]Fig. 4 is a block diagram illustrating a second exemplary configuration of the
smartphone in Fig. 1.
[fig.5]Fig. 5 is a flowchart for illustrating a state displaying process conducted by the
smartphone in Fig. 4.
[fig.6]Fig. 6 is a block diagram illustrating a third exemplary configuration of the
smartphone in Fig. 1.
[fig.7]Fig. 7 is a flowchart for illustrating a measurement controlling process
conducted by the smartphone in Fig. 6.
[fig.8]Fig. 8 is a diagram illustrating an example of how a measuring instrument
measures multiple skin images.
[fig.9]Fig. 9 is a flowchart for illustrating an image compositing process conducted by
the smartphone in Fig. 6.
[fig.10]Fig. 10 is a diagram illustrating an example of a jacket-style measuring in-
strument.
[fig.11]Fig. 11 is a diagram illustrating an example of a jacket-style measuring in-
strument attached to a smartphone.
[fig.12]Fig. 12 is a diagram illustrating an example of causing a jacket-style measuring
instrument to measure skin data while attached to a smartphone.
[fig.13]Fig. 13 is a diagram illustrating an example of using a measuring instrument
and a smartphone as a magnifying glass.
[fig.14]Fig. 14 is a diagram illustrating an example of a measuring instrument with
improved usability.
[fig.15]Fig. 15 is a block diagram illustrating an exemplary hardware configuration of
a computer.
Description of Embodiments

Hereinafter, embodiments for carrying out the present disclosure (hereinafter
designated embodiments) will be described. The description will proceed in the
following order.

1. First embodiment (example of reporting when LED position matches measurement

position)
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2. Second embodiment (example of displaying state of measuring instrument according
to LED blinking pattern)

3. Third embodiment (example of performing measurement when LED position
matches measurement position)

4. Modifications

1. First Embodiment

Exemplary configuration of measuring system 1

Fig. 1 illustrates an exemplary configuration of a measuring system 1 in the present
disclosure.

The measuring system 1 includes a measuring instrument 21 and a smartphone 22,
for example, and is capable of performing fixed point observation of skin data
regarding a user's skin with the measuring instrument 21.

Note that although the measuring system 1 is described as a system that performs
fixed point observation of skin data in the present disclosure, the target of fixed point
observation is not limited to skin data, and data regarding features such as the scalp
and hair roots, or data expressing the extent (degree) of deterioration in a work of art
such as a sculpture, may also be targeted.

The measuring instrument 21 is moved in close proximity to the user's skin (the
user's face, for example), and measures skin data regarding the user's skin. Herein,
close proximity designates a concept that includes both contact, which represents a
distance of zero to the user's skin, and nearness, which represents a short distance to
the user's skin.

Also, the data adopted as skin data may be data expressing the state of the user's skin
(numerical data indicating factors such as skin elasticity and looseness), or data used to
determine the state of the user's skin (a skin image obtained by imaging the skin, for
example).

Note that in the first embodiment, the measuring instrument 21 includes a built-in
camera 21a that takes a close-up image of the user's skin, and will be described as an
instrument that uses the built-in camera 21a to measure skin data in the form of a skin
image. However, the skin data measuring method by the measuring instrument 21 is
not limited to a measuring method using the camera 21a, and may be any measuring
method capable of measuring skin data.

Also, in the measuring instrument 21, a light-emitting diode (LED) 21b is provided
on the back of the measuring instrument 21 (the face on the opposite of the face in
close proximity to the user's skin). The LED 21b turns on to allow the smartphone 22
to identify the position of the measuring instrument 21.

Note that although the LED 21b is provided on the measuring instrument 21, the

marker is not limited to the LED 21b insofar as the marker allows the smartphone 22 to
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identify the position of the measuring instrument 21, and any such marker may be
provided. For example, a graphical figure such as a two-dimensional barcode may be
implemented as a marker.

The smartphone 22 includes an imaging unit 22a that takes an image of the user as
well as the LED 21b as subjects, and a liquid crystal display (LCD) 22b that displays
information such as an image obtained from imaging by the imaging unit 22a.

Note that the LED 21b turns on by emitting light at a wavelength able to be sensed
(recognized) by the imaging unit 22a. Besides visible light, the LED 21b may also be
configured to emit invisible light such as ultraviolet or infrared light, in order to avoid
glare caused by the LED 21b. This similarly applies to the case where the LED 21b
blinks, as discussed later with Figs. 4 and 5.

As illustrated in Fig. 1, with the measuring instrument 21 in a state of close
proximity to the face, the user moves the measuring instrument 21 while referring to an
image displayed on the LCD 22b of the smartphone 22.

On the basis of the image obtained from the imaging unit 22a, the smartphone 22 de-
termines whether or not the position of the LED 21b with respect to the user (the LED
position) is a measurement position representing the position of the LED when
performing a measurement with the measuring instrument 21.

The smartphone 22 then conducts a reporting process that reports in the case of de-
termining that the LED position is the measurement position, for example. At this
point, the user is able to perform fixed point observation of the same area on his or her
face by operating the measuring instrument 21 and causing the measuring instrument
21 to take a measurement.

In other words, the measuring instrument 21 is able to continually measure a skin
image of the same area on the user's face.

Note that the reporting process conducted by the smartphone 22 will be discussed in
detail with reference to Figs. 2 and 3. The smartphone 22 also conducts processes
different from the reporting process, and these processes will be described with Fig. 4
and subsequent drawings.

Next, Fig. 2 illustrates a first exemplary configuration of the smartphone 22 in Fig. 1.

Besides the imaging unit 22a and the LCD 22b, the smartphone 22 in Fig. 2 includes
a user identifying unit 61, a position computing unit 62, a determining unit 63, an
output controller 64, a speaker 65, a display controller 66, a main controller 67, and an
operable unit 68.

Note that the imaging unit 22a takes an image of the user and the LED 21b of the
measuring instrument 21, and supplies the image obtained by such imaging to the user
identifying unit 61, the position computing unit 62, and the display controller 66.

The imaging unit 22a includes optics 41, an image sensor 42, and a signal processing
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integrated circuit (IC) 43.

The optics 41 include components such as a lens that condenses incident light (such
as reflected light from the user, for example), and a diaphragm (not illustrated) that
adjusts the amount of incident light. The optics 41 focus the incident light onto the
light-sensing face of the image sensor 42.

The image sensor 42 photoelectrically converts the light focused by the optics 41,
and outputs an image signal obtained as a result to signal processing IC 43. Note that
an image sensor such as a charge-coupled device (CCD) or complementary metal-
oxide-semiconductor (CMOS) image sensor may be implemented as the image sensor
42, for example.

The signal processing IC 43 subjects the image signal from the image sensor 42 to
image processing, and supplies an image expressing the processed image signal to the
user identifying unit 61, the position computing unit 62, and the display controller 66.

The user identifying unit 61 identifies the user as an imaged subject on the basis of
the image from the imaging unit 22a.

In other words, the user identifying unit 61 detects features such as the user's face
from the image from the imaging unit 22a, and identifies the user on the basis of the
detection results, for example. The user identifying unit 61 then supplies the identi-
fication result to the determining unit 63.

Note that a method that detects skin color portions from the entire image area as the
user's face may be implemented as the method of detecting features such as the user's
face, for example.

The position computing unit 62 computes the position of the LED 21b with respect to
the user (the LED position) on the basis of the image from the imaging unit 22a, and
supplies the computed LED position to the determining unit 63.

In other words, the position computing unit 62 detects regions of skin color from the
image from the imaging unit 22a as the user's face, and in addition, detects a region of
luma equal to or greater than a predetermined threshold as the turned-on LED 21b, for
example. Note that the LED 21b is turned on by the measuring instrument 21 in order
to compute the LED position.

The position computing unit 62 then computes the LED position on the basis of the
detection results for the user's face and the LED 21b, and supplies the computed LED
position to the determining unit 63.

The determining unit 63 includes built-in memory 63a. The memory 63a stores mea-
surement positions in association with each of multiple different users. Herein, a mea-
surement position refers to the LED position when measuring the same area with the
measuring instrument 21 for fixed point observation. The LED position from a

previous measurement by the measuring instrument 21 may be adopted as the mea-
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surement position, for example.

Note that the memory 63a may be configured to store multiple positions rather than
one position as the measurement position.

In other words, in the case where the measurement region representing the area
measured by the measuring instrument 21 is a small region able to be measured with a
single measurement, one measurement position measuring that region is stored.

Meanwhile, in the case where the measurement region is a large region involving
multiple measurements, as with the measurement region 121 illustrated in Fig. 8
discussed later, multiple measurement positions measuring that region are stored.

Note that in the case where only one user uses the measuring instrument 21, the
memory 63a may store only a measurement position for that user. In this case, the user
identifying unit 61 may be omitted from the smartphone 22 in Fig. 2.

On the basis of an identification result from the user identifying unit 61, the de-
termining unit 63 retrieves a measurement position associated with the user identified
by the user identifying unit 61 from the memory 63a.

The determining unit 63 then determines whether or not the LED position from the
position computing unit 62 matches the measurement position retrieved from the
memory 63a, and if matching, reports the result to the output controller 64.

In response to receiving a report from the determining unit 63, the output controller
64 controls the speaker 65, causing the speaker 65 to output a tone indicating that the
LED position matches the measurement position.

Note that in the first embodiment, in the case where the LED position matches the
measurement position, the smartphone 22 in Fig. 2 reports the result to the user by
outputting a tone from the speaker 65. However, the reporting method is not limited
thereto.

In other words, the smartphone 22 in Fig. 2 may also use at least one of the speaker
65 and the LCD 22b, for example, to report to the user that the LED position matches
the measurement position.

In the case of displaying that the LED position matches the measurement position on
the LCD 22b, the display controller 66 controls the LCD 22b in response to receiving a
report from the determining unit 63, and causes the LCD 22b to display a display in-
dicating that the LED position matches the measurement position.

This case assumes that in the case where the LED position matches the measurement
position, the determining unit 63 reports the result to the display controller 66.

The speaker 65 outputs a tone under control by the output controller 64, for example.
Note that since the first embodiment is described taking the smartphone 22 as an
example, the speaker 65 is configured as part of the smartphone 22. However, the

speaker 65 may also be provided externally. Similar reasoning also applies to the LCD
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22b for display. Thus, an image depicting the user together with the measuring in-
strument 21 is displayed on the LCD 22b, as illustrated in Fig. 1.

As another example, the display controller 66 may also superimpose a position
display representing the measurement position onto an image from the imaging unit
22a, and cause the LCD 22b to display the superimposed image.

In this case, the LED 21b of the measuring instrument 21 and the position display are
displayed on the LCD 22b. The user then moves the measuring instrument 21 to align
the LED 21b of the measuring instrument 21 with the position display while referring
to the display screen on the LCD 22b.

Thus, the user becomes able to more rapidly perform fixed point observation with the
measuring instrument 21 compared to the case where a position display is not
displayed on the LCD 22b.

As another example, in the case where the measurement target of the measuring in-
strument 21 is a large region involving multiple measurements as with the mea-
surement region 121 illustrated in Fig. 8 discussed later, for example, the display
controller 66 may differentiate the display of measured areas and unmeasured areas in
the measurement region 121.

In this case, the user is able to easily ascertain the measured areas and the un-
measured areas by referring to the LCD 22b, thereby preventing missed measurements
with the measuring instrument 21.

Otherwise, the display controller 66 may also ignore (discard) an image from the
imaging unit 22a and not display an image on the LCD 22b, for example.

The main controller 67 controls the imaging unit 22a, the user identifying unit 61, the
position computing unit 62, the determining unit 63, the output controller 64, and the
display controller 66 on the basis of an operation signal from the operable unit 68, for
example.

The operable unit 68 includes elements such as operable buttons operated by the
user, and in response to being operated by the user, supplies the main controller 67
with an operation signal corresponding to the user operation. Note that the operable
unit 68 may also be provided on the LCD 22b as a touch panel that senses touch op-
erations from the user.

<Behavior of smartphone 22 in Fig. 2>

Next, a reporting process conducted by the smartphone 22 in Fig. 2 will be described
with reference to the flowchart in Fig. 3.

The reporting process starts when, for example, the user uses the operable unit 68 to

perform an activation operation that activates an application that executes the reporting



11

WO 2014/045558 PCT/JP2013/005447

[0094]

[0095]

[0096]

[0097]

[0098]

[0099]

[0100]

[0101]

[0102]

[0103]

[0104]

process.

At this point, the operable unit 68 supplies the main controller 67 with an operation
signal corresponding to the user's activation operation. The main controller 67 controls
the imaging unit 22a, the user identifying unit 61, the position computing unit 62, the
determining unit 63, the output controller 64, and the display controller 66 on the basis
of the operation signal from the operable unit 68.

Note that the LED 21b is assumed to be turned on when executing the reporting
process.

In step S21, the imaging unit 22a, under control by the main controller 67, takes an
image of the user and the LED 21b, and supplies the image obtained by such imaging
to the user identifying unit 61, the position computing unit 62, and the display
controller 66.

In step S22, the user identifying unit 61 identifies the user as an imaged subject on
the basis of the image from the imaging unit 22a, and supplies the identification result
to the determining unit 63.

In step S23, the position computing unit 62 computes the position of the LED 21b
with respect to the user as the LED position on the basis of the image from the imaging
unit 22a, and supplies the computed LED position to the determining unit 63.

In step S24, the determining unit 63, on the basis of the identification result from the
user identifying unit 61, retrieves a measurement position associated with the user
identified by the processing in step S22 from the internal memory 63a.

The determining unit 63 then determines whether or not the LED position from the
position computing unit 62 matches the measurement position retrieved from the
memory 63a, and if matching, reports the result to the output controller 64, and the
process advances to step S25.

In step S25, the output controller 64, in response to receiving a report from the de-
termining unit 63, controls the speaker 65, causing the speaker 65 to output a tone in-
dicating that the LED position matches the measurement position.

Note that in the case where the determining unit 63 determines in step S24 that the
LED position from the position computing unit 62 does not match the measurement
position retrieved from the memory 63a, the process skips step S25 and advances to
step S26.

In step S26, the display controller 66 supplies an image from the imaging unit 22a to
the LCD 22b for display. Thus, an image depicting the user together with the
measuring instrument 21 is displayed on the LCD 22b, as illustrated in Fig. 1.

In step S27, the imaging unit 22a takes an image of the user and the LED 21b of the
measuring instrument 21, and supplies the image obtained by such imaging to the user

identifying unit 61, the position computing unit 62, and the display controller 66,
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similarly to the case of step S21. After that, the process returns to step S23, and similar
processing is conducted thereafter.

Note that the reporting process ends when, for example, the user uses the operable
unit 68 to perform an operation that ends the application that executes the reporting
process.

According to the reporting process as described above, in the case where the LED
position matches the measurement position, the output controller 64 controls the
speaker 65 to output a tone indicating the result, for example.

Thus, the user is able to easily recognize that the LED position matches the mea-
surement position by the tone from the speaker 65.

Consequently, by pressing a measure button (not illustrated) causing the measuring
instrument 21 to take a measurement when the speaker 65 outputs a tone, the user is
able to repeatedly cause the measuring instrument 21 to measure skin data from the
same area of the user's face.

Thus, the user becomes able to perform fixed point observation of the same area of
the user's face using the measuring instrument 21.

Also, since the user may cause the measuring instrument 21 to take a skin mea-
surement only when the speaker 65 outputs a tone, it is possible to reduce power con-
sumption compared to the case of causing the measuring instrument 21 to continually
take skin measurements.

Meanwhile, although the LED 21b is configured to be continuously on when
executing the reporting process in the first embodiment, the measuring instrument 21
may also be configured to make the LED 21b blink in a blinking pattern that indicates
the start of a skin data measurement, for example.

In this case, the smartphone 22 detects the blinking pattern of the LED 21b on the
basis of the LED 21b being on or off in images obtained from the imaging unit 22a,
and conducts a state displaying process that displays on the LCD 22b the state of the
measuring instrument 21 as indicated by the detected blinking pattern. The state
displaying process will be described in detail with reference to Figs. 4 and 5 as the
second embodiment.

Herein, states such as the measurement progress state and the imaging state of the
camera 21a built into the measuring instrument 21 may be adopted as states of the
measuring instrument 21, for example.

Note that the measurement progress state may be considered to be a state indicating
that measurement is starting, a state indicating that skin data is being measured, or a
state indicating that measurement is ending, for example.

Meanwhile, in the case where the camera 21a operates in multiple operating modes,

the imaging state of the camera 21a may be considered to be a state indicating an
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operating mode that takes an image of skin illuminated with visible light, or a state in-
dicating an operating mode that takes an image of skin illuminated with infrared light,
for example.

2. Second embodiment

Exemplary configuration of smartphone 22 according to second embodiment

Next, Fig. 4 illustrates an exemplary configuration of a smartphone 22 able to display
an image with a superimposed state display.

Note that in the smartphone 22 in Fig. 4, portions configured similarly as in the case
of Fig. 2 are denoted with the same reference signs, and the description of such
portions may be reduced or omitted hereinafter.

In other words, the smartphone 22 in Fig. 4 is configured similarly as in the case of
Fig. 2, except that a pattern detector 81, a state identifying unit 82, and a display
controller 83 are provided instead of the display controller 66 in Fig. 2.

The pattern detector 81 is supplied with images from the imaging unit 22a. The
pattern detector 81 detects whether the LED 21b is on or off, on the basis of the images
supplied from the imaging unit 22a.

In other words, the pattern detector 81 detects that the LED 21b is on in the case
where luma equal to or greater than a predetermined threshold exists among the re-
spective luma values in an image from the imaging unit 22a, and detects that the LED
21b is off in the case where luma equal to or greater than the threshold does not exist.

The pattern detector 81 then supplies the state identifying unit 82 with multiple
detection results obtained from the respective images supplied by the imaging unit 22a
as the blinking pattern of the LED 21b, together with the images.

The state identifying unit 82 identifies the state of the measuring instrument 21 on
the basis of the blinking pattern from the pattern detector 81, and supplies the display
controller 83 with the identification result, together with the images from the pattern
detector 81.

In other words, the state identifying unit 82 determines whether or not the blinking
pattern from the pattern detector 81 matches a state pattern representing the state of the
measuring instrument 21, for example.

Then, in the case of determining that the blinking pattern does not match a state
pattern, the state identifying unit 82 supplies the display controller 83 with only the
images from the pattern detector 81.

Meanwhile, in the case of determining that the blinking pattern does match a state
pattern, the state identifying unit 82 identifies the state indicated by that state pattern as
the state of the measuring instrument 21, and supplies the display controller 83 with
the identification result, together with the images from the pattern detector 81.

Note that the state identifying unit 82 stores multiple different state patterns in
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advance in internal memory not illustrated.

The display controller 83 supplies an image from the state identifying unit 82 to the
LCD 22b for display, similarly to the display controller 66 in Fig. 2.

Also, in the case where the state identifying unit 82 supplies an identification result
indicating the state of the measuring instrument 21, the display controller 83 su-
perimposes a state display indicating the state of the measuring instrument 21 onto an
image from the state identifying unit 82 on the basis of the identification result.

The display controller 83 then supplies the image with the superimposed state display
to the LCD 22b for display.

<Behavior of smartphone 22 in Fig. 4>

Next, a state displaying process conducted by the smartphone 22 in Fig. 4 will be
described with reference to the flowchart in Fig. 5.

Note that the smartphone 22 in Fig. 4 conducts a process similar to the reporting
process conducted by the smartphone 22 in Fig. 2, except for conducting the state
displaying process instead of the processing in step S26 of Fig. 3. For this reason, the
flowchart in Fig. 5 only illustrates the state displaying process.

In step S41, the pattern detector 81 detects whether the LED 21b is on or off, on the
basis of images supplied from the imaging unit 22a.

In other words, the pattern detector 81 detects that the LED 21b is on in the case
where luma equal to or greater than a predetermined threshold exists among the re-
spective luma values in an image from the imaging unit 22a, and detects that the LED
21b is off in the case where luma equal to or greater than the threshold does not exist.

The pattern detector 81 then supplies the state identifying unit 82 with multiple
detection results obtained from respective images supplied by the imaging unit 22a as
the blinking pattern of the LED 21b, together with the images.

In step S42, the state identifying unit 82 determines whether or not the blinking
pattern from the pattern detector 81 matches a state pattern representing the state of the
measuring instrument 21.

Then, in the case of determining that the blinking pattern does not match a state
pattern, the state identifying unit 82 supplies the display controller 83 with only the
images from the pattern detector 81, and the process advances to step S43.

In step S43, the display controller 83 supplies an image from the state identifying
unit 82 to the LCD 22b for display as-is, and the state displaying process ends.

Meanwhile, in the case where the state identifying unit 82 determines in step S42 that
the blinking pattern does match a state pattern, the process advances to step S44, and
the state identifying unit 82 identifies the state indicated by that state pattern as the
state of the measuring instrument 21.

The state identifying unit 82 then supplies the display controller 83 with the identi-
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fication result together with the images from the pattern detector 81, and the process
proceeds to step S45.

In step S45, the display controller 83 superimposes a state display indicating the state
of the measuring instrument 21 onto an image from the state identifying unit 82, on the
basis of the identification result indicating the state of the measuring instrument 21
from the same state identifying unit 82.

The display controller 83 then supplies the image with the superimposed state display
to the LCD 22b for display, and the state displaying process ends.

According to the state displaying process as described above, the display controller
83 causes the LCD 22b to display the state of the measuring instrument 21 on the basis
of a blinking pattern by the LED 21b of the measuring instrument 21.

Thus, the user becomes able to easily ascertain the state of the measuring instrument
21 (such as a state where the measuring instrument 21 is taking a measurement, for
example) by referring to the LCD 22b of the smartphone 22 in Fig. 4.

Note that the smartphone 22 may be configured such that, in the case of determining
that the LED position is the measurement position, the smartphone 22 controls the
measuring instrument 21 and conducts a measurement controlling process that causes
the measuring instrument 21 to take a skin measurement. The measurement controlling
process will be described in detail with reference to Figs. 6 and 7 as the third em-
bodiment.

3. Third embodiment

Exemplary configuration of smartphone 22 according to third embodiment

Next, Fig. 6 illustrates an exemplary configuration of a smartphone 22 that controls
the measuring instrument 21 to measure skin data.

Note that in the smartphone 22 in Fig. 6, portions configured similarly as in the case
of Fig. 2 are denoted with the same reference signs, and the description of such
portions may be reduced or omitted hereinafter.

In other words, the smartphone 22 in Fig. 6 is configured similarly as in the case of
Fig. 2, except that a communication controller 101, a communication unit 102, and a
data storage unit 103 are additionally provided.

Also, in the third embodiment, the display controller 66 in Fig. 6 may be configured
to function as the pattern detector 81, the state identifying unit 82, and the display
controller 83 in Fig. 4.

In other words, in the third embodiment, with the configuration illustrated in Fig. 6,
the smartphone 22 in Fig. 6 is able to conduct at least one of a reporting process similar
to the smartphone 22 in Fig. 2 or the measurement controlling process in the case
where the LED position matches the measurement position.

Furthermore, if the display controller 66 in Fig. 6 is configured to function as the
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pattern detector 81 to the display controller 83 in Fig. 4, the smartphone 22 in Fig. 6 is
able to conduct at least one of a reporting process similar to the smartphone 22 in Fig.
2 or the measurement controlling process in the case where the LED position matches
the measurement position.

Also, in Fig. 6, besides the camera 21a and the LED 21b, the measuring instrument
21 is provided with a communication unit 21c that wirelessly communicates with the
smartphone 22.

Note that although the third embodiment describes the measuring instrument 21 and
the smartphone 22 communicating wirelessly, the measuring instrument 21 and the
smartphone 22 may also be connected by a cable and communicate via the cable.

The communication controller 101 controls the communication unit 102 and com-
municates data with the measuring instrument 21 by wireless communication such as
Wi-Fi (trademark) or Bluetooth (registered trademark).

In other words, the communication controller 101 controls the communication unit
102 to transmit a control signal to the measuring instrument 21, and receive skin data
(a skin image, for example) from the measuring instrument 21, for example.

Specifically, in response to a report from the user identifying unit 61 or a report from
the determining unit 63, the communication controller 101 may supply a control signal
for controlling the measuring instrument 21 to the communication unit 102 for
transmission, for example.

Note that the user identifying unit 61 is assumed to report to the communication
controller 101 in the case of identifying a user as an imaged subject, while the de-
termining unit 63 is assumed to report to the communication controller 101 in the case
of determining that the LED position matches a measurement position.

Herein, signals such as an ON instruction signal instructing the LED 21b to turn on,
an OFF instruction signal instructing the LED 21b to turn off, and a measure in-
struction signal instructing the measuring instrument 21 to take a measurement may be
adopted as a control signal, for example.

As another example, the communication controller 101 may receive a skin image, for
example, as skin data from the measuring instrument 21 via the communication unit
102, and cause the data storage unit 103 to store the skin image in association with an
LED position from the determining unit 63.

Note that the determining unit 63 is assumed to supply the communication controller
101 with an LED position from the position computing unit 62.

Also, a skin image stored in the data storage unit 103 may be analyzed by analysis
software or the like that determines the state of a user's skin, for example. Such
analysis software or the like is executed by the main controller 67 in response to a user

operation performed using the operable unit 68, for example. Analysis results obtained
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by the analysis software or the like may be displayed on the LCD 22b, for example.

The communication unit 102, under control by the communication controller 101,
transmits information such as a control signal from the communication controller 101
to the measuring instrument 21 by wireless communication, and in addition, receives
information such as a skin image from the measuring instrument 21, which is supplied
to the communication controller 101.

The data storage unit 103 stores (retains) skin images from the communication
controller 101 which are associated with LED positions.

<Behavior of smartphone 22 in Fig. 6 according to third embodiment>

Next, a measurement controlling process conducted by the smartphone 22 in Fig. 6
will be described with reference to the flowchart in Fig. 7.

Note that besides conducting a reporting process similar to that of the smartphone 22
in Fig. 2, the smartphone 22 in Fig. 6 conducts a measurement controlling process as a
process different from that of the smartphone 22 in Fig. 2.

In step S61, the communication controller 101 waits for a report identifying a user
from the user identifying unit 61, and the process then proceeds to step S62.

In step S62, the communication controller 101 controls the measuring instrument 21
via the communication unit 102, and turns on the LED 21b of the measuring in-
strument 21.

In other words, the communication controller 101 supplies the communication unit
102 with an ON instruction signal instructing the LED 21b of the measuring in-
strument 21 to turn on, for example. The communication controller 101 then controls
the communication unit 102 to transmit the ON instruction signal from the commu-
nication unit 102 to the measuring instrument 21.

Thus, the communication unit 21¢ in the measuring instrument 21 receives an ON in-
struction signal from the communication unit 102. A controller (not illustrated) in the
measuring instrument 21 then controls the LED 21b to turn on the LED 21b on the
basis of the ON instruction signal received by the communication unit 21c.

In step S63, the communication controller 101 waits for a report from the de-
termining unit 63 indicating that the LED position matches a measurement position,
and the process then proceeds to step S64.

In step S64, the communication controller 101 controls the measuring instrument 21
via the communication unit 102 to measure a skin image, for example.

In other words, the communication controller 101 supplies the communication unit
102 with a measure instruction signal instructing the measuring instrument 21 to take a
measurement, for example. The communication controller 101 then controls the com-
munication unit 102 to transmit the measure instruction signal from the communication

unit 102 to the measuring instrument 21.
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Thus, the communication unit 21c in the measuring instrument 21 receives a measure
instruction signal from the communication unit 102. Then, on the basis of the measure
instruction signal received by the communication unit 21c¢, a controller (not illustrated)
in the measuring instrument 21 controls the camera 21a to take an image of the user's
skin and transmit the skin image obtained by such imaging to the communication unit
102 via the communication unit 21c.

In step S65, the communication unit 102 receives a skin image from the commu-
nication unit 21c of the measuring instrument 21, which is supplied to the commu-
nication controller 101.

In step S66, the communication controller 101 stores the skin image from the com-
munication unit 102 in the data storage unit 103, for example, in association with the
LED position from the determining unit 63. Note that the determining unit 63 supplies
the communication controller 101 with the LED position output from the position
computing unit 62.

At this point, the skin image stored in the data storage unit 103 may be analyzed by
analysis software or the like that determines the state of the user's skin, for example.
The analysis results may then be displayed on the LCD 22b, for example.

In step S67, the communication controller 101 controls the measuring instrument 21
via the communication unit 102, and turns off the LED 21b of the measuring in-
strument 21.

In other words, the communication controller 101 supplies the communication unit
102 with an OFF instruction signal instructing the LED 21b of the measuring in-
strument 21 to turn off, for example. The communication controller 101 then controls
the communication unit 102 to transmit the OFF instruction signal from the commu-
nication unit 102 to the measuring instrument 21.

Thus, the communication unit 21c in the measuring instrument 21 receives an OFF
instruction signal from the communication unit 102. A controller (not illustrated) in the
measuring instrument 21 then controls the LED 21b to turn off the LED 21b on the
basis of the OFF instruction signal received by the communication unit 21c. With that,
the measurement controlling process ends.

According to the measurement controlling process as described above, in the case
where the LED position matches the measurement position, the communication
controller 101 controls the measuring instrument 21 via the communication unit 102,
causing the measuring instrument 21 to measure a skin image.

Thus, the user is saved the trouble of pressing a measure button (not illustrated)
causing the measuring instrument 21 to take a measurement, and is able to repeatedly
cause the measuring instrument 21 to measure skin data in the form of a skin image,

for example, from the same area of the user's face.
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The measuring instrument 21 measures skin data at an LED position that matches a
measurement position. However, the measuring instrument 21 may also measure skin
data at each of multiple different measurement positions while moving in close
proximity to the user's skin, for example.

In other words, it is possible to measure skin data in the form of multiple skin images
by having the built-in camera 21a in the measuring instrument 21 take an image at
each of multiple different measurement positions.

Next, Fig. 8 illustrates an example of how the measuring instrument 21 measures a
skin image at each of multiple different measurement positions while moving in close
proximity to the user's skin.

Note that in Fig. 8, the measurement region 121 represents a region measured by the
measuring instrument 21, while the skin images 121a to 1211 represent examples of
skin images obtained by taking measurements in the measurement region 121.

Also, in Fig. 8, the track 21b' represents the track of the LED 21b moving within the
measurement region 121 while the measuring instrument 21 takes measurements.

Furthermore, in Fig. 8, the full skin image 121' represents an image obtained when
imaging the measurement region 121. The full skin image 121" is generated by joining
the respective skin images 121a to 1211 illustrated in Fig. 8, for example.

The user moves the measuring instrument 21 such that the LED 21b traces the track
21b'. In this case, the measuring instrument 21, under control by the smartphone 22 in
Fig. 6, measures the skin images 121a to 1211 at respective measurement positions
along the track 21b', for example. The output controller 64 in the smartphone 22 in Fig.
6 may also control the speaker 65 to output a tone at each measurement position along
the track 21b".

Note Fig. 8 assumes that the user moves the measuring instrument 21 such that the
LED 21b traces the track 21b'. However, the track 21b' is not limited thereto, and may
be a track different from a track during a previous measurement, insofar as the track
enables the measuring instrument 21 to measure the skin images 121a to 121i. In other
words, features such as the start position and end position of the track 21b' may differ
from a track during a previous measurement.

The measuring instrument 21 transmits the skin images 121a to 121i obtained by
measurement to the smartphone 22 in Fig. 6.

The smartphone 22 in Fig. 6 receives the skin images 121a to 1211 from the
measuring instrument 21, and generates a full skin image 121' like that illustrated in
Fig. 8 on the basis of the received skin images 121a to 1211i.

<Behavior of smartphone 22 in Fig. 6 when generating full skin image>

Next, an image compositing process in which the smartphone 22 in Fig. 6 composites

the skin images 121a to 1211 to generate the full skin image 121" will be described with
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reference to the flowchart in Fig. 9.

In step S81 to step S86, processing similar to that in step S61 to step S66 of Fig. 7 is
conducted.

In step S87, the communication controller 101 determines, on the basis of LED
positions associated with skin images already stored in the data storage unit 103,
whether or not all skin images to be obtained at the respective measurement positions
along the track 21b' have been measured, for example.

In step S87, in the case where the communication controller 101 determines, on the
basis of LED positions associated with skin images already stored in the data storage
unit 103, that not all skin images to be obtained at the respective measurement
positions along the track 21b" have yet been measured, the process returns to step S83.

In step S83, the communication controller 101 determines whether or not the de-
termining unit 63 has reported that the LED position matches a measurement position
whose skin image has not yet been measured from among the respective measurement
positions along the track 21b'.

The communication controller 101 repeats the processing in step S83 until de-
termining that the determining unit 63 has reported, and in the case where the de-
termining unit 63 has reported, the process advances to step S84, and similar
processing is conducted thereafter.

Meanwhile, in step S87, in the case where the communication controller 101 de-
termines, on the basis of LED positions associated with skin images already stored in
the data storage unit 103, that all skin images to be obtained at the respective mea-
surement positions along the track 21b' have been measured, the process advances to
step S&8.

In step S88, the communication controller 101 retrieves from the data storage unit
103 the skin images 121a to 1211 that were stored in the data storage unit 103 by
repeating the processing from step S83 to step S87.

The communication controller 101 then generates a full skin image 121' corre-
sponding to the measurement region 121 on the basis of the retrieved skin images 121a
to 1211, and supplies the generated full skin image 121' to the data storage unit 103 for
storage.

In step S89, processing similar to that in step S67 of Fig. 7 is conducted, and the
image compositing process ends.

According to the image compositing process as described above, the communication
controller 101 generates a full skin image 121" corresponding to the measurement
region 121 on the basis of skin images 121a to 121i obtained at respective mea-
surement positions along a track 21b'.

Thus, according to the image compositing process, the smartphone 22 in Fig. 6
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becomes able to also acquire a full skin image 121" corresponding to the measurement
region 121 that is unfeasible to acquire with a single measurement.

As another example, if the smartphone 22 in Fig. 6 is provided with a distance
measuring unit that measures the distance to a measurement position on the basis of an
image from the imaging unit 22a, the respective positions of the skin images 121a to
1211 in the depth direction (depth information) may also be obtained.

In this case, the smartphone 22 in Fig. 6 is able to generate a full skin image 121" as a
three-dimensional image with depth information on the basis of the skin images 121a
to 1211 and the depth information.

In other words, the smartphone 22 in Fig. 6 is able to compute a three-dimensional
position for each of the skin images 121a to 121i from the measurement positions
expressed as two-dimensional positions, and the depth information indicating positions
in the depth direction, for example.

Thus, by mapping corresponding skin images to the computed three-dimensional
position for each of the skin images 121a to 1211, the smartphone 22 in Fig. 6 is able to
generate a stereoscopic full skin image 121", which may be displayed on the LCD 22b,
for example.

Note that the distance measuring unit is able to measure distance according to the
brightness (luma) and size of the LED 21b in an image output from the imaging unit
22a, for example. This utilizes the effect of the LED 21b of the measuring instrument
21 appearing brighter and larger in an image the closer the LED 21b is to the
smartphone 22 in Fig. 6.

A depth map generator that generates a depth map respectively indicating the
distance to the subject displayed in each pixel of an image may also be adopted as the
distance measuring unit, for example.

The depth map generator generates a depth map according to a stereo camera method
that uses multiple cameras provided with parallax, or a light-section method that uses a
camera and laser slit light, for example.

As another example, the depth map generator may also generate a depth map by
using a time-of-flight camera, or a laser rangefinder that measures distance according
to a principle similar to a time-of-flight camera.

Herein, a time-of-flight camera refers to a camera which includes a light source that
radiates light, and which measures distance on the basis of the time of flight until light
from the light source is reflected back and sensed, and the speed of light.

4. Modifications

Modification of measuring instrument 21

The measuring instrument 21 takes a skin image as a measurement of skin data by

using a built-in camera 21a.
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However, the measuring instrument 21 may also be provided with an irradiating unit
that emits light at different wavelengths, with the irradiating unit successively ir-
radiating the skin with light at different wavelengths. The camera 21a may then take an
image of the skin each time the skin is irradiated with light at a different wavelength.

In this case, by using the camera 21a, the measuring instrument 21 measures images
such as a skin image depicting the epidermis of the skin, a skin image depicting the
dermis of the skin, and a skin image depicting blood vessels in the skin as different
skin images for each wavelength.

This is because the reflectivity of light differs by wavelength in features constituting
the skin such as the epidermis, the dermis, and blood vessels. In other words, if for
example the irradiating unit radiates light at a wavelength for which the epidermis of
the skin has high reflectivity but features such as the dermis of the skin and blood
vessels have low reflectivity, the measuring instrument 21 is able to measure a skin
image depicting the epidermis of the skin (only) by imaging with the camera 21a.

Thus, the measuring instrument 21 becomes able to measure multiple skin images for
determining various states of the skin.

Note that in the case of providing the measuring instrument 21 with an irradiating
unit, the skin image measuring method may conceivably be a first measuring method
that successively drives the irradiating unit and the camera 21a, or a second measuring
method that drives the irradiating unit and the 21a in parallel, for example.

In other words, with the first measuring method, the irradiating unit radiates light at a
first wavelength, and the camera 21a images the skin being irradiated with light at the
first wavelength, for example.

Next, after stopping the radiation of light at the first wavelength, the irradiating unit
radiates light at a second wavelength different from the first wavelength, and the
camera 21a images the skin being irradiated with light at the second wavelength.

Thus, the camera 21a is able to obtain a skin image of skin being irradiated with light
at a first wavelength, and a skin image of skin being irradiated with light at a second
wavelength.

Note that in the case where the measuring instrument 21 measures the measurement
region 121, the irradiating unit continues to radiate light at the first wavelength until
the camera 21a finishes imaging the skin images 121a to 1211 within the measurement
region 121.

Also, after the camera 21a finishes imaging the skin images 121a to 1211, the ir-
radiating unit stops radiating light at the first wavelength, and starts radiating light at
the second wavelength. The irradiating unit then continues to radiate light at the second
wavelength until the camera 21a finishes imaging the skin images 121a to 1211 within

the measurement region 121.
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Thus, the camera 21a is able to obtain skin images 121a to 121i of skin being ir-
radiated with light at the first wavelength, and skin images 121a to 1211 of skin being
irradiated with light at the second wavelength.

As another example, with the second measuring method, the irradiating unit suc-
cessively irradiates skin with light at different wavelengths. Meanwhile, the camera
2]a takes images in parallel with the radiation by the irradiating unit.

Thus, the camera 21a is able to acquire respective skin images at different
wavelengths.

Note that in the case where the measuring instrument 21 measures the measurement
region 121, the user is expected to move the measuring instrument 21 at a speed
enabling skin images 121a to 1211 to be obtained at different wavelengths.

For this reason, in the case where the user is moving the measuring instrument 21 too
quickly, it is desirable for the smartphone 22 to report this result to the user, and
prompt the user to adjust the speed of the measuring instrument 21, for example. Note
that the speaker 65 and the LCD 22b may be used to report to the user.

Also, the smartphone 22 computes the speed of the measuring instrument 21 on the
basis of at least one of information regarding the change in the LED position or the
motion of the measuring instrument 21.

Herein, information such as the acceleration and angular velocity of the measuring
instrument 21 may be adopted as motion information. Note that in the case where the
smartphone 22 identifies the speed of the measuring instrument 21 on the basis of in-
formation such as the acceleration and angular velocity of the measuring instrument
21, the measuring instrument 21 is provided with various sensors (such as an ac-
celeration sensor and an angular velocity sensor (gyro sensor), for example) that sense
information such as the acceleration and angular velocity of the measuring instrument
21.

The measuring instrument 21 then transmits the sensing results obtained from the
various sensors to the smartphone 22 as appropriate. The smartphone 22 identifies the
speed of the measuring instrument 21 on the basis of the sensing results from the
measuring instrument 21, and in the case where the identified speed is equal to or
greater than a given speed, reports to the user by displaying a message or the like on
the LCD 22b indicating that the movement of the measuring instrument 21 is too fast.

The smartphone 22 is also able to identify the orientation (imaging direction) of the
measuring instrument 21 (camera 21a) on the basis of the sensing results from the
measuring instrument 21.

For this reason, the smartphone 22 is able to determine whether or not the camera
21ais oriented in accordance with the current LED position (for example, oriented

such that the optical axis of the camera 21a is perpendicular to the skin surface).
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In the case of determining that the camera 21a is not oriented in accordance with the
LED position, the smartphone 22 is able to report to the user by displaying a message
on the LCD 22b instructing the user to correct the orientation of the camera 21a to an
orientation in accordance with the LED position, for example.

Thus, the user is able to correct the orientation of the camera 21a to an orientation in
accordance with the LED position while referring to the LCD 22b of the smartphone
22, thereby making it possible to prevent situations where taking a skin image fails.

Note that although the smartphone 22 is configured to identify the orientation of the
camera 21a on the basis of sensing results from the measuring instrument 21 as
discussed above, the smartphone 22 may also be configured to identify the orientation
of the camera 21a on the basis of an image output from the imaging unit 22a.

This case assumes that a graphical figure such as a two-dimensional barcode is
provided on the case of the measuring instrument 21 instead of the LED 21b. The
smartphone 22 then identifies the orientation of the camera 21a on the basis of the
shape of the graphical figure (such as the deformation of the graphical figure, for
example) in an image output from the imaging unit 22a.

Note that the marker provided on the measuring instrument 21 is not limited to being
a graphical figure such as a two-dimensional barcode, and any marker for the purpose
of identifying the orientation of the camera 21a may be adopted. In other words, LEDs
may also be respectively provided on the top, bottom, left, and right sides of the
measuring instrument 21 instead of a graphical figure such as a two-dimensional
barcode, for example.

The smartphone 22 may also be configured to identify the orientation of the camera
21a on the basis of both sensing results from the measuring instrument 21 and the
shape of a graphical figure in an image output from the imaging unit 22a. In this case,
the smartphone 22 is able to more precisely identify the orientation of the camera 21a.

Next, other examples of the measuring instrument 21 will be described with
reference to Figs. 10 to 14.

Fig. 10 illustrates an example of a jacket-style measuring instrument 21" which is
freely attachable to and detachable from the smartphone 22.

As illustrated in Fig. 10, the measuring instrument 21' has a shape that is attachable
to the smartphone 22 so as to cover sides of the smartphone 22, for example. Note that
the shape of the measuring instrument 21" is not limited to the shape illustrated in Fig.
10, and may be any shape that is freely attachable to and detachable from the
smartphone 22.

The measuring instrument 21' is also provided with a camera 21a, an LED 21b, a
communication unit 21¢, and a charging connector 21d. Note that the camera 21a to

the communication unit 21c are configured similarly to the camera 21a to the commu-
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nication unit 21c in Fig. 6, and thus are denoted with the same reference signs, and the
description thereof is reduced or omitted.

The charging connector 21d is a connector provided to charge a battery (not il-
lustrated) built into the measuring instrument 21'.

The measuring instrument 21' measures a user's skin data similarly to the measuring
instrument 21 illustrated in Fig. 1 when detached from the smartphone 22 as illustrated
in Fig. 10, for example.

Note that the smartphone 22 may be configured to activate an application that
conducts processes such as the reporting process in Fig. 3, the state displaying process
in Fig. 5, the measurement controlling process in Fig. 7, and the image compositing
process in Fig. 9 in response to the measuring instrument 21' being detached.

Next, Fig. 11 illustrates an example of when the measuring instrument 21' is attached
to the smartphone 22.

When the measuring instrument 21' is attached to the smartphone 22, the charging
connector 21d of the measuring instrument 21" physically connects to a power supply
connector 22c¢ of the smartphone 22, as illustrated in Fig. 11.

The power supply connector 22c¢ is a connector provided to supply power to the
measuring instrument 21', and supplies power to the physically connected charging
connector 21d from a power supply (not illustrated) in the smartphone 22.

Note that in the smartphone 22, the power supply (not illustrated) supplies the power
supply connector 22¢ with at least one of power from a battery (not illustrated) in the
smartphone 22, or power from a charger used to charge the smartphone 22.

The charging connector 21d charges a battery (not illustrated) built into the
measuring instrument 21' by supplying power from the power supply connector 22c.

In the case of adopting a jacket-style measuring instrument 21' that is freely at-
tachable to and detachable from the smartphone 22 as illustrated in Fig. 11, a user
leaving home while carrying the smartphone 22 will naturally also bring the measuring
instrument 21', thereby making it possible to prevent situations where the user forgets
the measuring instrument 21" at home, for example.

Thus, the user is able to use the measuring instrument 21' to perform fixed point ob-
servation of his or her skin even when away from home.

Furthermore, since the measuring instrument 21' is configured to be attached to the
smartphone 22 in an integrated way, a user is able to bring along the measuring in-
strument 21" and the smartphone 22 without feeling relatively burdened.

In addition, the smartphone 22 is used to take skin measurements in addition to
sending and receiving email and using the phone. For this reason, the user is freed
from taking a device separate from the smartphone 22, such as a special-purpose

display device that displays an image obtained by imaging the user and the LED 21b,
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away from home.

Furthermore, since the measuring instrument 21' is charged by the power supply (not
illustrated) built into the smartphone 22 when the measuring instrument 21' is attached
to the smartphone 22, it is possible to avoid situations where the battery in the
measuring instrument 21' runs out while away from home.

Thus, it becomes possible to avoid situations where the user becomes unable to take
a skin data measurement because the battery in the measuring instrument 21" has run
out.

Note that if the user uses a mirror when taking a skin data measurement with the
measuring instrument 21', it is possible to perform fixed point observation of skin data
even with the measuring instrument 21" still attached to the smartphone 22.

Next, Fig. 12 illustrates an example of causing the jacket-style measuring instrument
21" to measure skin data with the measuring instrument 21' still attached to the
smartphone 22.

In the case of causing the measuring instrument 21' to take a measurement with the
measuring instrument 21" still attached to the smartphone 22, the user moves the
measuring instrument 21" in close proximity to his or her face while referring to
content displayed on the LCD 22b and reflected in the mirror.

Thus, the user is able to refer to content displayed on the LCD 22b of the smartphone
22 (such as an image obtained from imaging by the imaging unit 22a, for example) via
the mirror in front of the user, similarly to the case of the measuring system 1 in Fig. 1.

Also, the imaging unit 22a built into the smartphone 22 is able to obtain an image
similar to the case in Fig. 1 by imaging the user reflected in the mirror as well as the
LED 21b of the measuring instrument 21" likewise reflected in the mirror.

Note that even in the case of another measuring instrument in which the positions of
the camera 21a and the LED 21b are the reverse of the measuring instrument 21" il-
lustrated in Fig. 12, a driving unit able to change the positions of the camera 21a and
the LED 21b to positions like those illustrated in Fig. 12 may be provided.

In this case, the other measuring instrument is able to take a skin measurement while
still attached to the smartphone 22.

Note that even in the case of inseparably providing the smartphone 22 with the
measuring instrument 21, such a smartphone 22 may still be used to take a skin mea-
surement as described with reference to Fig. 12.

Also, the smartphone 22 may be utilized for other uses besides measuring skin data
while the measuring instrument 21' is attached.

Example of use as magnifying glass

Next, Fig. 13 illustrates an example of using the measuring instrument 21" and the

smartphone 22 as a magnifying glass.
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Fig. 13 illustrates the smartphone 22 displaying an enlarged view of the letters "JKL"
from among the letters "ABCDEFGHIJKLMNO" on the LCD 22b.

Note that Fig. 13 illustrates a state in which only the letters "ABCDEF" from among
the letters "ABCDEFGHIJKLMNOQ" are visible, with the remaining letters
"GHIJKLMNO" hidden by the measuring instrument 21' and the smartphone 22.

In Fig. 13, the measuring instrument 21" uses the built-in camera 21a to take a close-
up image of the area showing the letters "JKL", and supplies an image obtained by
such imaging to the smartphone 22.

The smartphone 22 then enlarges the image from the measuring instrument 21' and
displays the enlarged image on the LCD 22b.

Thus, the measuring instrument 21' and the smartphone 22 can be used as a
magnifying glass, as illustrated in Fig. 12.

Note that the measuring instrument 21' and the smartphone 22 can be used as a
magnifying glass even when the measuring instrument 21' is detached from the
smartphone 22. In this case, the measuring instrument 21' transmits an image obtained
from imaging by the built-in camera 21a to the smartphone 22 by wireless commu-
nication, for example.

The smartphone 22 may also execute an application for functioning as a magnifying
glass in the case where the measuring instrument 21" is attached, and execute an ap-
plication for taking a skin measurement in the case where the measuring instrument 21'
is detached, for example.

Next, Fig. 14 illustrates an example of a measuring instrument 21" with improved
usability.

As illustrated in Fig. 14, the measuring instrument 21" has a cylindrical shape, and
includes a lens barrel 141 and a mode switcher 142, for example. Note that although
the measuring instrument 21" is provided with components such as the camera 21a and
the LED 21b similarly to the measuring instrument 21, these components are omitted
from illustration to avoid complication in the drawings.

The lens barrel 141 is a cylindrical portion surrounding components such as the
optics of the camera 21a, and is set to either an OFF state or an ON state, for example.
In addition, the lens barrel 141 switches from the OFF state to the ON state when
depressed by the skin imaged with the camera 21a.

In other words, in the case where the measuring instrument 21" is pushed in the
direction of the arrow 161 illustrated in Fig. 14, for example, the lens barrel 141 of the
measuring instrument 21" is depressed by an area on the user's face (for example, the
right cheek in Fig. 14), and switches to the ON state.

In this case, in response to the lens barrel 141 switching to the ON state, for example,

the camera 21a takes an image of the skin pressing against the measuring instrument
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21" (for example, the right cheek in Fig. 14). In other words, the lens barrel 141
functions as a shutter button for the camera 21a, switching from the OFF state to the
ON state when the taking an image with the camera 21a, for example.

Herein, since the direction of the arrow 161 and the imaging direction (optical axis)
of the camera 21a are the same direction, image shake (almost) might not occur when
taking an image with the camera 21a.

Consequently, the measuring instrument 21" is capable of taking clear skin images
without shake.

The mode switcher 142 is freely rotatable about the optical axis of the camera 21a in
the directions of the arrow 162 and the arrow 163 illustrated in Fig. 14, and is operated
when switching among various operating modes of the measuring instrument 21".

In other words, if the mode switcher 142 is rotated in the direction of the arrow 162,
for example, the operating mode of the measuring instrument 21" is switched to the
previous operating mode. Also, if the mode switcher 142 is rotated in the direction of
the arrow 163, for example, the operating mode of the measuring instrument 21" is
switched to the next operating mode.

Specifically, a first operating mode, a second operating mode, and a third operating
mode may exist, for example, and in the case where the measuring instrument 21" is in
the second operating mode, the operating mode is switched as follows according to a
user switching operation.

Namely, the user is able to simply rotate the mode switcher 142 in the direction of
the arrow 162 to switch the measuring instrument 21" from the second operating mode
to the first operating mode.

As another example, the user is able to simply rotate the mode switcher 142 in the
direction of the arrow 163 to switch the measuring instrument 21" from the second
operating mode to the third operating mode.

Thus, the user becomes able to easily switch operating modes without feeling
burdened compared to the case of switching the operating mode of the measuring in-
strument 21" by operating the smartphone 22, for example.

As another example, since the user is able to switch the operating mode of the
measuring instrument 21" without operating the smartphone 22, it is possible to
prevent a situation where the user is distracted by operating the smartphone 22 and
drops the measuring instrument 21".

Note that modes such as an operating mode when measuring skin on the left cheek
and an operating mode when measuring skin on the right cheek may be adopted as
operating modes of the measuring instrument 21", for example.

As another example, by linking to software on the smartphone 22, the measuring in-

strument 21" is able to select and confirm items displayed on the LCD 22b of the



29

WO 2014/045558 PCT/JP2013/005447

[0290]

[0291]

[0292]

[0293]

[0294]

[0295]

[0296]

smartphone 22 in response to operations by the user.

In other words, if the user rotates the mode switcher 142 in the direction of the arrow
162 on the measuring instrument 21", the previous item is selected by a cursor, for
example. Also, if the user rotates the mode switcher 142 in the direction of the arrow
163, the next item is selected by a cursor, for example.

If the user then pushes the measuring instrument 21" in the direction of the arrow
161, the lens barrel 141 of the measuring instrument 21" is depressed. In so doing, the
item currently selected by the cursor on the smartphone 22 is confirmed, and a display
corresponding to the confirmed item is displayed on the LCD 22b.

Note that in the measuring system 1 in Fig. 1, the LCD 22b of the smartphone 22
displays an image obtained from imaging by the imaging unit 22a, for example.

However, in addition to displaying images that have already been taken, the LCD
22b may also display a skin image obtained by the camera 21a built into the measuring
instrument 21 as a through-the-lens image used to determine photographic com-
position.

In this case, the measuring instrument 21 uses wireless communication or the like to
supply the smartphone 22 with a skin image obtained from the camera 21a as a
through-the-lens image. This applies similarly to the case of using the measuring in-
strument 21" or the measuring instrument 21" instead of the measuring instrument 21 in
Fig. 1.

As another example, although the measuring system 1 is made up of a measuring in-
strument 21 and a smartphone 22, a device such as a tablet or personal computer may
also be adopted instead of the smartphone 22.

Meanwhile, the present technology may take the following configurations.

(1)A method of performing a fixed point observation comprising:

receiving an image comprising a user and a measuring unit;

determining a position of the measuring unit based on the received image; retrieving
a stored measurement position associated with the measuring unit; determining if the
retrieved measurement position associated with the measuring unit matches the de-
termined position of the measuring unit; and

providing an indication that the retrieved measurement position associated with the
measuring unit matches the determined position of the measuring unit.

(2) The method of (1), further comprising: identifying the user based on the received
image, wherein retrieving a stored measurement position further comprises retrieving a
measurement position associated with the identified user.

(3) The method of (1), wherein the position of the measuring unit is determined by
calculating a position of a marker associated with the measuring unit.

(4) The method of (3), wherein the marker is a light emitter that blinks in a prede-
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termined blinking pattern by turning on and off, the method further comprising
detecting the blinking pattern of the marker on the basis of whether the marker is on or
off in the image.

(5) The method of (1), further comprising displaying an image comprising an image of
the user and an image of the measuring unit to an imaging unit display.

(6) The method of (1), further comprising:

in response to the indication that the retrieved measurement position associated with
the measuring unit matches the determined position of the measuring unit, acquiring
measurement data from the measurement unit.

(7) The method of (1), wherein the image is acquired at an imaging unit; and wherein
the position of the measuring unit is based on a position of an LED associated with the
measuring unit.

(8) The method of (7), further comprising: acquiring skin measurement data using the
measurement unit.

(9) The method of (8), wherein the measuring unit measures the user's skin by taking
an image in close proximity and further generating, on the basis of a plurality of skin
images obtained from the measurement unit, a full skin image formed by joining the
plurality of skin images together.

(10) The method of (1), further comprising: identifying a state associated with the
measuring unit, the state of the measuring unit comprising at least one of on and off;
and displaying the state of the measuring unit and at least one image.

(11)The method of (1), further comprising: storing the determined position of the
measuring unit as a new measurement position; receiving a second image comprising
the user and the measuring unit; determining the position of the measuring unit based
on the received image; retrieving the new measurement position; determining if the
retrieved new measurement position of the measuring unit matches the determined
position of the measuring unit; and providing an indication that the retrieved new mea-
surement position of the measuring unit matches the determined position of the
measuring unit.

(12) The method of (1), further comprising:

receiving depth information indicating positions in a depth direction; receiving mea-
surement information from the measurement unit, the measurement information
comprising skin image data; and generating a three-dimensional image map based on
the received depth information and the received measurement information.

(13) The method of (1), further comprising: receiving measurement information corre-
sponding to different wavelengths of light.

(14) A measuring system for performing a fixed point observation comprising: an

imaging unit comprising at least one image sensor; a measuring instrument including at
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least one marker;

a position computing unit; a determining unit; and

an output controller; wherein the imaging unit is configured to acquire an image
comprising a user and the marker, and provide the acquired image to the position
computing unit; wherein the position computing unit is configured to compute a
position of the marker with respect to the user based on the image provided by the
imaging unit, and further provide the computed position to the determining unit;
wherein the determining unit is configured to determine whether the computed position
of the marker matches a retrieved measurement position, and further output the result
of the determination to the output controller; and wherein the output controller is
configured to provide an indication when the marker position matches the mea-
surement position.

(15) The measuring system of (14), further comprising:

a user identifying unit configured to receive an image from the imaging unit, detect
one or more features associated with the user, and identify a user based on the detected
one or more features; wherein the retrieved measurement position is a measurement
position associated with the identified user.

(16) The measuring system of (14), wherein the marker is an LED that emits at least
one of visible light, ultraviolet light and infrared light.

(17) The measuring system of (14), wherein the marker is a light emitter that blinks in
a predetermined blinking pattern by turning on and off, and the measuring system
further comprises a pattern detector that detects the blinking pattern of the marker on
the basis of whether the marker is on or off in the image.

(18) The measuring system of (17), wherein the measuring instrument is further
configured to acquire measurement data in response to the retrieved measurement
position matching the computed position of the LED.

(19) The measuring system of (18), wherein the measurement data comprises skin
measurement data.

(20) The measuring system of (19), further comprising:

wherein the measuring instrument measures the user's skin by taking an image in close
proximity; and the measuring system further comprises: a generator that, on the basis
of a plurality of skin images obtained from the measurement unit, generates a full skin
image formed by joining the plurality of skin images together.

(21) The measuring system of (14), further comprising an irradiating unit configured to
successively emit light at different wavelengths; wherein the measuring instrument
acquires measurement data for each successive light emission.

(22) The measuring system of (14), further comprising:

acquiring skin measurement data utilizing the measurement instrument.
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(23) The measuring system of (14), wherein the measuring instrument is freely at-
tachable to and detachable from the imaging unit.

(24) The measuring system of (14), further comprising:

an orientation identifying unit that identifies the orientation of the measuring in-
strument.

(25) The measuring system of (24), wherein the measuring instrument includes a
sensor that senses the motion of the measuring instrument, and the orientation
identifying unit identifies the orientation of the measuring instrument on the basis of
the sensing results from the sensor.

(26) The measuring system of (25), wherein the marker is a graphical figure provided
on a case of the measuring instrument; and the orientation identifying unit identifies
the orientation of the measuring instrument on the basis of the shape of the graphical
figure in the image.

(27) A method of performing a fixed point observation comprising: determining a
position of a measuring instrument based on an image of the measuring instrument;
and initiating a measurement by the measuring instrument when the position of the
measuring instrument matches a retrieved measurement position.

(28) The method of performing a fixed point observation according to (27), wherein
the measurement by the measuring instrument is skin measurement data.

(29) The method of performing a fixed point observation according to (27), wherein
the determined position of the measuring instrument is based on a position of the
measuring instrument in an image in relation to a user in the image.

(30) An information processing apparatus including:

an imaging unit that takes an image of a subject, together with a marker provided on a
measuring instrument that measures part of the subject while in close proximity;

a position computing unit that computes a marker position expressing the position of
the marker with respect to the subject, on the basis of the image obtained from the
imaging by the imaging unit; and

a controller that conducts a predetermined controlling process in the case where the
marker position matches a measurement position, the measurement position being the
marker position when measuring part of the subject.

(31) The information processing apparatus according to (30),

wherein the marker is a light emitter that blinks in a predetermined blinking pattern by
turning on and off, and

the information processing apparatus further includes:

a pattern detector that detects the blinking pattern of the marker on the basis of whether
the marker is on or off in the image.

(32) The information processing apparatus according to (31),
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wherein the marker blinks in a blinking pattern expressing the state of the measuring
instrument, and

the information processing apparatus further includes:

a display controller that causes a display to display the state of the measuring in-
strument on the basis of the detection result from the pattern detector.

(33) The information processing apparatus according to (30) to (32), wherein

the controller conducts the predetermined controlling process every time the marker
position matches respective measurement positions on a track traced as the measuring
instrument moves.

(34) The information processing apparatus according to (30) to (33), wherein

in the case where the marker position matches a measurement position, the controller
conducts at least one of a first controlling process that reports the match to the user,
and a second controlling process that controls the measuring instrument and causes the
measuring instrument to measure part of the subject.

(35) The information processing apparatus according to (30) to (34), further including:
an orientation identifying unit that identifies the orientation of the measuring in-
strument.

(36) The information processing apparatus according to (35), wherein

the measuring instrument includes a sensor that senses the motion of the measuring in-
strument, and

the orientation identifying unit identifies the orientation of the measuring instrument
on the basis of the sensing results from the sensor.

(37) The information processing apparatus according to (35), wherein

the marker is a graphical figure provided on the case of the measuring instrument, and
the orientation identifying unit identifies the orientation of the measuring instrument
on the basis of the shape of the graphical figure in the image.

(38) The information processing apparatus according to (30) to (34),

wherein the measuring instrument measures the subject's skin by taking an image in
close proximity,

the information processing apparatus further including:

a generator that, on the basis of a plurality of skin images obtained from imaging by
the measuring instrument, generates a full skin image formed by joining the plurality
of skin images together.

(39) The information processing apparatus according to (38), further including:

a distance measuring unit that measures the distances to the measurement positions;
and

a three-dimensional position computing unit that computes the three-dimensional

positions of the skin images on the basis of the measurement positions and the
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distances;

wherein the generator generates a full skin image stereoscopically displaying the
subject's skin additionally on the basis of the three-dimensional positions of the
plurality of skin images.

(40) The information processing apparatus according to (30) to (34), wherein the
measuring instrument includes

an irradiating unit that irradiates part of the subject with light at a plurality of different
wavelengths, and

a camera measuring unit that measures part of the subject by taking an image of skin
being irradiated with light at a particular wavelength for each of the plurality of
different wavelengths.

(41) The information processing apparatus according to (30) to (34), wherein

the measuring instrument is freely attachable to and detachable from the information
processing apparatus.

(42) The information processing apparatus according to (41), wherein

the measuring instrument is capable of being electrically recharged while attached to
the information processing apparatus.

(43) The information processing apparatus according to (30) to (34), wherein the
measuring instrument includes

a camera measuring unit that takes a close-up image of part of the subject,

a lens barrel, having a cylindrical shape surrounding the camera measuring unit, and
configured to switch on when pushed against part of the subject, and

a rotary unit that rotates about the optical axis of the camera measuring unit according
to a rotating operation by the user.

(44) The information processing apparatus according to (43), wherein

the camera measuring unit takes a close-up image of part of the subject when the lens
barrel is switched on, and

the rotary unit rotates about the optical axis of the camera measuring unit when
switching operating modes related to the operation of the camera measuring unit.
(45) An information processing method conducted by an information processing
apparatus including an imaging unit that takes an image of a subject, together with a
marker provided on a measuring instrument that measures part of the subject while in
close proximity, the information processing method including:

computing a marker position expressing the position of the marker with respect to the
subject, on the basis of the image obtained from the imaging by the imaging unit; and
conducting a predetermined controlling process in the case where the marker position
matches a measurement position, the measurement position being the marker position

when measuring part of the subject.
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(46) A program executed by a computer in an information processing apparatus
including an imaging unit that takes an image of a subject, together with a marker
provided on a measuring instrument that measures part of the subject while in close
proximity, the program causing the computer to function as:

a position computing unit that computes a marker position expressing the position of
the marker with respect to the subject, on the basis of the image obtained from the
imaging by the imaging unit; and

a controller that conducts a predetermined controlling process in the case where the
marker position matches a measurement position, the measurement position being the
marker position when measuring part of the subject.

(47) A measuring system including:

a measuring instrument that takes a measurement while in close proximity to a user;
and

an information processing apparatus including an imaging unit that takes an image of
the user and the measuring instrument;

wherein the measuring instrument includes

a measuring unit that measures part of the user while in close proximity, and

a marker provided on the case of the measuring instrument, and

the information processing apparatus includes

an imaging unit that takes an image of the user, together with the marker provided on
the measuring instrument,

a position computing unit that computes a marker position expressing the position of
the marker with respect to the user, on the basis of the image obtained from the
imaging by the imaging unit, and

a controller that conducts a predetermined controlling process in the case where the
marker position matches a measurement position, the measurement position being the
marker position when measuring part of the user.

The foregoing series of processing operations may be executed in hardware, and may
also be executed in software, for example. In the case of executing the series of
processing operations in software, a program constituting such software may be
installed from a program recording medium onto a computer built into special-purpose
hardware, or alternatively, onto a computer capable of executing various functions by
installing various programs thereon, such as a general-purpose personal computer, for
example.

<Exemplary configuration of computer>

Fig. 15 illustrates an exemplary hardware configuration of a computer that executes
the foregoing series of processing operations according to a program.

A central processing unit (CPU) 201 executes various processing operations
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[0300]

[0301]

[0302]

[0303]

[0304]

[0305]

[0306]

according to a program stored in read-only memory (ROM) 202 or a storage unit 208.
Random access memory (RAM) 203 stores information such as programs executed by
the CPU 201 and data as appropriate. The CPU 201, the ROM 202, and RAM 203 are
connected to each other by a bus 204.

Additionally, an input/output interface 205 is connected to the CPU 201 via the bus
204. Connected to the input/output interface 205 are an input unit 206 which includes
devices such as a keyboard, mouse, and microphone, and an output unit 207 which
includes devices such as a display and one or more speakers. The CPU 201 executes
various processing operations in response to commands input from the input unit 206.
The CPU 201 then outputs processing results to the output unit 207.

A storage unit 208 connected to the input/output interface 205 includes a hard disk,
for example, and stores programs executed by the CPU 201 and various data. A com-
munication unit 209 communicates with external devices via a network such as the
Internet or a local area network.

Programs may also be acquired via the communication unit 209 and stored in the
storage unit 208.

A drive 210 connected to the input/output interface 205 drives an inserted removable
medium 211 such as a magnetic disk, an optical disc, a magneto-optical disc, or semi-
conductor memory, and acquires information such as programs and data recorded
thereon. Acquired programs and data are transferred to the storage unit 208 and stored
as appropriate.

As illustrated in Fig. 15, a recording medium that records (stores) a program to be
installed onto a computer in a computer-executable state may be a removable medium
211 as an instance of packaged media such as magnetic disks (including flexible
disks), optical discs (including Compact Disc - Read-Only Memory (CD-ROM) and
Digital Versatile Disc (DVD)), magneto-optical discs (including Mini-Disc (MD)), or
semiconductor memory. Alternatively, such a recording medium may be the ROM 202
in which the program is transiently or permanently stored, or the hard disk constituting
the storage unit 208. The recording of the program to the recording medium is
conducted using a wired or wireless communication medium such as a local area
network, the Internet, or digital satellite broadcasting via the communication unit 209,
which may be a router, modem, or other interface as appropriate.

Note that, in this specification, the steps describing the foregoing series of processing
operations obviously encompass processing operations conducted in a time series
following the stated order, but also encompass operations executed in parallel or indi-
vidually without strictly being processed in a time series.

Also, in this specification, the term "system" denotes the totality of an apparatus

composed of multiple apparatus.
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[0307]  Furthermore, the present disclosure is not limited to the foregoing embodiments, and
various modifications are possible within a scope that does not depart from the

principal matter of the present disclosure.
[0308]  The present disclosure contains subject matter related to that disclosed in Japanese

Priority Patent Application JP 2012-206838 filed in the Japan Patent Office on
September 20, 2012, the entire contents of which are hereby incorporated by reference.
[0309] It should be understood by those skilled in the art that various modifications, com-
binations, sub-combinations and alterations may occur depending on design re-
quirements and other factors insofar as they are within the scope of the appended
claims or the equivalents thereof.
Reference Signs List
[0310] 1 Measuring system

21,21, 21" Measuring instrument

21a Camera

21b LED

21c¢ Communication unit

21d Charging connector

22 Smartphone

22a Imaging unit

22b LCD

22c¢ Power supply connector

41 Optics

42 Image sensor

43 Signal processing IC

61 User identifying unit

62 Position computing unit

63 Determining unit

63a Memory

64 Output controller

65 Speaker

66 Display controller

67 Main controller

68 Operable unit

81 Pattern detector

82 State identifying unit

83 Display controller

101 Communication controller
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102 Communication unit
103 Data storage unit
141 Lens barrel

142 Mode switcher
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[Claim 6]
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Claims

A method of performing a fixed point observation comprising:
receiving an image comprising a user and a measuring unit;
determining a position of the measuring unit based on the received
image;

retrieving a stored measurement position associated with the measuring
unit;

determining if the retrieved measurement position associated with the
measuring unit matches the determined position of the measuring unit;
and

providing an indication that the retrieved measurement position as-
sociated with the measuring unit matches the determined position of the
measuring unit.

The method of claim 1, further comprising:

identifying the user based on the received image, wherein retrieving a
stored measurement position further comprises retrieving a mea-
surement position associated with the identified user.

The method of claim 1, wherein the position of the measuring unit is
determined by calculating a position of a marker associated with the
measuring unit.

The method of claim 3, wherein the marker is a light emitter that blinks
in a predetermined blinking pattern by turning on and off, the method
further comprising detecting the blinking pattern of the marker on the
basis of whether the marker is on or off in the image.

The method of claim 1, further comprising displaying an image
comprising an image of the user and an image of the measuring unit to
an imaging unit display.

The method of claim 1, further comprising:

in response to the indication that the retrieved measurement position as-
sociated with the measuring unit matches the determined position of the
measuring unit, acquiring measurement data from the measurement
unit.

The method of claim 1, wherein the image is acquired at an imaging
unit; and

wherein the position of the measuring unit is based on a position of an
LED associated with the measuring unit.

The method of claim 7, further comprising:
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[Claim 9]

[Claim 10]

[Claim 11]

[Claim 12]

[Claim 13]

[Claim 14]
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acquiring skin measurement data using the measurement unit.

The method of claim 8, wherein the measuring unit measures the user's
skin by taking an image in close proximity and further generating, on
the basis of a plurality of skin images obtained from the measurement
unit, a full skin image formed by joining the plurality of skin images
together.

The method of claim 1, further comprising:

identifying a state associated with the measuring unit, the state of the
measuring unit comprising at least one of on and off; and

displaying the state of the measuring unit and at least one image.

The method of claim 1, further comprising:

storing the determined position of the measuring unit as a new mea-
surement position;

receiving a second image comprising the user and the measuring unit;
determining the position of the measuring unit based on the received
image;

retrieving the new measurement position;

determining if the retrieved new measurement position of the
measuring unit matches the determined position of the measuring unit;
and

providing an indication that the retrieved new measurement position of
the measuring unit matches the determined position of the measuring
unit.

The method of claim 1, further comprising:

receiving depth information indicating positions in a depth direction;
receiving measurement information from the measurement unit, the
measurement information comprising skin image data; and

generating a three-dimensional image map based on the received depth
information and the received measurement information.

The method of claim 1, further comprising:

receiving measurement information corresponding to different
wavelengths of light.

A measuring system for performing a fixed point observation
comprising:

an imaging unit comprising at least one image sensor;

a measuring instrument including at least one marker;

a position computing unit;

a determining unit; and
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[Claim 15]

[Claim 16]

[Claim 17]

[Claim 18]

[Claim 19]

[Claim 20]
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an output controller;

wherein the imaging unit is configured to acquire an image comprising
a user and the marker, and provide the acquired image to the position
computing unit;

wherein the position computing unit is configured to compute a
position of the marker with respect to the user based on the image
provided by the imaging unit, and further provide the computed
position to the determining unit;

wherein the determining unit is configured to determine whether the
computed position of the marker matches a retrieved measurement
position, and further output the result of the determination to the output
controller; and

wherein the output controller is configured to provide an indication
when the marker position matches the measurement position.

The measuring system of claim 14, further comprising:

a user identifying unit configured to receive an image from the imaging
unit, detect one or more features associated with the user, and identify a
user based on the detected one or more features;

wherein the retrieved measurement position is a measurement position
associated with the identified user.

The measuring system of claim 14, wherein the marker is an LED that
emits at least one of visible light, ultraviolet light and infrared light.
The measuring system of claim 14, wherein the marker is a light
emitter that blinks in a predetermined blinking pattern by turning on
and off, and the measuring system further comprises a pattern detector
that detects the blinking pattern of the marker on the basis of whether
the marker is on or off in the image.

The measuring system of claim 17, wherein the measuring instrument
is further configured to acquire measurement data in response to the
retrieved measurement position matching the computed position of the
LED.

The measuring system of claim 18, wherein the measurement data
comprises skin measurement data.

The measuring system of claim 19, further comprising:

wherein the measuring instrument measures the user's skin by taking an
image in close proximity; and

the measuring system further comprises:

a generator that, on the basis of a plurality of skin images obtained
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[Claim 21]

[Claim 22]

[Claim 23]

[Claim 24]

[Claim 25]

[Claim 26]

[Claim 27]

[Claim 28]

[Claim 29]
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from the measurement unit, generates a full skin image formed by
joining the plurality of skin images together.

The measuring system of claim 14, further comprising an irradiating
unit configured to successively emit light at different wavelengths;
wherein the measuring instrument acquires measurement data for each
successive light emission.

The measuring system of claim 14, further comprising:

acquiring skin measurement data utilizing the measurement instrument.
The measuring system of claim 14, wherein the measuring instrument
is freely attachable to and detachable from the imaging unit.

The measuring system of claim 14, further comprising:

an orientation identifying unit that identifies the orientation of the
measuring instrument.

The measuring system of claim 24, wherein the measuring instrument
includes a sensor that senses the motion of the measuring instrument,
and

the orientation identifying unit identifies the orientation of the
measuring instrument on the basis of the sensing results from the
Sensor.

The measuring system of claim 25, wherein the marker is a graphical
figure provided on a case of the measuring instrument; and the ori-
entation identifying unit identifies the orientation of the measuring in-
strument on the basis of the shape of the graphical figure in the image.
A method of performing a fixed point observation comprising:
determining a position of a measuring instrument based on an image of
the measuring instrument; and

initiating a measurement by the measuring instrument when the
position of the measuring instrument matches a retrieved measurement
position.

The method of performing a fixed point observation according to claim
27, wherein the measurement by the measuring instrument is skin mea-
surement data.

The method of performing a fixed point observation according to claim
27, wherein the determined position of the measuring instrument is
based on a position of the measuring instrument in an image in relation

to a user in the image.
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FIG. 1
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[Fig. 3]
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