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(57)【特許請求の範囲】
【請求項１】
　コンピュータにより実行される情報処理方法であって、
　前記情報処理方法は、第１ユーザに関連付けられた第１キャラクタオブジェクト、およ
び、第２ユーザに関連付けられた第２キャラクタオブジェクトを含み、前記第１キャラク
タオブジェクトおよび前記第２キャラクタオブジェクトを介してユーザ間での対話を可能
にする仮想空間において、前記第２キャラクタオブジェクトからの視界画像を定義する仮
想カメラを制御して、当該仮想カメラからの視界画像を、ヘッドマウントディスプレイを
介して前記第２ユーザに提供し、
　前記第１キャラクタオブジェクトの第１移動先を指定する情報を取得するステップと、
　前記仮想空間における前記第１キャラクタオブジェクトの位置を前記第１キャラクタオ
ブジェクトの第１移動元とし、当該第１移動元と前記第１移動先とに基づいて、前記仮想
空間における移動導線を特定するステップと、
　前記移動導線に基づいて移動する前記第１キャラクタオブジェクトを含んだ前記視界画
像を生成して、前記ヘッドマウントディスプレイに提示するステップと、
を備え、
　前記第２ユーザにより前記第２キャラクタオブジェクトの第２移動先が指定され、前記
第２ユーザに対して、前記第２キャラクタオブジェクトからの視界画像を提示する際、前
記仮想空間における前記第２キャラクタオブジェクトの現在位置である第２移動元から前
記第２移動先へ前記仮想カメラが移動する過渡期に相当する視界画像の生成を少なくとも
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一部省略して提示する、情報処理方法。
【請求項２】
　前記移動導線は、前記第１移動元と前記第１移動先とが区別可能な態様で示される、こ
とを特徴とする請求項１に記載の情報処理方法。
【請求項３】
　前記取得するステップにおいて、
　前記第１ユーザの視線に基づいて特定された、当該第１ユーザが見ている視線対象を特
定可能な情報を取得し、
　前記提示するステップにおいて、
　前記視線対象を特定可能な情報に基づいて、前記第１キャラクタオブジェクトが前記視
線対象に向いている前記視界画像を生成する、請求項１または２に記載の情報処理方法。
【請求項４】
　前記第１移動元から前記第１移動先の間に配置されているオブジェクトの属性に基づい
て、移動導線または移動態様を決定するステップをさらに備え、
　前記提示するステップにおいて、
　前記第１キャラクタオブジェクトが前記移動導線または前記移動態様に従って移動する
前記視界画像を生成する、
請求項１～３のいずれか一項に記載の情報処理方法。
【請求項５】
　第１ユーザに関連付けられた第１キャラクタオブジェクト、および、第２ユーザに関連
付けられた第２キャラクタオブジェクトを含み、前記第１キャラクタオブジェクトおよび
前記第２キャラクタオブジェクトを介してユーザ間での対話を可能にする仮想空間を定義
する情報処理システムであって、前記情報処理システムは、
　第１ヘッドマウントディスプレイの動きに基づいて前記第１キャラクタオブジェクトか
らの第１視界画像を定義する仮想カメラを制御して、前記第１視界画像を当該第１ユーザ
に提供する第１の情報処理装置と、
　第２ヘッドマウントディスプレイの動きに基づいて前記第２キャラクタオブジェクトか
らの第２視界画像を定義する仮想カメラを制御して、前記第２視界画像を当該第２ユーザ
に提供する第２の情報処理装置と、
　を含み、
　前記第１の情報処理装置は、
　前記仮想空間内における前記第１キャラクタオブジェクトの移動先を受け付けるステッ
プと、
　前記移動先が受け付けられると、前記第１キャラクタオブジェクトの移動元から前記移
動先へ前記仮想カメラが移動する過渡期に相当する前記第１視界画像の生成を少なくとも
一部省略し、前記移動先からの前記第１視界画像を、前記第１ヘッドマウントディスプレ
イに提示するステップと、を実行し、
　前記第２の情報処理装置は、
　前記第１キャラクタオブジェクトの前記移動先を指定する情報を取得するステップと、
　前記仮想空間における前記第１キャラクタオブジェクトの位置を前記第１キャラクタオ
ブジェクトの移動元とし、当該移動元と前記移動先とに基づいて、前記仮想空間における
移動導線を特定するステップと、
　前記移動導線に基づいて移動する前記第１キャラクタオブジェクトを含んだ前記第２視
界画像を、前記第２ヘッドマウントディスプレイに提示するステップと、
を実行する、情報処理システム。
【請求項６】
　請求項１～４のいずれか一項に記載の情報処理方法をコンピュータに実行させる、プロ
グラム。
【請求項７】
　請求項６に記載のプログラムを格納したメモリと、



(3) JP 6839046 B2 2021.3.3

10

20

30

40

50

　前記メモリに結合され、前記プログラムを実行するためのプロセッサとを備える、装置
。
                                                                                
【発明の詳細な説明】
【技術分野】
【０００１】
　本開示は、仮想空間においてアバター・プレイヤキャラクタなどのキャラクタオブジェ
クトを用いたチャットを行うための技術に関する。
【背景技術】
【０００２】
　近年、非特許文献１に記載されているような、仮想空間内でチャットを楽しむことがで
きるサービスが考えられている。
【先行技術文献】
【非特許文献】
【０００３】
【非特許文献１】“Facebook　Mark　Zuckerberg　Social　VR　Demo　OC3　Oculus　　
　Connect　3　Keynote”、［online］、平成２８年１０月６日、VRvibe、［平成２８年
１２月５日検索］、インターネット＜https://www.youtube.com/watch?v=NCpNKLXovtE＞
【発明の概要】
【発明が解決しようとする課題】
【０００４】
　非特許文献１において実現されようとしている仮想空間におけるチャットサービスにお
いては、ユーザが扱うアバターなどのプレイヤキャラクタは移動しないことが前提である
が、一般的な仮想空間のゲームのように移動させたいという要望がある。しかしながら、
単に、プレイヤキャラクタの移動に伴って、ユーザに提供される視界画像が生成されると
、ヘッドマウントディスプレイの動きに同期しない一人称視点による視界画像が生成され
ることになる。ヘッドマウントディスプレイの動きに同期しない視界画像は、いわゆるＶ
Ｒ酔いの原因となる。そのために、ユーザによりプレイヤキャラクタの移動先が指定され
ると瞬時にそのプレイヤキャラクタにおける移動先に移動し、その移動先からの一人称視
点による視界画像を生成することが考えられる。しかし、他のユーザにとっては瞬間的に
そのプレイヤキャラクタが移動するため、不自然な視界画像を提供することになり、仮想
空間における没入感を損なうことになる。
【０００５】
　そこで、上述課題を解決するために、本開示においては、一のユーザにＶＲ酔い生じさ
せることのなく、他のユーザにとっては違和感のない仮想空間における視界画像を提供す
ることができる情報処理方法、装置、情報処理システム、および当該情報処理方法をコン
ピュータに実行させるプログラムを提供することを目的とする。
【課題を解決するための手段】
【０００６】
　本開示が示す一態様によれば、コンピュータにより実行される情報処理方法であって、
前記情報処理方法は、第１ユーザに関連付けられた第１キャラクタオブジェクト、および
第２ユーザに関連付けられた第２キャラクタオブジェクトを含んだ仮想空間において、前
記第２キャラクタオブジェクトからの視界画像を定義する仮想カメラを制御して、当該仮
想カメラからの視界画像を、ヘッドマウントディスプレイを介して前記第２ユーザに提供
し、前記第１キャラクタオブジェクトの移動先を指定する情報を取得するステップと、前
記第１キャラクタオブジェクトの移動元と移動先とに基づいて、前記仮想空間における移
動導線を特定するステップと、前記移動導線に基づいて移動する前記第１キャラクタオブ
ジェクトを含んだ前記視界画像を生成して、前記ヘッドマウントディスプレイに提示する
ステップと、を備える。
【発明の効果】
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【０００７】
　本開示において、第１ユーザにＶＲ酔い生じさせることのなく、第２ユーザにとっては
違和感のない仮想空間における視界画像を提供することができる。
【図面の簡単な説明】
【０００８】
【図１】ある実施の形態に従うＨＭＤシステム１００の構成の概略を表す図である。
【図２】一局面に従うコンピュータ２００のハードウェア構成の一例を表すブロック図で
ある。
【図３】ある実施の形態に従うＨＭＤ装置１１０に設定されるｕｖｗ視野座標系を概念的
に表す図である。
【図４】ある実施の形態に従う仮想空間２を表現する一態様を概念的に表す図である。
【図５】ある実施の形態に従うＨＭＤ装置１１０を装着するユーザ１９０の頭部を上から
表した図である。
【図６】仮想空間２において視界領域２３をＸ方向から見たＹＺ断面を表す図である。
【図７】仮想空間２において視界領域２３をＹ方向から見たＸＺ断面を表す図である。
【図８】ある実施の形態に従うコントローラ１６０の概略構成を表す図である。
【図９】ある実施の形態に従うコンピュータ２００をモジュール構成として表すブロック
図である。
【図１０】ＨＭＤシステム１００Ａが実行する処理を表すフローチャートである。
【図１１】複数ユーザに共有される仮想空間２を模式的に表す図である。
【図１２】ユーザ１９０Ａに提供される視界画像Ｍを表す図である。
【図１３】ＨＭＤシステム１００Ａ、ＨＭＤシステム１００Ｂ、ＨＭＤシステム１００Ｃ
、およびサーバ１５０が実行する処理を示すシーケンス図である。
【図１４】移動する前の各プレイヤキャラクタの位置関係を模式的に示した図およびその
ときのプレイヤキャラクタＰＣ１の視界画像を示す図である。
【図１５】移動先を指定するときの各プレイヤキャラクタの位置関係を模式的に示した図
およびそのときのプレイヤキャラクタＰＣ１の視界画像を示す図である。
【図１６】移動先へ到達したときの各プレイヤキャラクタの位置関係を模式的に示した図
およびそのときのプレイヤキャラクタＰＣ１の視界画像を示す図である。
【図１７】移動元から移動先に移動する移動経路を模式的に示した図である。
【図１８】ユーザ１００Ｂが装着するＨＭＤシステム１００Ｂにおいて生成される視界画
像の具体例を示す図である。
【図１９】プレイヤキャラクタＰＣ１が移動元から移動先へ移動する様子を移動先から見
たときのユーザ１９０Ａに提供される視界画像Ｍを示す。
【発明を実施するための形態】
【０００９】
　以下、図面を参照しつつ、本開示の実施の形態について説明する。以下の説明では、同
一の部品には同一の符号を付してある。それらの名称および機能も同じである。したがっ
て、それらについての詳細な説明は繰り返さない。
【００１０】
　［ＨＭＤシステムの構成］
図１を参照して、ＨＭＤ（Head　Mount　Display）システム１００の構成について説明す
る。図１は、ある実施の形態に従うＨＭＤシステム１００の構成の概略を表す図である。
ある局面において、ＨＭＤシステム１００は、家庭用のシステムとしてあるいは業務用の
システムとして提供される。
【００１１】
　ＨＭＤシステム１００は、ＨＭＤ装置１１０と、ＨＭＤセンサ１２０と、コントローラ
１６０と、コンピュータ２００とを備える。ＨＭＤ装置１１０は、モニタ１１２と、カメ
ラ１１６と、マイク１１８と、注視センサ１４０とを含む。コントローラ１６０は、モー
ションセンサ１３０を含み得る。
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【００１２】
　ある局面において、コンピュータ２００は、インターネットその他のネットワーク１９
に接続可能であり、ネットワーク１９に接続されているサーバ１５０その他のコンピュー
タと通信可能である。別の局面において、ＨＭＤ装置１１０は、ＨＭＤセンサ１２０の代
わりに、センサ１１４を含み得る。
【００１３】
　ＨＭＤ装置１１０は、ユーザの頭部に装着され、動作中に仮想空間をユーザに提供し得
る。より具体的には、ＨＭＤ装置１１０は、右目用の画像および左目用の画像をモニタ１
１２にそれぞれ表示する。ユーザの各目がそれぞれの画像を視認すると、ユーザは、両目
の視差に基づき当該画像を３次元の画像として認識し得る。
【００１４】
　モニタ１１２は、例えば、非透過型の表示装置として実現される。ある局面において、
モニタ１１２は、ユーザの両目の前方に位置するようにＨＭＤ装置１１０の本体に配置さ
れている。したがって、ユーザは、モニタ１１２に表示される３次元画像を視認すると、
仮想空間に没入することができる。ある実施の形態において、仮想空間は、例えば、背景
、ユーザが操作可能なオブジェクト、およびユーザが選択可能なメニューの画像等を含む
。ある実施の形態において、モニタ１１２は、所謂スマートフォンその他の情報表示端末
が備える液晶モニタまたは有機ＥＬ（Electro　Luminescence）モニタとして実現され得
る。
【００１５】
　ある局面において、モニタ１１２は、右目用の画像を表示するためのサブモニタと、左
目用の画像を表示するためのサブモニタとを含み得る。別の局面において、モニタ１１２
は、右目用の画像と左目用の画像とを一体として表示する構成であってもよい。この場合
、モニタ１１２は、高速シャッタを含む。高速シャッタは、画像がいずれか一方の目にの
み認識されるように、右目用の画像と左目用の画像とを交互に表示可能に作動する。
【００１６】
　カメラ１１６は、ＨＭＤ装置１１０を装着するユーザの顔画像を取得する。カメラ１１
６によって取得された顔画像は、画像解析処理によってユーザの表情を検知するために使
用され得る。カメラ１１６は、例えば、瞳の動き、まぶたの開閉、および眉毛の動き等を
検知するために、ＨＭＤ装置１１０本体に内蔵された赤外線カメラであってもよい。ある
いは、カメラ１１６は、ユーザの口、頬、および顎等の動きを検知するために、図１に示
されるようにＨＭＤ装置１１０の外側に配置された外付けカメラであってもよい。また、
カメラ１１６は、上述した赤外線カメラおよび外付けカメラの両方によって構成されても
よい。
【００１７】
　マイク１１８は、ユーザが発した音声を取得する。マイク１１８によって取得された音
声は、音声解析処理によってユーザの感情を検知するために使用され得る。当該音声は、
仮想空間２に対して、音声による指示を与えるためにも使用され得る。また、当該音声は
、ネットワーク１９およびサーバ１５０等を介して、他のユーザが使用するＨＭＤシステ
ムに送られ、当該ＨＭＤシステムに接続されたスピーカ等から出力されてもよい。これに
より、仮想空間を共有するユーザ間での会話（チャット）が実現される。
【００１８】
　ＨＭＤセンサ１２０は、複数の光源（図示しない）を含む。各光源は例えば、赤外線を
発するＬＥＤ（Light　Emitting　Diode）により実現される。ＨＭＤセンサ１２０は、Ｈ
ＭＤ装置１１０の動きを検出するためのポジショントラッキング機能を有する。ＨＭＤセ
ンサ１２０は、この機能を用いて、現実空間内におけるＨＭＤ装置１１０の位置および傾
きを検出する。
【００１９】
　なお、別の局面において、ＨＭＤセンサ１２０は、カメラにより実現されてもよい。こ
の場合、ＨＭＤセンサ１２０は、カメラから出力されるＨＭＤ装置１１０の画像情報を用
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いて、画像解析処理を実行することにより、ＨＭＤ装置１１０の位置および傾きを検出す
ることができる。
【００２０】
　別の局面において、ＨＭＤ装置１１０は、位置検出器として、ＨＭＤセンサ１２０の代
わりに、センサ１１４を備えてもよい。ＨＭＤ装置１１０は、センサ１１４を用いて、Ｈ
ＭＤ装置１１０自身の位置および傾きを検出し得る。例えば、センサ１１４が角速度セン
サ、地磁気センサ、加速度センサ、あるいはジャイロセンサ等である場合、ＨＭＤ装置１
１０は、ＨＭＤセンサ１２０の代わりに、これらの各センサのいずれかを用いて、自身の
位置および傾きを検出し得る。一例として、センサ１１４が角速度センサである場合、角
速度センサは、現実空間におけるＨＭＤ装置１１０の３軸周りの角速度を経時的に検出す
る。ＨＭＤ装置１１０は、各角速度に基づいて、ＨＭＤ装置１１０の３軸周りの角度の時
間的変化を算出し、さらに、角度の時間的変化に基づいて、ＨＭＤ装置１１０の傾きを算
出する。また、ＨＭＤ装置１１０は、透過型表示装置を備えていてもよい。この場合、当
該透過型表示装置は、その透過率を調整することにより、一時的に非透過型の表示装置と
して構成可能であってもよい。また、視界画像は仮想空間を構成する画像の一部に、現実
空間を提示する構成を含んでいてもよい。例えば、ＨＭＤ装置１１０に搭載されたカメラ
で撮影した画像を視界画像の一部に重畳して表示させてもよいし、当該透過型表示装置の
一部の透過率を高く設定することにより、視界画像の一部から現実空間を視認可能にして
もよい。
【００２１】
　注視センサ１４０は、ユーザ１９０の右目および左目の視線が向けられる方向（視線方
向）を検出する。当該方向の検出は、例えば、公知のアイトラッキング機能によって実現
される。注視センサ１４０は、当該アイトラッキング機能を有するセンサにより実現され
る。ある局面において、注視センサ１４０は、右目用のセンサおよび左目用のセンサを含
むことが好ましい。注視センサ１４０は、例えば、ユーザ１９０の右目および左目に赤外
光を照射するとともに、照射光に対する角膜および虹彩からの反射光を受けることにより
各眼球の回転角を検出するセンサであってもよい。注視センサ１４０は、検出した各回転
角に基づいて、ユーザ１９０の視線方向を検知することができる。
【００２２】
　サーバ１５０は、コンピュータ２００にプログラムを送信し得る。別の局面において、
サーバ１５０は、他のユーザによって使用されるＨＭＤ装置に仮想現実を提供するための
他のコンピュータ２００と通信し得る。例えば、アミューズメント施設において、複数の
ユーザが参加型のゲームを行う場合、各コンピュータ２００は、各ユーザの動作に基づく
信号を他のコンピュータ２００と通信して、同じ仮想空間において複数のユーザが共通の
ゲームを楽しむことを可能にする。
【００２３】
　コントローラ１６０は、ユーザ１９０からコンピュータ２００への命令の入力を受け付
ける。ある局面において、コントローラ１６０は、ユーザ１９０によって把持可能に構成
される。別の局面において、コントローラ１６０は、ユーザ１９０の身体あるいは衣類の
一部に装着可能に構成される。別の局面において、コントローラ１６０は、コンピュータ
２００から送られる信号に基づいて、振動、音、光のうちの少なくともいずれかを出力す
るように構成されてもよい。別の局面において、コントローラ１６０は、仮想現実を提供
する空間に配置されるオブジェクトの位置および動き等を制御するためにユーザ１９０に
よって与えられる操作を受け付ける。
【００２４】
　モーションセンサ１３０は、ある局面において、ユーザの手に取り付けられて、ユーザ
の手の動きを検出する。例えば、モーションセンサ１３０は、手の回転速度、回転数等を
検出する。検出された信号は、コンピュータ２００に送られる。モーションセンサ１３０
は、例えば、手袋型のコントローラ１６０に設けられている。ある実施の形態において、
現実空間における安全のため、コントローラ１６０は、手袋型のようにユーザ１９０の手
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に装着されることにより容易に飛んで行かないものに装着されるのが望ましい。別の局面
において、ユーザ１９０に装着されないセンサがユーザ１９０の手の動きを検出してもよ
い。例えば、ユーザ１９０を撮影するカメラの信号が、ユーザ１９０の動作を表す信号と
して、コンピュータ２００に入力されてもよい。モーションセンサ１３０とコンピュータ
２００とは、有線により、または無線により互いに接続される。無線の場合、通信形態は
特に限られず、例えば、Ｂｌｕｅｔｏｏｔｈ（登録商標）その他の公知の通信手法が用い
られる。
【００２５】
　［ハードウェア構成］
　図２を参照して、本実施の形態に係るコンピュータ２００について説明する。図２は、
一局面に従うコンピュータ２００のハードウェア構成の一例を表すブロック図である。コ
ンピュータ２００は、主たる構成要素として、プロセッサ１０と、メモリ１１と、ストレ
ージ１２と、入出力インターフェース１３と、通信インターフェース１４とを備える。各
構成要素は、それぞれ、バス１５に接続されている。
【００２６】
　プロセッサ１０は、コンピュータ２００に与えられる信号に基づいて、あるいは、予め
定められた条件が成立したことに基づいて、メモリ１１またはストレージ１２に格納され
ているプログラムに含まれる一連の命令を実行する。ある局面において、プロセッサ１０
は、ＣＰＵ（Central　Processing　Unit）、ＭＰＵ（Micro　Processor　Unit）、ＦＰ
ＧＡ（Field-Programmable　Gate　Array）その他のデバイスとして実現される。
【００２７】
　メモリ１１は、プログラムおよびデータを一時的に保存する。プログラムは、例えば、
ストレージ１２からロードされる。メモリ１１に保存されるデータは、コンピュータ２０
０に入力されたデータと、プロセッサ１０によって生成されたデータとを含む。ある局面
において、メモリ１１は、ＲＡＭ（Random　Access　Memory）その他の揮発性メモリとし
て実現される。
【００２８】
　ストレージ１２は、プログラムおよびデータを永続的に保持する。ストレージ１２は、
例えば、ＲＯＭ（Read-Only　Memory）、ハードディスク装置、フラッシュメモリ、その
他の不揮発性記憶装置として実現される。ストレージ１２に格納されるプログラムは、Ｈ
ＭＤシステム１００において仮想空間を提供するためのプログラム、シミュレーションプ
ログラム、ゲームプログラム、ユーザ認証プログラム、および他のコンピュータ２００と
の通信を実現するためのプログラム等を含む。ストレージ１２に格納されるデータは、仮
想空間を規定するためのデータおよびオブジェクト等を含む。
【００２９】
　なお、別の局面において、ストレージ１２は、メモリカードのように着脱可能な記憶装
置として実現されてもよい。さらに別の局面において、コンピュータ２００に内蔵された
ストレージ１２の代わりに、外部の記憶装置に保存されているプログラムおよびデータを
使用する構成が使用されてもよい。このような構成によれば、例えば、アミューズメント
施設のように複数のＨＭＤシステム１００が使用される場面において、プログラムおよび
データ等の更新を一括して行うことが可能になる。
【００３０】
　ある実施の形態において、入出力インターフェース１３は、ＨＭＤ装置１１０、ＨＭＤ
センサ１２０またはモーションセンサ１３０との間で信号を通信する。ある局面において
、入出力インターフェース１３は、ＵＳＢ（Universal　Serial　Bus）インターフェース
、ＤＶＩ（Digital　Visual　Interface）、ＨＤＭＩ（登録商標）（High-Definition　M
ultimedia　Interface）その他の端子を用いて実現される。なお、入出力インターフェー
ス１３は上述のものに限られない。
【００３１】
　ある実施の形態において、入出力インターフェース１３は、さらに、コントローラ１６
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０と通信し得る。例えば、入出力インターフェース１３は、モーションセンサ１３０から
出力された信号の入力を受ける。別の局面において、入出力インターフェース１３は、プ
ロセッサ１０から出力された命令を、コントローラ１６０に送る。当該命令は、振動、音
声出力、発光等をコントローラ１６０に指示する。コントローラ１６０は、当該命令を受
信すると、その命令に応じて、振動、音声出力または発光のいずれかを実行する。
【００３２】
　通信インターフェース１４は、ネットワーク１９に接続されて、ネットワーク１９に接
続されている他のコンピュータ（例えば、サーバ１５０）と通信する。ある局面において
、通信インターフェース１４は、例えば、ＬＡＮ（Local　Area　Network）その他の有線
通信インターフェース、あるいは、ＷｉＦｉ（Wireless　Fidelity）、Ｂｌｕｅｔｏｏｔ
ｈ（登録商標）、ＮＦＣ（Near　Field　Communication）その他の無線通信インターフェ
ースとして実現される。なお、通信インターフェース１４は上述のものに限られない。
【００３３】
　ある局面において、プロセッサ１０は、ストレージ１２にアクセスし、ストレージ１２
に格納されている１つ以上のプログラムをメモリ１１にロードし、当該プログラムに含ま
れる一連の命令を実行する。当該１つ以上のプログラムは、コンピュータ２００のオペレ
ーティングシステム、仮想空間を提供するためのアプリケーションプログラム、コントロ
ーラ１６０を用いて仮想空間で実行可能なゲームソフトウェア等を含み得る。プロセッサ
１０は、入出力インターフェース１３を介して、仮想空間を提供するための信号をＨＭＤ
装置１１０に送る。ＨＭＤ装置１１０は、その信号に基づいてモニタ１１２に映像を表示
する。
【００３４】
　サーバ１５０は、ネットワーク１９を介して複数のＨＭＤシステム１００の各々の制御
装置と接続される。図２に示される例では、サーバ１５０は、ＨＭＤ装置１１０Ａ（第１
ヘッドマウントディスプレイ）を有するＨＭＤシステム１００Ａと、ＨＭＤ装置１１０Ｂ
を有するＨＭＤシステム１００Ｂと、ＨＭＤ装置１１０Ｃを有するＨＭＤシステム１００
Ｃとを含む複数のＨＭＤシステム１００を互いに通信可能に接続する。これにより、共通
の仮想空間を用いた仮想体験が各ＨＭＤシステムを使用するユーザに提供される。なお、
ＨＭＤシステム１００Ａ、ＨＭＤシステム１００Ｂ、ＨＭＤシステム１００Ｃ、およびそ
の他のＨＭＤシステム１００は、いずれも同様の構成を備える。
【００３５】
　なお、図２に示される例では、コンピュータ２００がＨＭＤ装置１１０の外部に設けら
れる構成が示されているが、別の局面において、コンピュータ２００は、ＨＭＤ装置１１
０に内蔵されてもよい。一例として、モニタ１１２を含む携帯型の情報通信端末（例えば
、スマートフォン）がコンピュータ２００として機能してもよい。
【００３６】
　また、コンピュータ２００は、複数のＨＭＤ装置１１０に共通して用いられる構成であ
ってもよい。このような構成によれば、例えば、複数のユーザに同一の仮想空間を提供す
ることもできるので、各ユーザは同一の仮想空間で他のユーザと同一のアプリケーション
を楽しむことができる。なお、このような場合、本実施形態における複数のＨＭＤシステ
ム１００は、入出力インターフェース１３により、コンピュータ２００に直接接続されて
もよい。また、本実施形態におけるサーバ１５０の各機能（例えば後述する同期処理等）
は、コンピュータ２００に実装されてもよい。
【００３７】
　ある実施の形態において、ＨＭＤシステム１００では、グローバル座標系が予め設定さ
れている。グローバル座標系は、現実空間における鉛直方向、鉛直方向に直交する水平方
向、ならびに、鉛直方向および水平方向の双方に直交する前後方向にそれぞれ平行な、３
つの基準方向（軸）を有する。本実施の形態では、グローバル座標系は視点座標系の一つ
である。そこで、グローバル座標系における水平方向、鉛直方向（上下方向）、および前
後方向は、それぞれ、ｘ軸、ｙ軸、ｚ軸と規定される。より具体的には、グローバル座標
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系において、ｘ軸は現実空間の水平方向に平行である。ｙ軸は、現実空間の鉛直方向に平
行である。ｚ軸は現実空間の前後方向に平行である。
【００３８】
　ある局面において、ＨＭＤセンサ１２０は、赤外線センサを含む。赤外線センサが、Ｈ
ＭＤ装置１１０の各光源から発せられた赤外線をそれぞれ検出すると、ＨＭＤ装置１１０
の存在を検出する。ＨＭＤセンサ１２０は、さらに、各点の値（グローバル座標系におけ
る各座標値）に基づいて、ＨＭＤ装置１１０を装着したユーザ１９０の動きに応じた、現
実空間内におけるＨＭＤ装置１１０の位置および傾きを検出する。より詳しくは、ＨＭＤ
センサ１２０は、経時的に検出された各値を用いて、ＨＭＤ装置１１０の位置および傾き
の時間的変化を検出できる。
【００３９】
　グローバル座標系は現実空間の座標系と平行である。したがって、ＨＭＤセンサ１２０
によって検出されたＨＭＤ装置１１０の各傾きは、グローバル座標系におけるＨＭＤ装置
１１０の３軸周りの各傾きに相当する。ＨＭＤセンサ１２０は、グローバル座標系におけ
るＨＭＤ装置１１０の傾きに基づき、ｕｖｗ視野座標系をＨＭＤ装置１１０に設定する。
ＨＭＤ装置１１０に設定されるｕｖｗ視野座標系は、ＨＭＤ装置１１０を装着したユーザ
１９０が仮想空間において物体を見る際の視点座標系に対応する。
【００４０】
　［ｕｖｗ視野座標系］
　図３を参照して、ｕｖｗ視野座標系について説明する。図３は、ある実施の形態に従う
ＨＭＤ装置１１０に設定されるｕｖｗ視野座標系を概念的に表す図である。ＨＭＤセンサ
１２０は、ＨＭＤ装置１１０の起動時に、グローバル座標系におけるＨＭＤ装置１１０の
位置および傾きを検出する。プロセッサ１０は、検出された値に基づいて、ｕｖｗ視野座
標系をＨＭＤ装置１１０に設定する。
【００４１】
　図３に示されるように、ＨＭＤ装置１１０は、ＨＭＤ装置１１０を装着したユーザの頭
部を中心（原点）とした３次元のｕｖｗ視野座標系を設定する。より具体的には、ＨＭＤ
装置１１０は、グローバル座標系を規定する水平方向、鉛直方向、および前後方向（ｘ軸
、ｙ軸、ｚ軸）を、グローバル座標系内においてＨＭＤ装置１１０の各軸周りの傾きだけ
各軸周りにそれぞれ傾けることによって新たに得られる３つの方向を、ＨＭＤ装置１１０
におけるｕｖｗ視野座標系のピッチ方向（ｕ軸）、ヨー方向（ｖ軸）、およびロール方向
（ｗ軸）として設定する。
【００４２】
　ある局面において、ＨＭＤ装置１１０を装着したユーザ１９０が直立し、かつ、正面を
視認している場合、プロセッサ１０は、グローバル座標系に平行なｕｖｗ視野座標系をＨ
ＭＤ装置１１０に設定する。この場合、グローバル座標系における水平方向（ｘ軸）、鉛
直方向（ｙ軸）、および前後方向（ｚ軸）は、ＨＭＤ装置１１０におけるｕｖｗ視野座標
系のピッチ方向（ｕ軸）、ヨー方向（ｖ軸）、およびロール方向（ｗ軸）に一致する。
【００４３】
　ｕｖｗ視野座標系がＨＭＤ装置１１０に設定された後、ＨＭＤセンサ１２０は、ＨＭＤ
装置１１０の動きに基づいて、設定されたｕｖｗ視野座標系におけるＨＭＤ装置１１０の
傾き（傾きの変化量）を検出できる。この場合、ＨＭＤセンサ１２０は、ＨＭＤ装置１１
０の傾きとして、ｕｖｗ視野座標系におけるＨＭＤ装置１１０のピッチ角（θｕ）、ヨー
角（θｖ）、およびロール角（θｗ）をそれぞれ検出する。ピッチ角（θｕ）は、ｕｖｗ
視野座標系におけるピッチ方向周りのＨＭＤ装置１１０の傾き角度を表す。ヨー角（θｖ
）は、ｕｖｗ視野座標系におけるヨー方向周りのＨＭＤ装置１１０の傾き角度を表す。ロ
ール角（θｗ）は、ｕｖｗ視野座標系におけるロール方向周りのＨＭＤ装置１１０の傾き
角度を表す。
【００４４】
　ＨＭＤセンサ１２０は、検出されたＨＭＤ装置１１０の傾き角度に基づいて、ＨＭＤ装
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置１１０が動いた後のＨＭＤ装置１１０におけるｕｖｗ視野座標系を、ＨＭＤ装置１１０
に設定する。ＨＭＤ装置１１０と、ＨＭＤ装置１１０のｕｖｗ視野座標系との関係は、Ｈ
ＭＤ装置１１０の位置および傾きに関わらず、常に一定である。ＨＭＤ装置１１０の位置
および傾きが変わると、当該位置および傾きの変化に連動して、グローバル座標系におけ
るＨＭＤ装置１１０のｕｖｗ視野座標系の位置および傾きが変化する。
【００４５】
　ある局面において、ＨＭＤセンサ１２０は、赤外線センサからの出力に基づいて取得さ
れる赤外線の光強度および複数の点間の相対的な位置関係（例えば、各点間の距離など）
に基づいて、ＨＭＤ装置１１０の現実空間内における位置を、ＨＭＤセンサ１２０に対す
る相対位置として特定してもよい。また、プロセッサ１０は、特定された相対位置に基づ
いて、現実空間内（グローバル座標系）におけるＨＭＤ装置１１０のｕｖｗ視野座標系の
原点を決定してもよい。
【００４６】
　［仮想空間］
　図４を参照して、仮想空間についてさらに説明する。図４は、ある実施の形態に従う仮
想空間２を表現する一態様を概念的に表す図である。仮想空間２は、中心２１の３６０度
方向の全体を覆う全天球状の構造を有する。図４では、説明を複雑にしないために、仮想
空間２のうちの上半分の天球が例示されている。仮想空間２では各メッシュが規定される
。各メッシュの位置は、仮想空間２に規定されるＸＹＺ座標系における座標値として予め
規定されている。コンピュータ２００は、仮想空間２に展開可能なコンテンツ（静止画、
動画等）を構成する各部分画像を、仮想空間２において対応する各メッシュにそれぞれ対
応付けて、ユーザによって視認可能な仮想空間画像２２が展開される仮想空間２をユーザ
に提供する。
【００４７】
　ある局面において、仮想空間２では、中心２１を原点とするＸＹＺ座標系が規定される
。ＸＹＺ座標系は、例えば、グローバル座標系に平行である。ＸＹＺ座標系は視点座標系
の一種であるため、ＸＹＺ座標系における水平方向、鉛直方向（上下方向）、および前後
方向は、それぞれＸ軸、Ｙ軸、Ｚ軸として規定される。したがって、ＸＹＺ座標系のＸ軸
（水平方向）がグローバル座標系のｘ軸と平行であり、ＸＹＺ座標系のＹ軸（鉛直方向）
がグローバル座標系のｙ軸と平行であり、ＸＹＺ座標系のＺ軸（前後方向）がグローバル
座標系のｚ軸と平行である。
【００４８】
　ＨＭＤ装置１１０の起動時、すなわちＨＭＤ装置１１０の初期状態において、仮想カメ
ラ１が、仮想空間２の中心２１に配置される。仮想カメラ１は、現実空間におけるＨＭＤ
装置１１０の動きに連動して、仮想空間２を同様に移動する。これにより、現実空間にお
けるＨＭＤ装置１１０の位置および向きの変化が、仮想空間２において同様に再現される
。
【００４９】
　仮想カメラ１には、ＨＭＤ装置１１０の場合と同様に、ｕｖｗ視野座標系が規定される
。仮想空間２における仮想カメラ１のｕｖｗ視野座標系は、現実空間（グローバル座標系
）におけるＨＭＤ装置１１０のｕｖｗ視野座標系に連動するように規定されている。した
がって、ＨＭＤ装置１１０の傾きが変化すると、それに応じて、仮想カメラ１の傾きも変
化する。また、仮想カメラ１は、ＨＭＤ装置１１０を装着したユーザの現実空間における
移動に連動して、仮想空間２において移動することもできる。
【００５０】
　仮想カメラ１の向きは、仮想カメラ１の位置および傾きに応じて決まるので、ユーザが
仮想空間画像２２を視認する際に基準となる視線（基準視線５）は、仮想カメラ１の向き
に応じて決まる。コンピュータ２００のプロセッサ１０は、基準視線５に基づいて、仮想
空間２における視界領域２３を規定する。視界領域２３は、仮想空間２のうち、ＨＭＤ装
置１１０を装着したユーザの視界に対応する。
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【００５１】
　注視センサ１４０によって検出されるユーザ１９０の視線方向は、ユーザ１９０が物体
を視認する際の視点座標系における方向である。ＨＭＤ装置１１０のｕｖｗ視野座標系は
、ユーザ１９０がモニタ１１２を視認する際の視点座標系に等しい。また、仮想カメラ１
のｕｖｗ視野座標系は、ＨＭＤ装置１１０のｕｖｗ視野座標系に連動している。したがっ
て、ある局面に従うＨＭＤシステム１００は、注視センサ１４０によって検出されたユー
ザ１９０の視線方向を、仮想カメラ１のｕｖｗ視野座標系におけるユーザの視線方向とみ
なすことができる。
【００５２】
　［ユーザの視線］
　図５を参照して、ユーザの視線方向の決定について説明する。図５は、ある実施の形態
に従うＨＭＤ装置１１０を装着するユーザ１９０の頭部を上から表した図である。
【００５３】
　ある局面において、注視センサ１４０は、ユーザ１９０の右目および左目の各視線を検
出する。ある局面において、ユーザ１９０が近くを見ている場合、注視センサ１４０は、
視線Ｒ１およびＬ１を検出する。別の局面において、ユーザ１９０が遠くを見ている場合
、注視センサ１４０は、視線Ｒ２およびＬ２を検出する。この場合、ロール方向ｗに対し
て視線Ｒ２およびＬ２がなす角度は、ロール方向ｗに対して視線Ｒ１およびＬ１がなす角
度よりも小さい。注視センサ１４０は、検出結果をコンピュータ２００に送信する。
【００５４】
　コンピュータ２００が、視線の検出結果として、視線Ｒ１およびＬ１の検出値を注視セ
ンサ１４０から受信した場合には、その検出値に基づいて、視線Ｒ１およびＬ１の交点で
ある注視点Ｎ１を特定する。一方、コンピュータ２００は、視線Ｒ２およびＬ２の検出値
を注視センサ１４０から受信した場合には、視線Ｒ２およびＬ２の交点を注視点として特
定する。コンピュータ２００は、特定した注視点Ｎ１の位置に基づき、ユーザ１９０の視
線方向Ｎ０を特定する。コンピュータ２００は、例えば、ユーザ１９０の右目Ｒと左目Ｌ
とを結ぶ直線の中点と、注視点Ｎ１とを通る直線の延びる方向を、視線方向Ｎ０として検
出する。視線方向Ｎ０は、ユーザ１９０が両目により実際に視線を向けている方向である
。また、視線方向Ｎ０は、視界領域２３に対してユーザ１９０が実際に視線を向けている
方向に相当する。
【００５５】
　また、別の局面において、ＨＭＤシステム１００は、テレビジョン放送受信チューナを
備えてもよい。このような構成によれば、ＨＭＤシステム１００は、仮想空間２において
テレビ番組を表示することができる。
【００５６】
　さらに別の局面において、ＨＭＤシステム１００は、インターネットに接続するための
通信回路、あるいは、電話回線に接続するための通話機能を備えていてもよい。
【００５７】
　［視界領域］
　図６および図７を参照して、視界領域２３について説明する。図６は、仮想空間２にお
いて視界領域２３をＸ方向から見たＹＺ断面を表す図である。図７は、仮想空間２におい
て視界領域２３をＹ方向から見たＸＺ断面を表す図である。
【００５８】
　図６に示されるように、ＹＺ断面における視界領域２３は、領域２４を含む。領域２４
は、仮想カメラ１の基準視線５と仮想空間２のＹＺ断面とによって定義される。プロセッ
サ１０は、仮想空間２における基準視線５を中心として極角αを含む範囲を、領域２４と
して規定する。
【００５９】
　図７に示されるように、ＸＺ断面における視界領域２３は、領域２５を含む。領域２５
は、基準視線５と仮想空間２のＸＺ断面とによって定義される。プロセッサ１０は、仮想
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空間２における基準視線５を中心とした方位角βを含む範囲を、領域２５として規定する
。
【００６０】
　ある局面において、ＨＭＤシステム１００は、コンピュータ２００からの信号に基づい
て、視界画像をモニタ１１２に表示させることにより、ユーザ１９０に仮想空間を提供す
る。視界画像は、仮想空間画像２２のうち視界領域２３に重畳する部分に相当する。ユー
ザ１９０が、頭に装着したＨＭＤ装置１１０を動かすと、その動きに連動して仮想カメラ
１も動く。その結果、仮想空間２における視界領域２３の位置が変化する。これにより、
モニタ１１２に表示される視界画像は、仮想空間画像２２のうち、仮想空間２においてユ
ーザが向いた方向の視界領域２３に重畳する画像に更新される。ユーザは、仮想空間２に
おける所望の方向を視認することができる。
【００６１】
　ユーザ１９０は、ＨＭＤ装置１１０を装着している間、現実世界を視認することなく、
仮想空間２に展開される仮想空間画像２２のみを視認できる。そのため、ＨＭＤシステム
１００は、仮想空間２への高い没入感覚をユーザに与えることができる。
【００６２】
　ある局面において、プロセッサ１０は、ＨＭＤ装置１１０を装着したユーザ１９０の現
実空間における移動に連動して、仮想空間２において仮想カメラ１を移動し得る。この場
合、プロセッサ１０は、仮想空間２における仮想カメラ１の位置および向きに基づいて、
ＨＭＤ装置１１０のモニタ１１２に投影される画像領域（すなわち、仮想空間２における
視界領域２３）を特定する。すなわち、仮想カメラ１によって、仮想空間２におけるユー
ザ１９０の視野が定義される。
【００６３】
　ある実施の形態に従うと、仮想カメラ１は、二つの仮想カメラ、すなわち、右目用の画
像を提供するための仮想カメラと、左目用の画像を提供するための仮想カメラとを含むこ
とが望ましい。また、ユーザ１９０が３次元の仮想空間２を認識できるように、適切な視
差が、二つの仮想カメラに設定されていることが好ましい。本実施の形態においては、仮
想カメラ１が二つの仮想カメラを含み、二つの仮想カメラのロール方向が合成されること
によって生成されるロール方向（ｗ）がＨＭＤ装置１１０のロール方向（ｗ）に適合され
るように構成されているものとして、本開示に係る技術思想を例示する。
【００６４】
　［コントローラ］
　図８を参照して、コントローラ１６０の一例について説明する。図８は、ある実施の形
態に従うコントローラ１６０の概略構成を表す図である。
【００６５】
　図８の状態（Ａ）に示されるように、ある局面において、コントローラ１６０は、右コ
ントローラ１６０Ｒと左コントローラとを含み得る。右コントローラ１６０Ｒは、ユーザ
１９０の右手で操作される。左コントローラは、ユーザ１９０の左手で操作される。ある
局面において、右コントローラ１６０Ｒと左コントローラとは、別個の装置として対称に
構成される。したがって、ユーザ１９０は、右コントローラ１６０Ｒを把持した右手と、
左コントローラを把持した左手とをそれぞれ自由に動かすことができる。別の局面におい
て、コントローラ１６０は両手の操作を受け付ける一体型のコントローラであってもよい
。以下、右コントローラ１６０Ｒについて説明する。
【００６６】
　右コントローラ１６０Ｒは、グリップ３０と、フレーム３１と、天面３２とを備える。
グリップ３０は、ユーザ１９０の右手によって把持されるように構成されている。例えば
、グリップ３０は、ユーザ１９０の右手の掌と３本の指（中指、薬指、小指）とによって
保持され得る。
【００６７】
　グリップ３０は、ボタン３３，３４と、モーションセンサ１３０とを含む。ボタン３３
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は、グリップ３０の側面に配置され、右手の中指による操作を受け付ける。ボタン３４は
、グリップ３０の前面に配置され、右手の人差し指による操作を受け付ける。ある局面に
おいて、ボタン３３，３４は、トリガー式のボタンとして構成される。モーションセンサ
１３０は、グリップ３０の筐体に内蔵されている。なお、ユーザ１９０の動作がカメラそ
の他の装置によってユーザ１９０の周りから検出可能である場合には、グリップ３０は、
モーションセンサ１３０を備えなくてもよい。
【００６８】
　フレーム３１は、その円周方向に沿って配置された複数の赤外線ＬＥＤ３５を含む。赤
外線ＬＥＤ３５は、コントローラ１６０を使用するプログラムの実行中に、当該プログラ
ムの進行に合わせて赤外線を発光する。赤外線ＬＥＤ３５から発せられた赤外線は、右コ
ントローラ１６０Ｒと左コントローラとの各位置および姿勢（傾き、向き）等を検出する
ために使用され得る。図８に示される例では、二列に配置された赤外線ＬＥＤ３５が示さ
れているが、配列の数は図８に示されるものに限られない。一列あるいは３列以上の配列
が使用されてもよい。
【００６９】
　天面３２は、ボタン３６，３７と、アナログスティック３８とを備える。ボタン３６，
３７は、プッシュ式ボタンとして構成される。ボタン３６，３７は、ユーザ１９０の右手
の親指による操作を受け付ける。アナログスティック３８は、ある局面において、初期位
置（ニュートラルの位置）から３６０度任意の方向への操作を受け付ける。当該操作は、
例えば、仮想空間２に配置されるオブジェクトを移動させるための操作を含む。
【００７０】
　ある局面において、右コントローラ１６０Ｒおよび左コントローラは、赤外線ＬＥＤ３
５その他の部材を駆動するための電池を含む。電池は、充電式、ボタン型、乾電池型等を
含むが、これらに限定されない。別の局面において、右コントローラ１６０Ｒおよび左コ
ントローラは、例えば、コンピュータ２００のＵＳＢインターフェースに接続され得る。
この場合、右コントローラ１６０Ｒおよび左コントローラは、電池を必要としない。
【００７１】
　図８の状態（Ａ）および状態（Ｂ）に示されるように、例えば、ユーザ１９０の右手８
１０に対して、ヨー、ロール、ピッチの各方向が規定される。ユーザ１９０が親指と人差
し指とを伸ばした場合に、親指の伸びる方向がヨー方向、人差し指の伸びる方向がロール
方向、ヨー方向の軸およびロール方向の軸によって規定される平面に垂直な方向がピッチ
方向として規定される。
【００７２】
　［ＨＭＤ装置の制御装置］
　図９を参照して、ＨＭＤ装置１１０の制御装置について説明する。ある実施の形態にお
いて、制御装置は周知の構成を有するコンピュータ２００によって実現される。図９は、
ある実施の形態に従うコンピュータ２００をモジュール構成として表すブロック図である
。
【００７３】
　図９に示されるように、コンピュータ２００は、表示制御モジュール２２０と、仮想空
間制御モジュール２３０と、メモリモジュール２４０と、通信制御モジュール２５０とを
備える。表示制御モジュール２２０は、サブモジュールとして、仮想カメラ制御モジュー
ル２２１と、視界領域決定モジュール２２２と、視界画像生成モジュール２２３と、基準
視線特定モジュール２２４とを含む。仮想空間制御モジュール２３０は、サブモジュール
として、仮想空間定義モジュール２３１と、仮想オブジェクト制御モジュール２３２と、
操作オブジェクト制御モジュール２３３とを含む。
【００７４】
　ある実施の形態において、表示制御モジュール２２０と仮想空間制御モジュール２３０
とは、プロセッサ１０によって実現される。別の実施の形態において、複数のプロセッサ
１０が表示制御モジュール２２０と仮想空間制御モジュール２３０として作動してもよい
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。メモリモジュール２４０は、メモリ１１またはストレージ１２によって実現される。通
信制御モジュール２５０は、通信インターフェース１４によって実現される。
【００７５】
　ある局面において、表示制御モジュール２２０は、ＨＭＤ装置１１０のモニタ１１２に
おける画像表示を制御する。仮想カメラ制御モジュール２２１は、仮想空間２に仮想カメ
ラ１を配置し、仮想カメラ１の挙動、向き等を制御する。視界領域決定モジュール２２２
は、ＨＭＤ装置１１０を装着したユーザの頭の向きに応じて、視界領域２３を規定する。
視界画像生成モジュール２２３は、決定された視界領域２３に基づいて、モニタ１１２に
表示される視界画像を生成する。また、視界画像生成モジュール２２３は、視界画像に含
まれるプレイヤキャラクタ（詳しくは後述）の表示態様を決定する。基準視線特定モジュ
ール２２４は、注視センサ１４０からの信号に基づいて、ユーザ１９０の視線を特定する
。
【００７６】
　仮想空間制御モジュール２３０は、ユーザ１９０に提供される仮想空間２を制御する。
仮想空間定義モジュール２３１は、仮想空間２を表す仮想空間データを生成することによ
り、ＨＭＤシステム１００における仮想空間２を規定する。
【００７７】
　仮想オブジェクト制御モジュール２３２は、仮想空間２に配置される対象オブジェクト
を生成する。また、仮想オブジェクト制御モジュール２３２は、仮想空間２における対象
オブジェクトおよびプレイヤキャラクタの動作（移動および状態変化等）を制御する。対
象オブジェクトは、例えば、ゲームのストーリーの進行に従って配置される森、山その他
を含む風景、動物等を含み得る。プレイヤキャラクタは、仮想空間２においてＨＭＤ装置
１１０を装着したユーザに関連付けられたオブジェクトであり、アバターと称する場合も
ある。本開示においては、アバターを含んだオブジェクトをプレイヤキャラクタと称する
ことにする。
【００７８】
　操作オブジェクト制御モジュール２３３は、仮想空間２に配置されるオブジェクトを操
作するための操作オブジェクトを仮想空間２に配置する。ある局面において、操作オブジ
ェクトは、例えば、ＨＭＤ装置１１０を装着したユーザの手に相当する手オブジェクト、
ユーザの指に相当する指オブジェクト、ユーザが使用するスティックに相当するスティッ
クオブジェクト等を含み得る。操作オブジェクトが指オブジェクトの場合、特に、操作オ
ブジェクトは、当該指が指し示す方向（軸方向）の軸の部分に対応している。
【００７９】
　チャット制御モジュール２３４は、同じ仮想空間２に滞在する他のユーザのプレイヤキ
ャラクタとチャットをするための制御を行う。例えば、チャット制御モジュール２３４は
、ユーザのプレイヤキャラクタの位置および向き等の情報、ならびにマイク１１８に入力
された音声データをサーバ１５０に送信する。また、チャット制御モジュール２３４は、
サーバ１５０から受信した他のユーザの音声データを図示しないスピーカに出力する。こ
れにより、音声によるチャットが実現される。なお、チャットは、音声データに基づくも
のに限られず、テキストデータに基づくものであってもよい。この場合、チャット制御モ
ジュール２３４は、テキストデータの送受信を制御する。
【００８０】
　仮想空間制御モジュール２３０は、仮想空間２に配置されるオブジェクトのそれぞれが
、他のオブジェクトと衝突した場合に、当該衝突を検出する。仮想空間制御モジュール２
３０は、例えば、あるオブジェクトと、別のオブジェクトとが触れたタイミングを検出す
ることができ、当該検出がされたときに、予め定められた処理を行う。仮想空間制御モジ
ュール２３０は、オブジェクトとオブジェクトとが触れている状態から離れたタイミング
を検出することができ、当該検出がされたときに、予め定められた処理を行う。仮想空間
制御モジュール２３０は、オブジェクトとオブジェクトとが触れている状態であることを
検出することができる。具体的には、操作オブジェクト制御モジュール２３３は、操作オ
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ブジェクトと、他のオブジェクト（例えば、仮想オブジェクト制御モジュール２３２によ
って配置される対象オブジェクト）とが触れた時に、これら操作オブジェクトと他のオブ
ジェクトとが触れたことを検出して、予め定められた処理を行う。
【００８１】
　メモリモジュール２４０は、コンピュータ２００が仮想空間２をユーザ１９０に提供す
るために使用されるデータを保持している。ある局面において、メモリモジュール２４０
は、空間情報２４１と、オブジェクト情報２４２と、ユーザ情報２４３とを保持している
。空間情報２４１には、例えば、仮想空間２を提供するために規定された１つ以上のテン
プレートが含まれている。オブジェクト情報２４２には、例えば、仮想空間２において再
生されるコンテンツ、当該コンテンツで使用されるオブジェクトを配置するための情報等
が含まれている。当該コンテンツは、例えば、ゲーム、現実社会と同様の風景を表したコ
ンテンツ等を含み得る。ユーザ情報２４３には、例えば、ＨＭＤシステム１００の制御装
置としてコンピュータ２００を機能させるためのプログラム、オブジェクト情報２４２に
保持される各コンテンツを使用するアプリケーションプログラム等が含まれている。
【００８２】
　メモリモジュール２４０に格納されているデータおよびプログラムは、ＨＭＤ装置１１
０のユーザによって入力される。あるいは、プロセッサ１０が、当該コンテンツを提供す
る事業者が運営するコンピュータ（例えば、サーバ１５０）からプログラムあるいはデー
タをダウンロードして、ダウンロードされたプログラムあるいはデータをメモリモジュー
ル２４０に格納する。
【００８３】
　通信制御モジュール２５０は、ネットワーク１９を介して、サーバ１５０その他の情報
通信装置と通信し得る。
【００８４】
　ある局面において、表示制御モジュール２２０および仮想空間制御モジュール２３０は
、例えば、ユニティテクノロジーズ社によって提供されるＵｎｉｔｙ（登録商標）を用い
て実現され得る。別の局面において、表示制御モジュール２２０および仮想空間制御モジ
ュール２３０は、各処理を実現する回路素子の組み合わせとしても実現され得る。
【００８５】
　コンピュータ２００における処理は、ハードウェアと、プロセッサ１０により実行され
るソフトウェアとによって実現される。このようなソフトウェアは、ハードディスクその
他のメモリモジュール２４０に予め格納されている場合がある。また、ソフトウェアは、
ＣＤ－ＲＯＭその他のコンピュータ読み取り可能な不揮発性のデータ記録媒体に格納され
て、プログラム製品として流通している場合もある。あるいは、当該ソフトウェアは、イ
ンターネットその他のネットワークに接続されている情報提供事業者によってダウンロー
ド可能なプログラム製品として提供される場合もある。このようなソフトウェアは、光デ
ィスク駆動装置その他のデータ読取装置によってデータ記録媒体から読み取られて、ある
いは、通信制御モジュール２５０を介してサーバ１５０その他のコンピュータからダウン
ロードされた後、メモリモジュール２４０に一旦格納される。そのソフトウェアは、プロ
セッサ１０によってメモリモジュール２４０から読み出され、実行可能なプログラムの形
式でＲＡＭに格納される。プロセッサ１０は、そのプログラムを実行する。
【００８６】
　図９に示されるコンピュータ２００を構成するハードウェアは、一般的なものである。
したがって、本実施の形態に係る最も本質的な部分は、コンピュータ２００に格納された
プログラムであるともいえる。なお、コンピュータ２００のハードウェアの動作は周知で
あるので、詳細な説明は繰り返さない。
【００８７】
　なお、データ記録媒体としては、ＣＤ－ＲＯＭ、ＦＤ（Flexible　Disk）、ハードディ
スクに限られず、磁気テープ、カセットテープ、光ディスク（ＭＯ（Magnetic　Optical
　Disc）／ＭＤ（Mini　Disc）／ＤＶＤ（Digital　Versatile　Disc））、ＩＣ（Integr
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ated　Circuit）カード（メモリカードを含む）、光カード、マスクＲＯＭ、ＥＰＲＯＭ
（Erasable　Programmable　Read-Only　Memory）、ＥＥＰＲＯＭ（Electrically　Erasa
ble　Programmable　Read-Only　Memory）、フラッシュＲＯＭなどの半導体メモリ等の固
定的にプログラムを担持する不揮発性のデータ記録媒体でもよい。
【００８８】
　ここでいうプログラムとは、プロセッサ１０により直接実行可能なプログラムだけでな
く、ソースプログラム形式のプログラム、圧縮処理されたプログラム、暗号化されたプロ
グラム等を含み得る。
【００８９】
　［制御構造］
　図１０を参照して、本実施の形態に係るコンピュータ２００の制御構造について説明す
る。図１０は、ユーザ１９０Ａ（第１ユーザ）によって使用されるＨＭＤシステム１００
Ａがユーザ１９０Ａに仮想空間２を提供するために実行する処理を表すフローチャートで
ある。
【００９０】
　ステップＳ１において、コンピュータ２００のプロセッサ１０は、仮想空間定義モジュ
ール２３１として、仮想空間画像データを特定し、仮想空間２を定義する。
【００９１】
　ステップＳ２において、プロセッサ１０は、仮想カメラ制御モジュール２２１として、
仮想カメラ１を初期化する。例えば、プロセッサ１０は、メモリのワーク領域において、
仮想カメラ１を仮想空間２において予め規定された中心点に配置し、仮想カメラ１の視線
をユーザ１９０が向いている方向に向ける。
【００９２】
　ステップＳ３において、プロセッサ１０は、視界画像生成モジュール２２３として、初
期の視界画像を表示するための視界画像データを生成する。生成された視界画像データは
、視界画像生成モジュール２２３を介して通信制御モジュール２５０によってＨＭＤ装置
１１０に送られる。
【００９３】
　ステップＳ４において、ＨＭＤ装置１１０のモニタ１１２は、コンピュータ２００から
受信した信号に基づいて、視界画像を表示する。ＨＭＤ装置１１０を装着したユーザ１９
０は、視界画像を視認すると仮想空間２を認識し得る。
【００９４】
　ステップＳ５において、ＨＭＤセンサ１２０は、ＨＭＤ装置１１０から発信される複数
の赤外線光に基づいて、ＨＭＤ装置１１０の位置と傾きを検知する。検知結果は、動き検
知データとして、コンピュータ２００に送られる。
【００９５】
　ステップＳ６において、プロセッサ１０は、視界領域決定モジュール２２２として、Ｈ
ＭＤ装置１１０の位置と傾きとに基づいて、ＨＭＤ装置１１０を装着したユーザ１９０の
視界方向を特定する。プロセッサ１０は、アプリケーションプログラムを実行し、アプリ
ケーションプログラムに含まれる命令に基づいて、仮想空間２にオブジェクトを配置する
。
【００９６】
　ステップＳ７において、コントローラ１６０は、現実空間におけるユーザ１９０の操作
を検出する。例えば、ある局面において、コントローラ１６０は、ユーザ１９０によって
ボタンが押下されたことを検出する。別の局面において、コントローラ１６０は、ユーザ
１９０の両手の動作（たとえば、両手を振る等）を検出する。検出内容を示す信号は、コ
ンピュータ２００に送られる。
【００９７】
　ステップＳ８において、プロセッサ１０は、操作オブジェクト制御モジュール２３３と
して、コントローラ１６０から送られた検出内容を仮想空間２に反映する。具体的には、
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プロセッサ１０は、検出内容を示す信号に基づいて、仮想空間２における操作オブジェク
ト（例えば、プレイヤキャラクタの手を表す手オブジェクト等）を動かす。また、プロセ
ッサ１０は、操作オブジェクト制御モジュール２３３として、操作オブジェクトによる対
象オブジェクトに対する予め定められた操作（例えば掴み操作等）を検知する。
【００９８】
　ステップＳ９において、プロセッサ１０は、他のユーザ１９０Ｂ，１９０Ｃ（第２ユー
ザ）によって使用されるＨＭＤシステム１００Ｂ，１００Ｃから送られる情報（後述する
プレイヤ情報）に基づいて、他のユーザに関連付けられたプレイヤキャラクタの情報を更
新する。具体的には、プロセッサ１０は、仮想オブジェクト制御モジュール２３２として
、他のユーザに関連付けられたプレイヤキャラクタの仮想空間２における位置および向き
等の情報を更新する。
【００９９】
　ステップＳ１０において、プロセッサ１０は、視界画像生成モジュール２２３として、
ステップＳ８およびステップＳ９における処理の結果に基づく視界画像を表示するための
視界画像データを生成し、生成した視界画像データをＨＭＤ装置１１０に出力する。プロ
セッサ１０は、視界画像データを生成する際、視界画像に含まれるプレイヤキャラクタの
表示態様を決定する。視界画像にプレイヤキャラクタが含まれるか否かは、例えば、ステ
ップＳ６において特定される視界方向に基づいて定められる視界領域２３にプレイヤキャ
ラクタが含まれるか否かによって判定される。
【０１００】
　ステップＳ１１において、ＨＭＤ装置１１０のモニタ１１２は、受信した視界画像デー
タに基づいて視界画像を更新し、更新後の視界画像を表示する。
【０１０１】
　図１１は、複数ユーザに共有される仮想空間２を模式的に表す図である。図１１に示さ
れる例では、ＨＭＤ装置１１０Ａを装着するユーザ１９０Ａに関連付けられたプレイヤキ
ャラクタＰＣ１（第１プレイヤキャラクタ）と、ＨＭＤ装置１１０Ｂを装着するユーザ１
９０Ｂに関連付けられたプレイヤキャラクタＰＣ２（第２プレイヤキャラクタ）と、ＨＭ
Ｄ装置１１０Ｃを装着するユーザ１９０Ｃに関連付けられたプレイヤキャラクタＰＣ３（
第２プレイヤキャラクタ）とが、同一の仮想空間２に配置されている。このような複数ユ
ーザに共通の仮想空間２によれば、各ユーザに対して、プレイヤキャラクタＰＣを介した
他のユーザとのチャット（ＶＲチャット）等のコミュニケーション体験を提供することが
できる。
【０１０２】
　この例では、各プレイヤキャラクタＰＣは、動物（猫、うさぎ、熊）を模したオブジェ
クトとして定義されている。また、プレイヤキャラクタＰＣは、ＨＭＤセンサ１２０等に
よって検出されたＨＭＤ装置１１０の動きに連動して動く頭部と、モーションセンサ１３
０等により検出されたユーザの手の動きに連動して動く手と、頭部および手に付随して表
示される胴体部および腕部とを含んでいる。なお、腰から下の脚部については動作制御が
複雑となるため、プレイヤキャラクタＰＣは脚部を含まないようにすることができる。
【０１０３】
　プレイヤキャラクタＰＣ１の視野は、ＨＭＤシステム１００Ａにおける仮想カメラ１の
視野と一致している。これにより、ユーザ１９０Ａに対して、プレイヤキャラクタＰＣ１
の１人称視点における視界画像Ｍが提供される。すなわち、ユーザ１９０Ａに対して、あ
たかも自分がプレイヤキャラクタＰＣ１として仮想空間２に存在しているかのような仮想
体験が提供される。図１２は、ＨＭＤ装置１１０Ａを介してユーザ１９０Ａに提供される
視界画像Ｍを表す図である。ユーザ１９０Ｂ，１９０Ｃに対しても同様に、プレイヤキャ
ラクタＰＣ２，ＰＣ３の１人称視点における視界画像が提供される。
【０１０４】
　図１３は、上述したＶＲチャットを実現するためにＨＭＤシステム１００Ａ、ＨＭＤシ
ステム１００Ｂ、ＨＭＤシステム１００Ｃ、およびサーバ１５０が実行する処理を表すシ
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ーケンス図である。
【０１０５】
　ステップＳ２１Ａにおいて、ＨＭＤシステム１００Ａにおけるプロセッサ１０は、チャ
ット制御モジュール２３４として、仮想空間２におけるプレイヤキャラクタＰＣ１の動作
を決定するためのプレイヤ情報を取得する。このプレイヤ情報は、例えば、動き情報およ
び音声データを含む。動き情報は、例えば、ＨＭＤセンサ１２０等により検出されたＨＭ
Ｄ装置１１０Ａの位置および傾きの時間的変化を示す情報と、モーションセンサ１３０等
により検出されたユーザ１９０Ａの手の動きを示す情報とを含む。音声データは、ＨＭＤ
装置１１０Ａのマイク１１８によって取得されたユーザ１９０Ａの音声を示すデータであ
る。
【０１０６】
　また、プレイヤ情報には、ユーザ１９０Ａの操作や視線に応じて、プレイヤキャラクタ
ＰＣ１の移動先を指定する情報や、当該ユーザ１９０Ａが見ている対象オブジェクトまた
はプレイヤキャラクタを示す情報（視線対象を特定可能な情報）が含まれる。移動先を示
す情報は、コントローラ１６０や、そのほか視線方向に基づいて指定された情報である。
また、ユーザ１９０Ａが見ている対象オブジェクト等は、ユーザ１９０Ａの視線に基づい
たコリジョン判定に従って、視線方向にいる対象オブジェクトやキャラクタプレイヤが決
定される。なお、対象オブジェクトやプレイヤキャラクタを示す情報に代えて、そのユー
ザ１９０Ａの仮想空間における基準線に対する視線方向をプレイヤ情報に含めてもよい。
その場合、受信側（ここではＨＭＤシステム１００Ｂ等）で対象オブジェクトやキャラク
タプレイヤがコリジョン判定に基づいて決定される。また、プレイヤ情報には、プレイヤ
キャラクタＰＣ１（あるいはプレイヤキャラクタＰＣ１に関連付けられるユーザ１９０Ａ
）を特定する情報（ユーザＩＤ等）、およびプレイヤキャラクタＰＣ１が存在する仮想空
間２を特定する情報（ルームＩＤ等）等が含まれてもよい。プロセッサ１０は、上述のよ
うに取得されたプレイヤ情報を、ネットワーク１９を介してサーバ１５０に送信する。
【０１０７】
　ステップＳ２１Ｂにおいて、ＨＭＤシステム１００Ｂにおけるプロセッサ１０は、ステ
ップＳ２１Ａにおける処理と同様に、仮想空間２におけるプレイヤキャラクタＰＣ２の動
作を決定するためのプレイヤ情報を取得し、サーバ１５０に送信する。同様に、ステップ
Ｓ２１Ｃにおいて、ＨＭＤシステム１００Ｃにおけるプロセッサ１０は、仮想空間２にお
けるプレイヤキャラクタＰＣ３の動作を決定するためのプレイヤ情報を取得し、サーバ１
５０に送信する。
【０１０８】
　ステップＳ２２において、サーバ１５０は、ＨＭＤシステム１００Ａ、ＨＭＤシステム
１００Ｂ、およびＨＭＤシステム１００Ｃのそれぞれから受信したプレイヤ情報を一旦記
憶する。サーバ１５０は、各プレイヤ情報に含まれるユーザＩＤおよびルームＩＤ等に基
づいて、共通の仮想空間２に関連付けられた全ユーザ（この例では、ユーザ１９０Ａ～１
９０Ｃ）のプレイヤ情報を統合する。そして、サーバ１５０は、予め定められたタイミン
グで、統合したプレイヤ情報を当該仮想空間２に関連付けられた全ユーザに送信する。こ
れにより、同期処理が実行される。このような同期処理により、ＨＭＤシステム１００Ａ
、ＨＭＤシステム１００Ｂ、およびＨＭＤシステム１００Ｃは、互いのプレイヤ情報をほ
ぼ同じタイミングで共有することができる。
【０１０９】
　続いて、サーバ１５０から各ＨＭＤシステム１００Ａ～１００Ｃに送信されたプレイヤ
情報に基づいて、各ＨＭＤシステム１００Ａ～１００Ｃは、ステップＳ２３Ａ～Ｓ２３Ｃ
の処理を実行する。なお、ステップＳ２３Ａの処理は、図１０におけるステップＳ９の処
理に相当する。
【０１１０】
　ステップＳ２３Ａにおいて、ＨＭＤシステム１００Ａにおけるプロセッサ１０は、仮想
オブジェクト制御モジュール２３２として、仮想空間２における他ユーザ１９０Ｂ，１９
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０ＣのプレイヤキャラクタＰＣ２，ＰＣ３の情報を更新する。具体的には、プロセッサ１
０は、ＨＭＤシステム１００Ｂから送信されたプレイヤ情報に含まれる動き情報に基づい
て、仮想空間２におけるプレイヤキャラクタＰＣ２の位置および向き等を更新する。例え
ば、プロセッサ１０は、メモリモジュール２４０に格納されたオブジェクト情報２４２に
含まれるプレイヤキャラクタＰＣ２の情報（位置および向き等）を更新する。同様に、プ
ロセッサ１０は、ＨＭＤシステム１００Ｃから送信されたプレイヤ情報に含まれる動き情
報に基づいて、仮想空間２におけるプレイヤキャラクタＰＣ３の情報（位置および向き等
）を更新する。
【０１１１】
　また、ステップＳ２３Ａにおいて、ユーザ１９０Ａがコントローラ１６０を用いて移動
先を指定した場合に（ステップＳ２１Ａ）、ＨＭＤシステム１００Ａにおけるプロセッサ
１０は、仮想カメラ制御モジュール２２１として、仮想カメラ１を移動先に移動させる。
そして、プロセッサ１０は、仮想オブジェクト制御モジュール２３２として、移動元（プ
レイヤキャラクタＰＣ１の仮想空間における現在位置）、移動先およびその仮想空間にお
ける環境やプレイヤキャラクタＰＣ１の周囲にある対象オブジェクト（移動元から移動先
の間に配置されているもの）の属性に基づいて、プレイヤキャラクタＰＣ１の移動経路お
よび移動態様を決定する。
【０１１２】
　例えば、プレイヤキャラクタＰＣ１等の移動元から移動先に配置されている対象オブジ
ェクトとして椅子やテーブルが並べられている場合には（いわゆるその環境が会議室であ
る場合）、プロセッサ１０は、仮想オブジェクト制御モジュール２３２として、プレイヤ
キャラクタＰＣ１がテーブルや椅子をよける移動経路を決定する。さらに、プロセッサ１
０は、プレイヤキャラクタＰＣ１が、椅子に座っている状態から立ち上がり、移動先へ歩
いていき、そして椅子に座るといった移動態様を決定する。上記環境または対象オブジェ
クトの属性およびこれに対応する移動態様、並びに移動経路の決定のアルゴリズムは、予
めオブジェクト情報２４２に記憶された情報であり、プロセッサ１０は、これら情報に基
づいて移動態様および移動経路を決定する。
【０１１３】
　プロセッサ１０は、視界画像生成モジュール２２３として、視界画像生成モジュール２
２３として、当該プレイヤキャラクタＰＣ１が移動元から移動先に、決定された移動経路
および移動態様で移動してくる様子を示した視界画像を生成する。
【０１１４】
　さらに、プロセッサ１０は、視界画像生成モジュール２２３として、ユーザ１９０Ａの
視線方向に基づいて決定されたプレイヤキャラクタＰＣ２、プレイヤキャラクタＰＣ３を
、当該プレイヤキャラクタＰＣ１が見るように、当該プレイヤキャラクタＰＣ１の情報（
目線や顔の向き）を更新する。また、プロセッサ１０は、プレイヤキャラクタＰＣ２、Ｐ
Ｃ３の情報も同様に更新する。
【０１１５】
　本開示においては、プロセッサ１０は、仮想カメラ制御モジュール２２１として、ユー
ザ１９０ＡがプレイヤキャラクタＰＣ１の移動先の指定を受け付けると、プレイヤキャラ
クタＰＣ１が移動先への移動過程を示す視界画像を生成することなく、仮想カメラ１を瞬
時に移動先へ移動させる。なお、仮想空間においては、その位置に基準方向が定められて
いる場合があり、移動先に移動したプレイヤキャラクタＰＣ１、すなわち仮想カメラ１は
、その基準方向に自動的に向くように制御される。なお、VR酔いを防止する観点からすれ
ば、移動先の指定が受け付けられると、プレイヤキャラクタＰＣ１の移動元から当該移動
先へ仮想カメラが移動する過渡期において、当該過渡期に相当する視界画像の生成を少な
くとも一部省略し、移動先からの視界画像を生成すれば良い。例えば、プレイヤキャラク
タＰＣ１を移動元から移動先へ瞬時に移動させず、徐々に滑らかな移動を開始した後、移
動先の近くへ移動させた後に、徐々に滑らかな移動によって移動先への移動を完了しても
良い。この場合、プレイヤキャラクタＰＣ１または仮想カメラが移動元から移動先へ移動
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する過渡期における視野画像の全部ではなく、一部が生成されないこととなる。なお、過
渡期における視野画像の全部を生成しておく一方で、その一部をHMDの表示部に表示させ
ないこととしても良い。即ち、ユーザ１９０Ａが過渡期における視野画像の少なくとも一
部を認識できないようにすればよい。以下の実施形態においては、プレイヤキャラクタＰ
Ｃ１または仮想カメラ１が瞬時に移動先へ移動する形態を例示する
【０１１６】
　そして、プロセッサ１０は、視界画像生成モジュール２２３として、移動元から移動先
へプレイヤキャラクタＰＣ１が移動してくる様子を示す、移動先からみた視界画像を生成
する。
【０１１７】
　これによって、ＨＭＤシステム１００Ａの動きに同期しない移動をすることがなく、ユ
ーザ１９０Ａに対するＶＲ酔いを防止することができる。
【０１１８】
　ステップＳ２３Ｂにおいて、ＨＭＤシステム１００Ｂにおける通信制御モジュール２５
０がサーバ１５０を介して、プレイヤキャラクタＰＣ１の移動先を受信すると、プロセッ
サ１０は、仮想オブジェクト制御モジュール２３２として、プレイヤキャラクタＰＣ１の
移動元、移動先、およびその仮想空間における環境または対象オブジェクトの属性に基づ
いて、移動経路および移動態様を決定する。そして、ＨＭＤシステム１００Ｂにおけるプ
ロセッサ１０は、仮想オブジェクト制御モジュール２３２として、決定した移動経路およ
び移動態様に基づいてプレイヤキャラクタＰＣ１の動作を制御する。
【０１１９】
　その際、プレイヤキャラクタＰＣ１は、ユーザ１９０Ａが実際に見ている対象オブジェ
クトまたはプレイヤキャラクタを見るように、プロセッサ１０は、仮想オブジェクト制御
モジュール２３２として、プレイヤキャラクタＰＣ１の顔の向きや視線を調整する。例え
ば、プロセッサ１０は、仮想オブジェクト制御モジュール２３２として、動き情報に含ま
れている、ユーザ１９０Ａの視線方向に基づいて決定された対象オブジェクトやプレイヤ
キャラクタを示す情報の仮想空間の位置を把握し、その位置の方向にプレイヤキャラクタ
ＰＣ１が歩きながら向くように制御する。
【０１２０】
　なお、移動態様として、現実的な移動にとらわれることなく、移動元と移動先とを区別
可能な態様であって、移動の連続性や関連性があればよい。例えば、プレイヤキャラクタ
ＰＣ１が野山にいる環境においては、木の枝伝いに移動する移動態様および移動経路を決
定するようにしてもよい。また、空を飛んでいくとか、自動車・自転車・電動立ち乗り二
輪車など乗り物に乗って移動する移動態様であってもよい。さらに、プレイヤキャラクタ
ＰＣ１が、魔法使いのごとく光線状に変形して、移動元から移動先へ飛んでいくような移
動態様および移動経路を決定してもよいし、土管やトンネルの端部が入り口およびその出
口として仮想空間に出現して、プレイヤキャラクタＰＣ１が移動するようにしてもよい。
その場合、プレイヤキャラクタは土管やトンネルに潜るとか、出てくるときには光るなど
の演出処理が行われるようにしてもよい。
【０１２１】
　そのほか、ステップＳ２３Ｂにおいては、ステップＳ２３Ａにおける処理と同様に、仮
想空間２におけるユーザ１９０Ａ、１９０ＣのプレイヤキャラクタＰＣ１，ＰＣ３の情報
を更新する。ステップＳ２３Ｃにおいて、ステップＳ２３ＡおよびＳ２３Ｂと同様に、Ｈ
ＭＤシステム１００Ｃにおけるプロセッサ１０は、仮想空間２におけるユーザ１９０Ａ，
１９０ＢのプレイヤキャラクタＰＣ１，ＰＣ２の情報を更新する。
【０１２２】
　つぎに、各プレイヤキャラクタＰＣ１～ＰＣ３の仮想空間における位置およびその移動
について、具体例をもって説明する。図１４～図１６は、プレイヤキャラクタＰＣ１が、
移動元から移動先へ移動するときの各プレイヤキャラクタの位置関係を模式的に示した図
およびそれぞれにおけるプレイヤキャラクタＰＣ１の視界画像を示す図である。なお、図
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１４～図１６のそれぞれにおいて、テーブルＴとそのテーブルＴを取り囲む椅子Ｃ１－Ｃ
５が配置されている仮想空間２を示しており、そこにプレイヤキャラクタＰＣ１～ＰＣ３
が存在している。
【０１２３】
　図１４の状態Ａは、プレイヤキャラクタＰＣ１が椅子Ｃ１に座っており、プレイヤキャ
ラクタＰＣ２を見ている様子を示す。状態Ｂは、プレイヤキャラクタＰＣ１の視界画像Ｍ
である。状態Ａにおいては、プレイヤキャラクタＰＣ１は、プレイヤキャラクタＰＣ２を
見ている。よって、状態Ｂで示されるように、プレイヤキャラクタＰＣ１の視界画像Ｍに
は、プレイヤキャラクタＰＣ２が中心に配置されている。
【０１２４】
　その後、図１５の状態Ａに示されるように、ユーザ１９０Ａは、椅子Ｃ３を見て、コン
トローラ１６０を操作することにより、移動先を指定する。図１５の状態Ｂは、そのとき
のプレイヤキャラクタＰＣ１の視界画像Ｍを示す。図１５の状態Ｂで示されるように、ユ
ーザ１９０Ａの操作によって、プロセッサ１０は、視界画像生成モジュール２２３として
、「この席へ移動しますか？」というメッセージＩを含んだ視界画像Ｍを生成する。
【０１２５】
　図１６の状態Ａは、プレイヤキャラクタＰＣ１が椅子Ｃ３に移動したことを示す図であ
る。ユーザ１９０Ａが移動先を指定すると、プロセッサ１０は、視界画像生成モジュール
２２３として、プレイヤキャラクタＰＣ１の移動先から見た視界画像Ｍを生成する。なお
、各位置における基準方向が決まっており、本開示においては、テーブルに向いている方
向を各位置における基準方向として定めている。よって、プレイヤキャラクタＰＣ１は、
移動先に移動すると基準方向に自動的に向くように制御され、またその方向に基づいた視
界画像Ｍが生成される。
【０１２６】
　このように、プレイヤキャラクタＰＣ１は移動先の指定にしたがって瞬時に移動元から
移動先に移動する。これにより、ＨＭＤシステム１００は、移動過程においてプレイヤキ
ャラクタＰＣ１からの視界画像など、ＨＭＤシステム１００の動きに同期しない視界画像
を提供することがないため、いわゆるＶＲ酔いを防止することができる。
【０１２７】
　上述のとおり、プロセッサ１０は、プレイヤキャラクタＰＣ１（仮想カメラ１）が移動
先の指定に伴って瞬時に移動元から移動先に移動するように、ユーザ１９０Ａに提供する
視界画像Ｍを提供する。一方、他のユーザ（プレイヤキャラクタＰＣ２、ＰＣ３）のＨＭ
Ｄシステム１００Ｂ、１００Ｃにおいては、決定された移動経路および移動態様にしたが
って、プレイヤキャラクタＰＣ１が移動元から移動先に移動している視界画像Ｍを生成す
る。図１７は、プレイヤキャラクタＰＣ１が、移動元から移動先に移動する移動経路を模
式的に示した図である。図１７に示されるとおり、プレイヤキャラクタＰＣ１は、プロセ
ッサ１０が決定した移動経路Ｋ１～Ｋ３を経由して移動する。移動経路Ｋ１およびＫ２は
、椅子をよけるようにして定められた経路である。移動経路Ｋ３は、プレイヤキャラクタ
ＰＣ１が、移動元にある椅子に座るための経路である。プロセッサ１０が、仮想オブジェ
クト制御モジュールとして２３２として、椅子という対象オブジェクトの属性に基づいて
、プレイヤキャラクタＰＣ１は椅子をよける、椅子に座るという動作の制御を行うように
、制御を行っている。
【０１２８】
　ところで、上述したとおり、プレイヤキャラクタＰＣ１は、プレイヤキャラクタＰＣ３
とチャットをしており、そのときユーザ１９０Ａは、プレイヤキャラクタＰＣ３を見てい
る。そして、プレイヤ情報としてプレイヤキャラクタＰＣ３（視線対象）を示す情報がサ
ーバ１５０に送られている。したがって、プレイヤキャラクタＰＣ１は、プレイヤキャラ
クタＰＣ３を見ながら移動先へ移動するという制御が、ＨＭＤシステム１００Ｂ、１００
Ｃのそれぞれにおいて行われる。同様にユーザ１９０Ｃは、移動しているプレイヤキャラ
クタＰＣ１を見ているため、そのプレイヤ情報がサーバ１５０に送信され、プレイヤキャ
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ラクタＰＣ３は、プレイヤキャラクタＰＣ１の方を見る、という制御が行われる。
【０１２９】
　一般的にＨＭＤシステム１００は、ＨＭＤ装置１１０の動きに同期して、仮想空間２に
おけるプレイヤキャラクタＰＣの制御を行うものである。本開示では、プレイヤキャラク
タＰＣの移動中など所定の状態においては、上述の通り視線などに基づいたプレイヤキャ
ラクタＰＣの制御を行いつつも、ＨＭＤ装置１１０の動きに同期しない態様でプレイヤキ
ャラクタＰＣの制御を行う。これによって、プレイヤキャラクタＰＣの移動を伴うチャッ
トであっても自然な演出を実現することができる。
【０１３０】
　図１８は、ユーザ１９０Ｃが装着するＨＭＤシステム１００Ｃにおいて生成される視界
画像の具体例を示す図である。
【０１３１】
　図１８の状態（Ａ）は、プレイヤキャラクタＰＣ１が移動元から立ち上がり、移動経路
および移動態様に従って移動する様子を示した、ユーザ１９０Ｃ（プレイヤキャラクタＰ
Ｃ３）に提供される視界画像Ｍを示す。状態（Ａ）に示されるように、プレイヤキャラク
タＰＣ１の視線は、プレイヤキャラクタＰＣ３の方を向いており、プレイヤキャラクタＰ
Ｃ１とプレイヤキャラクタＰＣ３とは、目が合っている状態であることを示す。プレイヤ
キャラクタＰＣ１が移動先に瞬時に移動したとしても、ＨＭＤシステム１００Ｃのプロセ
ッサ１０は、取得したプレイヤキャラクタＰＣ１の移動元と移動先に基づいて、視界画像
Ｍを生成することができる。これによって、ユーザ１９０Ｃは、プレイヤキャラクタＰＣ
１が目の前を歩いている視界画像の提供を受けることができる。さらに、ＨＭＤシステム
１００Ｃのプロセッサ１０は、ＨＭＤシステム１００Ａから、視線対象としてプレイヤキ
ャラクタＰＣ３を特定可能な情報を取得すると、プレイヤキャラクタＰＣ１がプレイヤキ
ャラクタＰＣ３を見ていると判断できる。そして、プロセッサ１０は、プレイヤキャラク
タＰＣ１は、プレイヤキャラクタＰＣ３に向くように視界画像Ｍを表現することで、ユー
ザ１９０Ａとユーザ１９０Ｃとは、自然な形でチャットをすることができる。
【０１３２】
　本開示では、移動中のプレイヤキャラクタＰＣの向きを、ユーザ１９０が見ている視線
対象に常に向けることとしているが、これに限るものではない。例えば、プレイヤキャラ
クタＰＣ１とプレイヤキャラクタＰＣ３とが見つめ合っているという双方向条件が成立し
た場合にのみ、プレイヤキャラクタＰＣ１の向きをプレイヤキャラクタＰＣ３に向ける制
御としてもよい。双方向条件が成立していない場合は、プレイヤキャラクタＰＣ１の向き
は進行方向とするようにしてもよい。双方向条件は、例えば、ユーザ１９０Ａの視線対象
と、ユーザ１９０Ｃの視線対象とが一致していること、が考えられる。すなわち、ユーザ
１９０ＡのＨＭＤシステム１００Ａは、ユーザ１９０Ｃが見ている視線対象に関する情報
を受信し、ユーザ１９０Ａが見ている視線対象と、受信した視線対象とを比較する、こと
により双方向条件の判断を実現する。この処理は、ＨＭＤシステム１００Ｂ、１００Ｃに
も当然に適用できる。
【０１３３】
　図１８の状態（Ｂ）は、プレイヤキャラクタＰＣ１が移動経路Ｋ２を移動している状態
を示した、ユーザ１９０Ｃに提供される視界画像Ｍを示す。状態（Ａ）と同様に、プレイ
ヤキャラクタＰＣ１の視線は、プレイヤキャラクタＰＣ３の方を向いている。
【０１３４】
　図１８の状態（Ｃ）は、プレイヤキャラクタＰＣ１が移動経路Ｋ３を移動している状態
を示した、ユーザ１９０Ｃに提供される視界画像Ｍを示す。状態（Ａ）および（Ｂ）と同
様に、プレイヤキャラクタＰＣ１の視線は、プレイヤキャラクタＰＣ２の方を向いている
。また、その移動先には椅子があることから、プレイヤキャラクタＰＣ１は椅子に座る動
作を行っている。
【０１３５】
　つぎに、図１９を用いて、プレイヤキャラクタＰＣ１の移動先から、当該プレイヤキャ
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ラクタＰＣ１が移動してくる様子を示した、ユーザ１９０Ａに提供される視界画像Ｍを示
す。状態（Ａ）は、移動先から移動元にいる自分（プレイヤキャラクタＰＣ１）を見た場
合におけるユーザ１９０Ａに提供される視界画像Ｍを示す。ＨＭＤシステム１００Ａのプ
ロセッサ１０は、視界画像生成モジュール２２３として、ユーザ１９０Ａが所定の操作に
よって移動先を指定すると、状態（Ａ）に示される視界画像Ｍを生成する。その際、ユー
ザ１９０Ａは、プレイヤキャラクタＰＣ２を見ているため、プレイヤキャラクタＰＣ１の
視線は、プレイヤキャラクタＰＣ２の方向を向いている。また、ユーザ１９０Ｃは、プレ
イヤキャラクタＰＣ１を見ているため、ユーザ１９０Ｃが操作しているプレイヤキャラク
タＰＣ３は、プレイヤキャラクタＰＣ１の方向に向けられる。
【０１３６】
　図１９の状態（Ｂ）は、ユーザ１９０Ａが移動先から見たプレイヤキャラクタＰＣ１が
移動している様子を示した、ユーザ１９０Ａに提供される視界画像Ｍを示す。状態（Ａ）
と同様に、プレイヤキャラクタＰＣ１およびプレイヤキャラクタＰＣ２は、それぞれ互い
を向くように制御されている。なお、ユーザ１９０Ａまたはユーザ１９０Ｂが違う方向を
向いた場合には、プレイヤキャラクタＰＣ１およびＰＣ２も、ユーザ１９０Ａまたはユー
ザ１９０Ｂが見ている対象オブジェクトに向けられる。
【０１３７】
　図１９の状態（Ｃ）は、プレイヤキャラクタＰＣ１が移動先に到達し、椅子に座ろうと
している様子を示した、ユーザ１９０Ａに提供される視界画像Ｍである。ＨＭＤシステム
１００Ａのプロセッサ１０は、この状態（Ｃ）で示される視界画像を表示した後、プレイ
ヤキャラクタＰＣ１の描写処理をやめ、ユーザ１９０Ａが操作している自分のプレイヤキ
ャラクタＰＣ１を表示することなく、通常の視界画像を生成する。
【０１３８】
　このように、プレイヤキャラクタＰＣ１、ＰＣ３は、互いに向きあるように制御され、
それぞれユーザ１９０Ａおよび１９０Ｃは、相手が自分を見ていることを認識することが
できるため、自然な形でチャットを楽しむことができる。また、ユーザ１９０Ｂは、ここ
ではチャットに参加はしていないが、そのチャットを見聞きしている。よって、ユーザ１
９０Ｂには、上述と同様にプレイヤキャラクタＰＣ１とプレイヤキャラクタＰＣ３とがチ
ャットをしていることが分かる視界画像Ｍが提供されている。
【０１３９】
　なお、ユーザ１９０Ａは、チャット相手であるプレイヤキャラクタＰＣ３ではなく、自
分のプレイヤキャラクタＰＣ１を見てしまうことが想定される。本開示におけるＨＭＤシ
ステム１００Ａのプロセッサ１０は、仮想オブジェクト制御モジュール２３２として、ユ
ーザ１９０Ａが自分のプレイヤキャラクタＰＣ１を見てしまったと判断できる場合には、
引き続きその直前を見ていたプレイヤキャラクタの方を見るように制御してもよいし、ま
たはプレイヤキャラクタＰＣ１の正面を向くように制御してもよい。これによって、プレ
イヤキャラクタの自然な振る舞いを実現することができる。
【０１４０】
　ところで、図１９では、プレイヤキャラクタＰＣ１の移動先からのユーザ１９０Ａの視
界画像Ｍを示したが、これに限るものではない。例えば、ユーザ１９０Ａが移動先を指定
すると、ＨＭＤシステム１００のプロセッサ１０は、仮想カメラ制御モジュール２２１と
して、予め定めた俯瞰的な位置に仮想カメラ１を移動させ、その位置からの視界画像Ｍを
ユーザ１９０Ａに提供するようにしてもよい。俯瞰的な位置としては、移動元および移動
先を含んだものを見渡せる位置が考えられるが、移動元から移動先へプレイヤキャラクタ
ＰＣ１が移動する移動経路を表現できる位置であればよい。
【０１４１】
　本明細書に開示された主題は、例えば以下のような項目として示される。
（項目１）
　コンピュータ（ＨＭＤシステム１００Ｃ）により実行される情報処理方法であって、前
記情報処理方法は、第１ユーザ（ユーザ１９０Ａ）に関連付けられた第１キャラクタオブ
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ジェクト（プレイヤキャラクタＰＣ１）、および、第２ユーザ（ユーザ１９０Ｃ）に関連
付けられた第２キャラクタオブジェクト（プレイヤキャラクタＰＣ３）を含んだ仮想空間
において、前記第２キャラクタオブジェクトからの視界画像を定義する仮想カメラ１を制
御して、当該仮想カメラ１からの視界画像を、ヘッドマウントディスプレイ（ＨＭＤ装置
１１０Ｃ）を介して前記第２ユーザに提供し、
　前記第１キャラクタオブジェクトの移動先を指定する情報を取得するステップと（図１
３のステップＳ２３Ｃ）、
　前記第１キャラクタオブジェクトの移動元と移動先とに基づいて、前記仮想空間におけ
る移動導線を特定するステップと（図１３のステップＳ２３Ｃ）、
　前記移動導線に基づいて移動する前記第１キャラクタオブジェクトを含んだ前記視界画
像を生成して、前記ヘッドマウントディスプレイに提示するステップと（図１３のステッ
プＳ２３Ｃ、図１０のステップＳ１０、Ｓ１１）、を備える情報処理方法。
　本項目の情報処理方法によれば、第１ユーザのプレイヤキャラクタなどの第１キャラク
タオブジェクトの移動元と移動先とに基づいて特定された移動導線に従って、第１ユーザ
の第１キャラクタオブジェクトが移動する視界画像を第２ユーザに提供する。これによっ
て、第１ユーザの第１キャラクタオブジェクトが移動元から移動先へ瞬時に移動する制御
を行う仮想空間のサービスの提供を受けている第２ユーザにとって、第１ユーザの第１キ
ャラクタオブジェクトの不自然な動きを解消することができ、仮想空間における没入感を
高めることができる。
　例えば、第１ユーザのＶＲ酔い防止のために、移動に伴う視界画像を提供することなく
、瞬時に移動先における視界画像を提供する制御を行う仮想空間のサービスが考えられる
。通常の制御であれば、第２ユーザは、第１ユーザの第１キャラクタオブジェクトが移動
元から移動先へ瞬時に移動するように見える。しかし、そのよう不自然な動きは、仮想空
間における没入感を損なうことになる。したがって、第１ユーザの第１キャラクタオブジ
ェクトが移動元から移動先へ瞬時に移動したとしても、その第１キャラクタオブジェクト
を見ている第２ユーザに対しては、その第１キャラクタオブジェクトが自然に移動するよ
うに見える視界画像を提供することで、仮想空間における没入感を高めることができる。
　なお、このようなサービスに限らず、第２ユーザ側において第１キャラクタオブジェク
トの移動元と移動先とに基づいて移動制御を行うことにより、第１ユーザから、第１キャ
ラクタオブジェジェクトの移動制御を行う情報を取得することなく、第２ユーザ側におい
て第１キャラクタオブジェクトの移動制御を軽快に行うことができる。　
（項目２）
　前記移動導線は、前記移動元と前記移動先とが区別可能な態様で示される、ことを特徴
とする項目１に記載の情報処理方法。
　本項目の情報処理方法によれば、第１キャラクタオブジェクトの移動元と移動先とを区
別することで、第２ユーザは、その第１キャラクタオブジェクトがどこからどこへ移動し
ようとするのかを把握することができ、仮想体験をより高度なものにすることができる。
（項目３）
　前記取得するステップにおいて、
　前記第１ユーザの視線に基づいて特定された、当該第１ユーザが見ている視線対象を特
定可能な情報を取得し、
　前記提示するステップにおいて、
　前記視線対象を特定可能な情報に基づいて、前記第１キャラクタオブジェクトは前記視
線対象に向いている前記視界画像を生成する、項目１または２に記載の情報処理方法。
　本項目の情報処理方法によれば、第１ユーザの視線に基づいて当該第１ユーザが見てい
る視線対象を特定可能な情報を取得し、視線対象を特定可能な情報に基づいて、第１キャ
ラクタオブジェクトが視線対象に向いている視界画像を生成する。これにより、第１ユー
ザが見ているものと、その第１キャラクタオブジェクトが見ているものとを一致させるこ
とができ、第２ユーザにとって仮想体験をより高度なものとすることができる。
（項目４）
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　前記移動元から前記移動先の間に配置されているオブジェクトの属性に基づいて、移動
導線または移動態様を決定するステップをさらに備え、
　前記提示するステップにおいて、
　前記第１キャラクタオブジェクトが前記移動導線または前記移動態様に従って移動する
前記視界画像を生成する、項目１～３のいずれか一項に記載の情報処理方法。
　本項目の情報処理方法によれば、第１キャラクタオブジェクトは移動元から移動先の間
に配置されているオブジェクトの属性に基づいた移動導線または移動態様に従って移動す
る視界画像を生成することで、第１キャラクタオブジェクトのより現実的な移動を可能に
する。よって、第２ユーザにとっての仮想体験をより高度なものにすることができる。
（項目５）
　第１ユーザに関連付けられた第１キャラクタオブジェクト、および、第２ユーザに関連
付けられた第２キャラクタオブジェクトを含んだ仮想空間を定義する情報処理システムで
あって、前記情報処理システムは、
　第１ヘッドマウントディスプレイの動きに基づいて前記第１キャラクタオブジェクトか
らの第１視界画像を定義する仮想カメラを制御して、前記第１視界画像を当該第１ユーザ
に提供する第１の情報処理装置と、
　第２ヘッドマウントディスプレイの動きに基づいて前記第２キャラクタオブジェクトか
らの第２視界画像を定義する仮想カメラを制御して、前記第２視界画像を当該第２ユーザ
に提供する第２の情報処理装置と、
　を含み、
　前記第１の情報処理装置は、
　前記仮想空間内における前記第１キャラクタオブジェクトの移動先を受け付けるステッ
プと、
　前記移動先が受け付けられると、前記第１キャラクタオブジェクトの移動元から前記移
動先へ前記仮想カメラが移動する過渡期に相当する前記第１視界画像の生成を少なくとも
一部省略し、前記移動先からの前記第１視界画像を、前記第１ヘッドマウントディスプレ
イに提示するステップと、を実行し、
　前記第２の情報処理装置は、
　前記第１キャラクタオブジェクトの前記移動先を指定する情報を取得するステップと、
　前記第１キャラクタオブジェクトの前記移動元と前記移動先とに基づいて、前記仮想空
間における移動導線を特定するステップと、
　前記移動導線に基づいて移動する前記第１キャラクタオブジェクトを含んだ前記第２視
界画像を、前記第２ヘッドマウントディスプレイに提示するステップと、を実行する、情
報処理システム。
（項目６）
　項目１～４のいずれか一項に記載の情報処理方法をコンピュータに実行させる、プログ
ラム。
（項目７）
　項目６に記載のプログラムを格納したメモリと、
　前記メモリに結合され、前記プログラムを実行するためのプロセッサとを備える、装置
。
【符号の説明】
【０１４２】
　１…仮想カメラ、２…仮想空間、５…基準視線、１０…プロセッサ、１１…メモリ、１
２…ストレージ、１３…入出力インターフェース、１４…通信インターフェース、１５…
バス、１９…ネットワーク、２１…中心、２２…仮想空間画像、２３…視界領域、２４，
２５…領域、３１…フレーム、３２…天面、３３，３４，３６，３７…ボタン、３５…赤
外線ＬＥＤ、３８…アナログスティック、１００，１００Ａ，１００Ｂ，１００Ｃ…ＨＭ
Ｄシステム、１１０，１１０Ａ，１１０Ｂ，１１０Ｃ…ＨＭＤ装置、１１２…モニタ、１
１４…センサ、１１６…カメラ、１１８…マイク、１２０…ＨＭＤセンサ、１３０…モー
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ションセンサ、１４０…注視センサ、１５０…サーバ、１６０…コントローラ、１６０Ｒ
…右コントローラ、１９０，１９０Ａ，１９０Ｂ，１９０Ｃ…ユーザ、２００…コンピュ
ータ、２２０…表示制御モジュール、２２１…仮想カメラ制御モジュール、２２２…視界
領域決定モジュール、２２３…視界画像生成モジュール、２２４…基準視線特定モジュー
ル、２３０…仮想空間制御モジュール、２３１…仮想空間定義モジュール、２３２…仮想
オブジェクト制御モジュール、２３３…操作オブジェクト制御モジュール、２３４…チャ
ット制御モジュール、２４０…メモリモジュール、２４１…空間情報、２４２…オブジェ
クト情報、２４３…ユーザ情報、２５０…通信制御モジュール、８１０…右手、Ｍ…視界
画像、ＰＣ，ＰＣ１，ＰＣ２，ＰＣ３…プレイヤキャラクタ。

 

【図１】 【図２】
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